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Spectral clustering is one of the most popular algorithms to group high dimensional data. It is easy to implement and computationally efficient. Despite its popularity and successful applications, its theoretical properties have not been fully understood. The spectral clustering algorithm is often used as a consistent initializer for more sophisticated clustering algorithms. However, in this paper, we show that spectral clustering is actually already optimal in the Gaussian Mixture Model, when the number of clusters of is fixed and consistent clustering is possible. Contrary to that spectral gap conditions are widely assumed in literature to analyze spectral clustering, these conditions are not needed in this paper to establish its optimality.

1. Introduction. Clustering is a central and fundamental problem in statistics and machine learning. Among all the clustering methods, spectral method [59, 64] has become particularly popular for clustering high dimensional data. It tracks back to $[16,24]$ and has enjoyed tremendous success. In computer science and machine learning, spectral clustering and its variants have been widely used to solve many different problems, including parallel computations [27, 58, 62], graph partition $[7,8,13,14,15$, $22,23,43,52,53,66]$, and explanatory data mining and statistical data analysis [2, 6, 31, 46]. It also has many real data applications, including image segmentation [44, 57, 67], text mining [11, 12, 48], speech separation $[4,18]$, and many others. In recent years, spectral clustering has also been one of the most favored and studied methods for community detection $[3,5,17,29,36,38,54,56,60]$.

Spectral clustering is easy to implement and has remarkably good performance. The idea behind spectral clustering is dimensionality reduction. First it performs a spectral decomposition on the dataset, or some related distance matrix, and only keeps the leading few spectral components. In this way, the dimension of data is then greatly reduced to the number of

[^0]spectral components used. Then a standard clustering method (for example, the $k$-means algorithm) is performed on the low dimensional denoised data to obtain an estimation of cluster assignment. Due to the dimensionality reduction, spectral clustering is computationally less demanding than many other classical clustering algorithms.

In spite of its popularity and successful applications, the theoretical properties of spectral clustering are not fully understood. Computer scientists associate spectral clustering with the graph Laplacian matrix. [6, 20, 25, 26, 65] provide various forms of asymptotic convergence for the graph Laplacian matrix and its related spectral properties. Recent years have seen more encouraging progress towards understanding the theoretical guarantee of spectral clustering, in the context of community detection. [29, 38, 53, 54, 69] show that spectral clustering applied to the adjacency matrix of network can consistently recover hidden community structure. However, their upper bounds on number of nodes incorrectly clustered are in some polynomial form of the signal-to-noise ratio. It differs from the optimal rate of community detection [68], which takes an exponential form of the signal-to-noise ratio. Therefore, in the literature spectral method is often used as a way to initialize iterative algorithms to eventually achieve the optimal clustering error rate.

In this paper, we investigate the theoretical performance of spectral clustering under the Gaussian Mixture Model [50, 61], which is arguably the most standard and used model for clustering analysis. Under the Gaussian Mixture Model, data points are generated from a mixture of Gaussian distributions, whose centers are separated from each other, resulting in a cluster structure. The goal is to recover the underlying true cluster assignment.

Maximum likelihood estimation for the labels in the Gaussian Mixture Model is equivalent to be the $k$-means algorithm, which is NP-hard [9, 42] and hence not practical when the dimension of data is large. As a result, various approximations have been used and studied. One direction is to relax the $k$-means clustering by semi-definite programming [21, 51, 55]. Another popular direction is to apply Lloyd's Algorithm [39], which is a greedy iterative method to approximate the $k$-means algorithm. Given a sufficiently good initializer, typically provided by spectral clustering [37], Lloyd's Algorithm achieves the optimal clustering rate [41, 45]. However, in fact, we show that spectral clustering itself is already optimal.

A closely related result about spectral clustering for the Gaussian Mixture Model is [63]. Under a strong separation condition which implies that exact cluster recovery is possible, spectral clustering is proved to achieve exact recovery with high probability. In this paper, we consider also situations where only partial recovery is possible. We measure the performance of the spectral
clustering output $\hat{z}$ by the Hamming loss function $\ell(\cdot, \cdot)$, compared to the underlying true assignment $z^{*}$. The main result of this paper is summarized in Theorem 1.1 informally.

Theorem 1.1 (Informal Statement of the Main Result). For $n$ data points generated from a Gaussian Mixture model, if

- the number of clusters is finite
- the sizes of clusters are in the same order
- the minimum distance among centers $\Delta$ goes to infinity
- the dimension $p$ is at most in the same order of $n$
then with high probability, spectral clustering achieves the optimal clustering rate, which is

$$
\ell\left(\hat{z}, z^{*}\right) \leq n \exp \left(-(1-o(1)) \frac{\Delta^{2}}{8}\right)
$$

To the best of our knowledge this provides arguably the first theoretical guarantee on the optimality of spectral clustering in a general setting. The separation parameter $\Delta$ covers a wide scale of values, ranging from consistent cluster estimation to the exact recovery. We refer readers to Theorem 2.1 and Corollary 2.1 for more rigorous statements and slightly stronger results, where we allow the number of clusters to grow with $n$, the cluster sizes are not necessarily in the same order, and the dimension $p$ may go beyond $n$. Though in this paper we focus mainly on the Gaussian Mixture Model setting, we hope the technique can be extended to other clustering model, which may eventually leads to a general framework to understand the performance of spectral clustering.

It is worth mentioning that in Theorem 1.1, no spectral gap (i.e., singular value gap) condition is needed. This is contrary to the existing literature [ $1,29,38,54$ ], where various forms of eigenvalue gap or singular value gap are required. For technical reasons, they need them to be sufficiently large to apply matrix spectral perturbation theory. This does not match with the intuition, that what matters in a clustering problem should be the distances among centers, regardless of its spectral structure. In this paper, we completely drop any condition on the spectral gap by developing a novel technical analysis to show that the contribution of singular vectors from smaller singular values is essentially negligible.

A recent related paper by Abbe et al. [1] studies community detection under an idealized scenario, where the network has two equal-size communities and the connectivity probabilities are equal to $a n^{-1} \log n$ or $b n^{-1} \log n$,
where $a$ and $b$ are fixed constants. They show that, the performance of clustering on the second leading eigenvector matches with the minimax rate, by using a leave-one-out technique. The technical tools we use in this paper are different. We extend the spectral operator perturbation theory of [34, 35] and introduce new techniques to establish the optimality of spectral clustering and also to remove the spectral gap condition.
Organization. The paper is organized as follows. In Section 2, we first introduce the Gaussian Mixture Model, followed by the spectral clustering algorithm, and then state the main results. The proof of the main theorem is given in Section 3, which is started with a proof sketch. We include the proofs of all the lemmas in the supplement.
Notation. For any matrix $M$, we denote $\|M\|$ and $\|M\|_{\mathrm{F}}$ to be its operator norm and Frobenius norm. respectively. We use the notation $M_{i, \text {, and }} M_{,, i}$ to indicate its $i$ th row and columns, respectively. For any matrices $M, N$ of the same dimension, their inner product is defined as $\langle M, N\rangle=\sum_{i, j} X_{i, j} Y_{i, j}$. For any $d$, we denote $\left\{e_{a}\right\}_{a=1}^{d}$ to be the standard Euclidean basis with $e_{1}=(1,0,0, \ldots), e_{2}=(0,1,0, \ldots, 0), \ldots, e_{d}=(0,0,0, \ldots, 1)$. We let $1_{d}$ be a vector of length $d$ whose entries are all 1 . We use $[d]$ to denote the set $\{1,2, \ldots, d\}$. We use $\mathbb{I}\{\cdot\}$ as a notation for the indicator function. For $y_{1}, y_{2}, \ldots, y_{d} \in \mathbb{R}, \operatorname{diag}\left\{y_{1}, y_{2}, \ldots, y_{d}\right\}$ is the $d \times d$ diagonal matrix, whose diagonal entries are $y_{1}, y_{2}, \ldots, y_{d}$ from the top-left to the bottom right, with off-diagonal entries being 0 .

## 2. Main Results.

2.1. Gaussian Mixture Model. Consider a Gaussian Mixture Model with $X=\left(X_{1}, \ldots, X_{n}\right) \in \mathbb{R}^{p \times n}$ with $k$ centers $\theta_{1}^{*}, \ldots, \theta_{k}^{*} \in \mathbb{R}^{p}$. Let $z^{*} \in[k]^{n}$ be the underlying true cluster assignment vector. Under this model, the observations $\left\{X_{i}\right\}_{i \in[n]}$ are generated as follows:

$$
X_{i}=\theta_{z_{i}^{*}}^{*}+\epsilon_{i},
$$

where $\left\{\epsilon_{i}\right\}_{i=1}^{n} \stackrel{i i d}{\sim} \mathcal{N}\left(0, I_{p}\right)$.
The goal of clustering is to recover the cluster assignment $z^{*}$. For any $z \in[k]^{n}$, the performance of clustering can be captured by the Hamming distance: the number of coordinates that take different values in $z^{*}$ and $z$. However, the cluster structure is invariant to the permutations of label symbols. We denote the loss $\ell\left(z, z^{*}\right)$ to be the number of data points mis-
clustered, which is defined as follows, considering all the label permutation:

$$
\ell\left(z, z^{*}\right)=\min _{\phi \in \Phi} \sum_{i \in[n]} \mathbb{I}\left\{\phi\left(z_{i}\right) \neq z_{i}^{*}\right\},
$$

where $\Phi=\{\phi$ : bijection from $[k]$ to $[k]\}$.
Note that the difficulty of clustering is largely determined by the distances among centers $\left\{\theta_{1}^{*}, \ldots, \theta_{k}^{*}\right\}$. If two centers are exactly equal to each other, it is impossible to distinguish the corresponding two clusters. We define $\Delta$ to be the minimum distance among centers:

$$
\begin{equation*}
\Delta=\min _{j, l \in[k]: j \neq l}\left\|\theta_{j}^{*}-\theta_{l}^{*}\right\| \tag{1}
\end{equation*}
$$

Another quantity related to clustering is the sizes of clusters. When the size a cluster is small, recovering it might be more difficult. We quantify the size of the smallest cluster by $\beta$, defined as

$$
\begin{equation*}
\beta=\frac{\min _{j \in[k]}\left|\left\{i \in[n]: z_{i}^{*}=j\right\}\right|}{n / k} . \tag{2}
\end{equation*}
$$

Note that $\beta$ cannot be greater than 1 . When $\beta$ is a constant, all clusters sizes are of the same order. We allow the case $\beta=o(1)$ so that clusters sizes may differ in magnitude.
2.2. Spectral Clustering. Various forms of spectral clustering have been proposed and studied in the literature. Spectral clustering is an umbrella term for clustering after a dimension reduction through a spectral decomposition. The variants differ mostly in what matrix the spectral decomposition is applied on, and what spectral components are used for the subsequent clustering. The clustering method used mostly is the $k$-means method.

In the context of community detection, spectral clustering $[29,38,53,54$, 69] is associated with the eigenvectors of the adjacency matrix. For general clustering settings, $[6,20,25,26,64,65]$ first obtain a similarity matrix from the original data points by certain kind of kernels. Then the Laplacian matrix is constructed, whose eigenvectors are used for clustering. In [32, 37], spectral clustering is performed directly on the original data matrix.

The spectral clustering algorithm considered in this paper is presented in Algorithm 1. It is simple, involves only one singular value decomposition (SVD) and one $k$-means clustering step. Despite its simplicity, it is powerful as it will be shown to achieve the optimal misclustering rate. The key step in the algorithm that leads to the optimal rate is to weight the empirical singular vectors by the corresponding empirical singular values.

```
Algorithm 1: Spectral Clustering
    Input: Data matrix \(X \in \mathbb{R}^{p \times n}\), number of clusters \(k\)
    Output: Clustering label vector \(\hat{z} \in[k]^{n}\)
1 Perform SVD on \(X\) to have
                                    \(X=\sum_{i=1}^{p \wedge n} \hat{\sigma}_{i} \hat{u}_{i} \hat{v}_{i}^{T}\)
    where \(\hat{\sigma}_{1} \geq \hat{\sigma}_{2} \geq \ldots \geq \hat{\sigma}_{p \wedge n} \geq 0\) and \(\left\{\hat{u}_{i}\right\}_{i=1}^{p \wedge n} \in \mathbb{R}^{p},\left\{\hat{v}_{i}\right\}_{i=1}^{p \wedge n} \in \mathbb{R}^{n}\).
2 Consider the first \(k\) singular values and corresponding singular vectors. Define
    \(\hat{\Sigma} \in \mathbb{R}^{k \times k}\) to be a diagonal matrix with \(\hat{\Sigma}_{i, i}=\hat{\sigma}_{i}, \forall i \in[k]\), and \(\hat{V} \in \mathbb{R}^{n \times k}\) to be
    \(\hat{V}=\left(\hat{v}_{1}, \ldots, \hat{v}_{k}\right)\).
3 Define
\[
\hat{Y}=\hat{\Sigma} \hat{V}^{T} \in \mathbb{R}^{k \times n}
\]
Let \(\hat{Y}_{,, i} \in \mathbb{R}^{k}\) be the \(i\) th column of \(\hat{Y}\), for all \(i \in[n]\). Perform \(k\)-means on \(\left\{\hat{Y}_{\cdot, i}\right\}_{i=1}^{n}\). Let \(\hat{z}\) be the clustering result it returns. That is,
\[
\begin{equation*}
\left(\hat{z},\left\{\hat{c}_{j}\right\}_{j=1}^{k}\right)=\underset{z \in[k]^{n},\left\{c_{j}\right\}_{j=1}^{k} \in \mathbb{R}^{k}}{\arg \min } \sum_{i \in[n]}\left\|\hat{Y}_{, i}-c_{z_{i}}\right\|^{2} \tag{3}
\end{equation*}
\]
```

As common in the clustering literature, we assume that $k$, the number of clusters, is known. The purpose of the SVD is to perform a dimensionality reduction while preserving the underlying data structure. After SVD, the dimension of data is reduced from $p$ to $k$. This makes the follow-up $k$-means algorithm computationally feasible compared to applying it directly onto the columns of $X$.

The idea of weighting singular vectors by the corresponding singular values is natural. The importance of singular vectors is different: singular vectors with smaller singular values should carry relatively less useful information, and consequently deserve less attention. Clustering on $\hat{Y}$ instead of $\hat{V}$ is one of the reasons why we are able to remove the spectral gap condition. It is also worth pointing out, as we will later show in Lemma 3.1, that Algorithm 1 is equivalent to Algorithm 2, for which clustering is performed on the columns of the rank- $k$ matrix approximation of $X$. Similar ideas of using low rank matrix approximations for clustering have also been proposed in [19, 37].
2.3. Optimality. In Theorem 2.1, we establish the theoretical optimality of spectral clustering in the Gaussian Mixture Model.

Theorem 2.1. Suppose that,

$$
\begin{equation*}
\frac{\Delta}{k^{10.5} \beta^{-0.5}\left(1+\frac{p}{n}\right)^{0.5}} \rightarrow \infty \tag{4}
\end{equation*}
$$

then we have that

$$
\begin{equation*}
\ell\left(\hat{z}, z^{*}\right) \leq n \exp \left(-\left(1-\left(\frac{\Delta}{k^{10.5} \beta^{-0.5}\left(1+\frac{p}{n}\right)^{0.5}}\right)^{-0.1}\right) \frac{\Delta^{2}}{8}\right) \tag{5}
\end{equation*}
$$

with probability at least $1-\exp (-\Delta)-\exp (-0.08 n)$.
In Theorem 2.1, we allow the number of clusters $k$ to grow with $n$, the cluster sizes not to be in the same order (quantified by $\beta$ ), and the dimension $p$ to go beyond $n$. This is slightly stronger than the informal statement we make in Theorem 1.1. Note that when $k$ and $\beta$ are both fixed constants and $p$ is at most in the same order of $n$, Equation (4) is equivalent to assume $\Delta \rightarrow \infty$, and Theorem 2.1 is reduced to the case in Theorem 1.1.

Corollary 2.1. In addition to the assumption stated in Theorem 2.1, if $p \leq C n$ for some constant $C>0$, then there exists another constant $C^{\prime}>0$, such that with probability at least $1-\exp (-\Delta)-\exp (-0.08 n)$, we have that

$$
\begin{equation*}
\ell\left(\hat{z}, z^{*}\right) \leq n \exp \left(-\left(1-C^{\prime}\left(\frac{\Delta}{k^{10.5} \beta^{-0.5}}\right)^{-0.1}\right) \frac{\Delta^{2}}{8}\right) \tag{6}
\end{equation*}
$$

which is minimax optimal.
Corollary 2.1 establishes the optimality of spectral clustering when $p$ is at most in the same order of $n$. Under this scenario, Theorem 2.1 shows the spectral clustering provably attains the rate $n \exp \left(-(1-o(1)) \Delta^{2} / 8\right)$. This exactly matches the minimax lower bound established in [41]. Theorem 3.3 of [41] states that

$$
\begin{equation*}
\inf _{\hat{z}} \sup _{\left(\theta_{1}^{*}, \ldots, \theta_{k}^{*}\right), z} \mathbb{E} \ell\left(\hat{z}, z^{*}\right) \geq n \exp \left(-(1+o(1)) \frac{\Delta^{2}}{8}\right) \tag{7}
\end{equation*}
$$

when $\Delta / \log \left(k \beta^{-1}\right) \rightarrow \infty$. In Equation (7), the infimum is taken over all feasible estimators $\hat{z}$, and the supremum is taken over all possible parameters, where the true centers $\left(\theta_{1}^{*}, \ldots, \theta_{k}^{*}\right) \in \mathbb{R}^{p \times k}$ are separated by minimum distance $\Delta$, and the true cluster assignment $z^{*}$ has minimum cluster size
$\beta n / k$. The matching rates in Theorem 2.1 and Equation (6) indicate that spectral clustering is minimax optimal.

The separation parameter $\Delta$ is allowed to take a wide range of values. When $k$ and $\beta$ are fixed constants and $p$ is at most in the same order of $n$, the condition needed for $\Delta$ in Theorem 2.1 and Corollary 2.1 is reduced to

$$
\begin{equation*}
\Delta \rightarrow \infty \tag{8}
\end{equation*}
$$

This turns out to be the necessary and sufficient condition to have a consistent cluster recover. Theorem 3.3 of [41] also shows that, if $\Delta=\mathcal{O}(1)$, the minimax rate is lower bounded by $c n$ for some constant $c>0$, indicating that no method is possible to achiever consistency. Equation (8) covers a wide range of settings from consistency to exact recovery. When $\lim \inf _{n \rightarrow \infty} \Delta^{2} /(8 \log n)>1$, we achieve exact recovery, where the output of spectral clustering $\hat{z}$ is exactly equal to the underlying true cluster assignment $z^{*}$ with high probability.

There is no spectral gap (i.e., singular value gap) condition assumed in Theorem 2.1 and Corollary 2.1. It is entirely possible that the population matrix $\mathbb{E} X$ has a rank that is smaller than $k$. This is equivalent to allow for the smallest singular values of the population matrix $\mathbb{E} X$ to be 0 . This is contrary to the existing literature $[1,29,38,54]$, where the spectral gap is assumed to be sufficiently large to apply matrix spectral perturbation theory. The spectral gap condition is not natural, as the minimax rate in Equation (7) only depends on $\Delta$ and is invariant to any spectral structure. In Theorem 2.1 and Corollary 2.1, we completely drop any spectral gap condition, and our results match with the intuition that the difficulty of cluster recovery is determined only by $\Delta$, the minimum distance among the centers.
3. Proof of Main Results. In this section, we give the proof of Theorem 2.1. In Section 3.1, we first introduce a few population quantities, which are population counterparts of the quantities appearing in Algorithm 1. After that, several key lemmas for the proof are presented in Section 3.2. Since the proof of Theorem 2.1 is long and involved, we first provide a proof sketch in Section 3.3, then followed by its complete and detailed proof in Section 3.4. Auxiliary lemmas are included in the supplement.
3.1. Population Quantities. We define $P=\mathbb{E} X$ and $E=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right) \in$ $\mathbb{R}^{p \times n}$ to be the noise matrix, so that we have a matrix representation $X=$ $P+E$. We then define several quantities on $P$, in a similarly way as on $X$
as in Algorithm 1. Let the SVD of $P$ be (note that $P$ is at most rank- $k$ )

$$
P=\sum_{i=1}^{k} \sigma_{i} u_{i} v_{i}^{T},
$$

where $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{k} \geq 0,\left\{u_{i}\right\}_{i=1}^{k} \in \mathbb{R}^{p}$ and $\left\{v_{i}\right\}_{i=1}^{k} \in \mathbb{R}^{n}$. It can be written in matrix form $P=U \Sigma V^{T}$, where $U=\left(u_{1}, \ldots, u_{k}\right) \in \mathbb{R}^{n \times k}, V=$ $\left(v_{1}, \ldots, v_{k}\right) \in \mathbb{R}^{n \times k}$, and $\Sigma \in \mathbb{R}^{k \times k}$ is a diagonal matrix with $\Sigma_{i, i}=\sigma_{i}, \forall i \in$ [ $k$ ]. Define

$$
\begin{equation*}
Y=\Sigma V^{T} \in \mathbb{R}^{k \times n} . \tag{9}
\end{equation*}
$$

Let $P_{\cdot, i}, Y_{\cdot, i} \in \mathbb{R}^{k}$ be the $i$ th column of $P$ and $Y$ respectively, for all $i \in[n]$. Note that $P_{\cdot, i}=\theta_{z_{i}^{*}}^{*}, \forall i \in[n]$. In Appendix A, we provide several propositions (Propositions A.1, A. 2 and A.3) to characterize the structure of these population quantities especially related to $V$.
3.2. Key Lemmas. In this section, we present several key lemmas used in the proof of Theorem 2.1.

```
Algorithm 2: Clustering with Rank- \(k\) Approximation
    Input: Data matrix \(X \in \mathbb{R}^{p \times n}\), number of clusters \(k\)
    Output: Clustering label vector \(\hat{z}^{\prime} \in[k]^{n}\)
    1 Implement the same Step 1-2 as in Algorithm 1 to obtain \(\hat{\Sigma} \in \mathbb{R}^{k \times k}\) and
    \(\hat{V} \in \mathbb{R}^{n \times k}\). In addition, define \(\hat{U}=\left(\hat{u}_{1}, \ldots, \hat{u}_{k}\right) \in \mathbb{R}^{p \times k}\).
2 Define
\[
\hat{P}=\hat{U} \hat{\Sigma} \hat{V}^{T} \in \mathbb{R}^{p \times n} .
\]
```

Let $\hat{P}_{\cdot, i} \in \mathbb{R}^{p}$ be the $i$ th column of $\hat{P}$, for all $i \in[n]$. Perform $k$-means on $\left\{\hat{P}_{\cdot, i}\right\}_{i=1}^{n}$. Let $\hat{z}^{\prime}$ be the clustering result it returns. That is,

$$
\begin{equation*}
\left(\hat{z}^{\prime},\left\{\hat{\theta}_{j}\right\}_{j=1}^{k}\right)=\underset{z \in[k]^{n},\left\{\theta_{j}\right\}_{j=1}^{k} \in \mathbb{R}^{k}}{\arg \min } \sum_{i \in[n]}\left\|\hat{P}_{, i, i}-\theta_{z_{i}}\right\|^{2} . \tag{10}
\end{equation*}
$$

In Lemma 3.1, we show that Algorithm 1 has the same output as that of Algorithm 2, where clustering is performed on the columns of $\hat{U} \hat{Y}$ instead of $\hat{Y}$. Its proof is simple and straightforward, since $\hat{U}$ has orthonormal columns which enables $\hat{U} \hat{Y}$ to preserve all the structure in $\hat{Y}$. We defer its proof to the supplement.

Lemma 3.1. Algorithm 1 and Algorithm 2 are equivalent. That is, let $\left(\hat{z},\left\{\hat{c}_{j}\right\}_{j=1}^{k}\right)$ and $\left(\hat{z}^{\prime},\left\{\hat{\theta}_{j}\right\}_{j=1}^{k}\right)$ be solutions to Equations (3) and (10) respectively. The two outputs $\hat{z}, \hat{z}^{\prime}$ are identical up to a label permutation, i.e., there exists a $\phi \in \Phi$ such that

$$
\hat{z}_{i}^{\prime}=\phi\left(\hat{z}_{i}\right), \forall i \in[n] .
$$

In addition,

$$
\hat{\theta}_{j}=\hat{U} \hat{c}_{\phi(j)}, \forall j \in[k] .
$$

In Lemma 3.2, we give some preliminary results on the performance of Algorithm 2. By some straightforward random matrix analysis, we are able to show Algorithm 2 (equivalently, Algorithm 1) has at least polynomial convergence rate of order $k(n+p) / \Delta^{2}$ for clustering. This rate is far from being optimal. However, it indeed captures some useful information of estimated cluster assignments and centers. One important implication is that the estimated centers $\left\{\hat{\theta}_{j}\right\}_{j \in[n]}$ are close to their population ones $\left\{\theta_{j}^{*}\right\}_{j \in[n]}$, after some label permutation (i.e., Equation (13)). This is the start point for us to obtain sharper bounds for $\ell\left(\hat{z}, z^{*}\right)$.

Before stating Lemma 3.2, we first introduce an event:

$$
\begin{equation*}
\mathcal{F}=\{\|E\| \leq \sqrt{2}(\sqrt{n}+\sqrt{p})\} \tag{11}
\end{equation*}
$$

Standard random matrix theory shows that $\mathcal{F}$ occurs with high probability (Lemma B.1). The operator norm of $E$ indicates the magnitude of difference between the empirical singular quantities and their population counterparts. The gap between the empirical and population quantities are well controlled under the event $\mathcal{F}$. In Lemma 3.2 and also in the proof of Theorem 2.1 (Section 3.4), we assume $\mathcal{F}$ holds. The proof of Lemma 3.2 is included in the supplement.

Lemma 3.2. Assume that the event $\mathcal{F}$ holds. We have that

$$
\|\hat{P}-P\|_{F} \leq 4 \sqrt{k}(\sqrt{n}+\sqrt{p})
$$

In addition, if $\Delta /\left(\beta^{-0.5} k(1+p / n)^{0.5}\right) \geq C$ for some constant $C>0$, there exists another constant $C^{\prime}$ such that the solution to Equation (10) $\left(\hat{z}^{\prime},\left\{\hat{\theta}_{j}\right\}_{j=1}^{k}\right)$ satisfies

$$
\begin{align*}
& \ell\left(\hat{z}^{\prime}, z^{*}\right) \leq \frac{C^{\prime} k(n+p)}{\Delta^{2}}  \tag{12}\\
& \text { and } \quad \min _{\phi \in \Phi} \max _{j \in[k]}\left\|\hat{\theta}_{j}-\theta_{\phi(j)}^{*}\right\| \leq C^{\prime} \beta^{-\frac{1}{2}} k \sqrt{1+\frac{p}{n}} \tag{13}
\end{align*}
$$

Consequently, if the ratio $\Delta /\left(\beta^{-0.5} k(1+p / n)^{0.5}\right)$ is sufficiently large, we have $\min _{j \in[k]}\left|\left\{i \in[n]: \hat{z}_{i}=j\right\}\right| \geq \frac{\beta n}{2 k}$.

Lemma 3.3 studies the difference between empirical spectral projection matrix and its sample counterpart. It decomposes $\hat{V}_{a: b} \hat{V}_{a: b}^{T}-V_{a: b} V_{a: b}^{T}$, the difference between an empirical projection matrix and its population counterpart, into a linear part of the random noise matrix $E$ and a remaining part, which can be shown to be negligible. The linear part has a very simple form, and is the main component that leads to the exponent $\Delta^{2} / 8$ in Equation (5). The remaining non-linear part, though without an explicit expression, is well-behaved and concentrates strongly around its mean.

Lemma 3.3 holds for general matrices with underlying structure, not necessary from the clustering setup, as long as the noise is normally distributed. The result stated in Lemma 3.3 is a slight generalization of [34, 35], where $\sigma_{a}, \ldots, \sigma_{b}$ are assumed to be the same. That is, in [34, 35], $V_{a: b} V_{a: b}^{T}$ is the spectral projection matrix for one unique singular values, with $a-b$ being its multiplicity. Here we go beyond this assumption, by allowing the corresponding singular values to vary. The proof of Lemma 3.3 is quite involved but mainly follows [34, 35]. We include it in the supplement for completeness.

Lemma 3.3. Consider any rank-k matrix $M \in \mathbb{R}^{p \times n}$ with $S V D M=$ $\sum_{j=1}^{k} \sigma_{j} u_{j} v_{j}^{T}$ where $\sigma_{1} \geq \sigma_{2} \ldots \geq \sigma_{k}>0$. Define $\sigma_{0}=+\infty$ and $\sigma_{k+1}=0$.

Let $E$ be a Gaussian noise matrix with all the entries $E_{i, j} \stackrel{i i d}{\sim} \mathcal{N}(0,1), \forall i \in$ $[p], j \in[n]$. Define $\hat{M}=M+E$. Let the SVD of $\hat{M}$ be $\sum_{j=1}^{p \wedge n} \hat{\sigma}_{j} \hat{u}_{j} \hat{v}_{j}^{T}$ where $\hat{\sigma}_{1} \geq \hat{\sigma}_{2} \geq \ldots \geq \hat{\sigma}_{p \wedge n}$.

For any two indexes $a, b$ such that $1 \leq a \leq b \leq k$, define $V_{a: b}=\left(v_{a}, \ldots, v_{b}\right)$ and $\hat{V}_{a: b}=\left(\hat{v}_{a}, \ldots, \hat{v}_{b}\right)$. Let $V=\left(v_{1}, \ldots, v_{k}\right)$. Define the singular value gap $g_{a: b}=\min \left\{\sigma_{a-1}-\sigma_{a}, \sigma_{b}-\sigma_{b+1}\right\}$. Let
$S_{a: b}=\left(I-V V^{T}\right)\left(\hat{V}_{a: b} \hat{V}_{a: b}^{T}-V_{a: b} V_{a: b}^{T}\right) V_{a: b}-\sum_{a \leq j \leq b} \frac{1}{\sigma_{j}}\left(I-V V^{T}\right) E^{T} u_{j} v_{j}^{T} V_{a: b}$.
Assuming $\mathbb{E}\|E\| \leq \frac{g_{a \cdot b}}{8}$, there exists some constant $C>0$ such that
$\mathbb{P}\left(\left|\left\langle S_{a: b}-\mathbb{E} S_{a: b}, W\right\rangle\right| \leq C\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\sqrt{t}}{g_{a: b}}\left(\frac{\sqrt{n+p}+\sqrt{t}}{g_{a: b}}\right)\|W\|_{*}\right) \geq 1-2 e^{t}$,
for any $W \in \mathbb{R}^{n \times(b-a)}$, any $t \geq \log 4$ and where $\|\cdot\|_{*}$ denotes the nuclear norm.

Lemma 3.4 characterizes the distributions of empirical singular vectors. Similar to Lemma 3.3, Lemma 3.4 holds for matrices with any underlying
structure, not necessary in the clustering setting, as long as the noise is normally distributed. The most important implication of Lemma 3.4 is that, for any empirical singular vector $\hat{v}_{j}$, its component that is orthogonal to the true signal $V$ (i.e., $\left.\left(I-V V^{T}\right) \hat{v}_{j}\right)$ has a distribution that is invariant to the underlying signal structure, after a proper normalization. This observation appears and is utilized in [30, 49]. Lemma 3.4 is essentially the same as Theorem 6 of [49]. For completeness, we give the proof in the supplement.

Lemma 3.4. Consider any rank-k matrix $M \in \mathbb{R}^{p \times n}$ with $S V D M=$ $\sum_{j=1}^{k} \sigma_{j} u_{j} v_{j}^{T}$ where $\sigma_{1} \geq \sigma_{2} \ldots \geq \sigma_{k}>0$.

Let $E$ be a Gaussian noise matrix with entries $E_{i, j} \stackrel{i i d}{\sim} \mathcal{N}(0,1), \forall i \in[p], j \in$ [n]. Define $\hat{M}=M+E$. Let the $S V D$ of $\hat{M}$ be $\sum_{j=1}^{p \wedge n} \hat{\sigma}_{j} \hat{u}_{j} \hat{v}_{j}^{T}$ where $\hat{\sigma}_{1} \geq$ $\hat{\sigma}_{2} \geq \ldots \geq \hat{\sigma}_{p \wedge n}$.

Define $V=\left(v_{1}, \ldots, v_{k}\right)$. Then for any $j \in[k]$, the following holds:
(1) $\left(I-V V^{T}\right) \hat{v}_{j} /\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|$ is uniformly distributed on the unit sphere spanned by $\left(I-V V^{T}\right)$. That is, we have

$$
\frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|} \sim \frac{\left(I-V V^{T}\right) w}{\left\|\left(I-V V^{T}\right) w\right\|}, \text { where } w \sim \mathcal{N}\left(0, I_{n}\right)
$$

In particular, $\mathbb{E}\left(I-V V^{T}\right) \hat{v}_{j} /\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|=0$.
(2) $\left(I-V V^{T}\right) \hat{v}_{j} /\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|$ is independent of $V V^{T} \hat{v}_{j}$.
(3) $\left(I-V V^{T}\right) \hat{v}_{j} /\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|$ is independent of $\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|$.
3.3. Proof Sketch for Theorem 2.1. In this section, we provide a sketch for proof of Theorem 2.1. The complete and detailed proof is given in section 3.4. Throughout the proof, we assume that the random event $\mathcal{F}$ (defined in Equation (11)) holds.

We use the equivalence between Algorithm 1 and Algorithm 2 (by Lemma 3.1), where clustering is performed on the columns of $\hat{P}=\hat{U} \hat{U}^{T} \hat{Y}$. It is sufficient to study the behavior of $\left(\hat{z},\left\{\hat{\theta}_{j}\right\}_{j \in[n]}\right)$, which is the solution to Equation (10). Note that Equation (10) implies

$$
\hat{z}_{i}=\underset{j \in[k]}{\arg \min }\left\|\hat{P}_{\cdot, i}-\hat{\theta}_{j}\right\|^{2}, \forall i \in[n]
$$

Then after some proper label permutation, $\ell\left(\hat{z}, z^{*}\right)$ can be bounded by

$$
\begin{aligned}
\ell\left(\hat{z}, z^{*}\right) & \leq \sum_{i=1}^{n} \mathbb{I}\left\{\hat{z}_{i} \neq z_{i}^{*}\right\} \leq \sum_{i=1}^{n} \mathbb{I}\left\{\underset{a \in[k]}{\arg \min }\left\|\hat{P}_{,, i}-\hat{\theta}_{a}\right\|^{2} \neq z_{i}^{*}\right\} \\
& \leq \sum_{i=1}^{n} \sum_{a \neq z_{i}^{*}} \mathbb{I}\left\{\left\|\hat{P}_{\cdot, i}-\hat{\theta}_{a}\right\|^{2} \leq\left\|\hat{P}_{\cdot, i}-\hat{\theta}_{z_{i}^{*}}\right\|^{2}\right\} .
\end{aligned}
$$

Hence, it is all about understanding the relative values of distances between the data points $\left\{\hat{P}_{., i}\right\}_{i \in[n]}$ and the centers $\left\{\hat{\theta}_{j}\right\}_{j \in[k]}$. We divide the remaining proof into four steps, corresponding to Sections 3.4.1 to 3.4.4 in the complete proof. We use $c$ as a general notation for constants, and $o(1)$ as a general notation for sequences goes to 0 along with $n$ going to infinity.
Step 1 (Sketch of Section 3.4.1). In this step, we are going to decompose $\ell\left(\hat{z}, z^{*}\right)$ into two parts: one is related to the leading large singular values, and the other one is related to the remaining ones. To achieve this, we split $\left\{\hat{P}_{, i}\right\}_{i \in[n]}$ and $\left\{\hat{\theta}_{j}\right\}_{j \in[k]}$ into two parts. To be more specific, letting $\sigma_{k+1}=0$, we define $r \in[k]$ as follows

$$
r=\max \left\{j \in[k]: \sigma_{j}-\sigma_{j+1} \geq \rho(\sqrt{n}+\sqrt{p})\right\},
$$

where $\rho \rightarrow \infty$ is some quantity whose value will be given in the complete proof. There are two benefits in choosing such $r$ : the remaining singular values are relative small; and the singular value $\sigma_{r}-\sigma_{r+1}$ is large enough for applying matrix spectral perturbation theory.

We split $\hat{U}$ into $\left(\hat{U}_{1: r}, \hat{U}_{(r+1): k}\right)$. We have that $\hat{P}_{\cdot, i}=\hat{P}_{\cdot, i}^{(1)}+\hat{P}_{\cdot, i}^{(2)}, \forall i \in[n]$, where

$$
\hat{P}_{\cdot, i}^{(1)}=\hat{U}_{1: r} \hat{U}_{1: r}^{T} \hat{P}_{\cdot, i}, \quad \text { and } \hat{P}_{\cdot, i}^{(2)}=\hat{U}_{(r+1): k} \hat{U}_{(r+1): k}^{T} \hat{P}_{\cdot, i} .
$$

Similarly we have $\hat{\theta}_{j}=\hat{\theta}_{j}^{(1)}+\hat{\theta}_{j}^{(2)}, \forall j \in[k]$. Then we have the decomposition

$$
\begin{aligned}
& \ell\left(\hat{z}, z^{*}\right)=\sum_{i=1}^{n} \sum_{a \neq z_{i}^{*}} \mathbb{I}\left\{\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{a}^{(1)}\right\|^{2}-\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}\right\|^{2} \leq-\left\|\hat{P}_{\cdot, i}^{(2)}-\hat{\theta}_{a}^{(2)}\right\|^{2}+\left\|\hat{P}_{\cdot, i}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(2)}\right\|^{2}\right\} \\
& \leq \sum_{i=1}^{n} \sum_{a \neq z_{i}^{*}} \mathbb{I}\left\{\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{a}^{(1)}\right\|^{2}-\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}\right\|^{2} \leq-\gamma \Delta^{2}\right\} \\
& \quad+\sum_{i=1}^{n} \sum_{a \neq z_{i}^{*}} \mathbb{I}\left\{\gamma \Delta^{2} \leq-\left\|\hat{P}_{\cdot, i}^{(2)}-\hat{\theta}_{a}^{(2)}\right\|^{2}+\left\|\hat{P}_{\cdot, i}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(2)}\right\|^{2}\right\},
\end{aligned}
$$

for some quantity $\gamma=o(1)$ such that $\gamma \Delta / k \rightarrow \infty$. The value of $\gamma$ will be given in the complete proof. Lemma 3.2 shows that $\left\{\hat{\theta}_{j}\right\}_{j \in[k]}$ are close to their true values $\left\{\theta_{j}^{*}\right\}_{j \in[k]}$ :

$$
\max _{j \in[k]}\left\|\hat{\theta}_{j}-\theta_{j}^{*}\right\|=o(\Delta)
$$

Together with the fact that $\left\{\theta_{j}^{*}\right\}_{j \in[k]}$ differ at least $\Delta$ in distance from each other, and that $\max _{j \geq r+1} \hat{\sigma}_{j}$ are relative small by perturbation theory, we end up with
$\ell\left(\hat{z}, z^{*}\right) \leq \sum_{i=1}^{n} \sum_{a \neq z_{i}^{*}}\left(\mathbb{I}\left\{(1-o(1)) \Delta \leq 2\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{U}_{1: r} \hat{U}_{1: r}^{T} \theta_{z_{i}^{*}}^{*}\right\|\right\}+\mathbb{I}\left\{c \gamma \Delta^{2} \leq\left|\left\langle\hat{P}_{\cdot, i}^{(2)}, \hat{\theta}_{a}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(2)}\right\rangle\right|\right\}\right)$.
Note that $\hat{P}_{\cdot, i}^{(1)}-\hat{U}_{1: r} \hat{U}_{1: r}^{T} \theta_{z_{i}^{*}}^{*}=\hat{U}_{1: r} \hat{U}_{1: r}^{T}(\hat{P}-P) e_{i}$. The projection of this quantity from the right on the space spanned by $V V^{T}$ can be shown to be negligible, i.e. $\left\|\hat{U}_{1: r} \hat{U}_{1: r}^{T}(\hat{P}-P) V V^{T} e_{i}\right\|=o(\Delta)$. This leaves $\hat{U}_{1: r} \hat{U}_{1: r}^{T} \hat{P}(I-$ $\left.V V^{T}\right) e_{i}$ to be analyzed. Note that $\left\|\hat{U}_{1: r} \hat{U}_{1: r}^{T} \hat{P}\left(I-V V^{T}\right) e_{i}\right\|=\| \hat{\Sigma}_{r \times r} \hat{V}_{1: r}^{T}(I-$ $\left.V V^{T}\right) e_{i} \|$, where $\hat{\Sigma}_{r \times r}$ and $\hat{V}_{1: r}$ are the leading part of $\hat{\Sigma}$ and $\hat{V}$, respectively. Moreover, we have that

$$
\left\langle\hat{P}_{\cdot, i}^{(2)}, \hat{\theta}_{a}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(2)}\right\rangle=\sum_{l=r+1}^{k} \hat{\sigma}_{l} \hat{V}_{i, l}\left(\hat{u}_{l}^{T} \hat{\theta}_{a}-\hat{u}_{l}^{T} \hat{\theta}_{z_{i}^{*}}\right),
$$

which, up to some constant scalar, can be upper bounded by $\sum_{l=r+1}^{k} \sqrt{n}\left|\hat{V}_{i, l}\right|$. Thus we obtain that

$$
\begin{aligned}
\ell\left(\hat{z}, z^{*}\right) & \leq \sum_{i=1}^{n} \sum_{a \neq z_{i}^{*}}\left(\mathbb{I}\left\{(1-o(1)) \Delta \leq 2\left\|\hat{\Sigma}_{r \times r} \hat{V}_{1: r}^{T}\left(I-V V^{T}\right) e_{i}\right\|\right\}+\mathbb{I}\left\{c \gamma \Delta^{2} \leq \sum_{l=r+1}^{k} \sqrt{n}\left|e_{i}^{T} \hat{v}_{l}\right|\right\}\right) \\
& \leq k \sum_{i=1}^{n} \mathbb{I}\left\{(1-o(1)) \Delta \leq 2\left\|\hat{\Sigma}_{r \times r} \hat{V}_{1: r}^{T}\left(I-V V^{T}\right) e_{i}\right\|\right\}+k \sum_{l=r+1}^{k} \sum_{i=1}^{n} \mathbb{I}\left\{c \gamma \Delta^{2} / k \leq \sqrt{n}\left|e_{i}^{T} \hat{v}_{l}\right|\right\}
\end{aligned}
$$

We denote the two terms as $A$ and $B$ respectively. We are going to provide upper bounds on their expectations. Once we have upper bound on $\mathbb{E} \ell\left(\hat{z}, z^{*}\right) \mathbb{I}\{\mathcal{F}\} \leq \mathbb{E} A \mathbb{I}\{\mathcal{F}\}+\mathbb{E} B \mathbb{I}\{\mathcal{F}\}$, Markov's inequality will lead to a with high probability result for $\ell\left(\hat{z}, z^{*}\right) \mathbb{I}\{\mathcal{F}\}$.
Step 2 (Sketch of Section 3.4.2). In this step, we are going to establish an upper bound on $\mathbb{E} A$. First, we replace $\hat{\Sigma}_{r \times r}$ with $\Sigma_{r \times r}$. Indeed, we have that

$$
\begin{aligned}
\left\|\hat{\Sigma}_{r \times r} \hat{V}_{1: r}^{T}\left(I-V V^{T}\right) e_{i}\right\| & =\sup _{w \in \mathbb{R}^{r}:\|w\|=1} e_{i}^{T}\left(I-V V^{T}\right) \hat{V}_{1: r} \hat{\Sigma}_{r \times r} w \\
& =(1+o(1)) \sup _{w \in \mathbb{R}^{r}:\|w\|=1} e_{i}^{T}\left(I-V V^{T}\right) \hat{V}_{1: r} \Sigma_{r \times r} w .
\end{aligned}
$$

We are going to connect $\hat{V}_{1: r}$ with $V_{1: r}$. However, since the singular values may vary in magnitude, a direct application of spectral perturbation theory on $\hat{V}_{1: r}$ and $V_{1: r}$ is not good enough. Instead, we split $[r]$ into disjoint sets $\cup_{1 \leq m \leq s} J_{m}$, such that the condition number in each set, i.e., $\max _{j \in J_{m}} \sigma_{j} / \min _{j \in J_{m}} \sigma_{j}=$ $1+o(1)$, and also the the singular value gaps among $\left\{J_{m}\right\}_{m \in[s]}$ are sufficiently large. More detail of the split will be provided in the complete proof.

Let $\hat{\Sigma}_{J_{m} \times J_{m}}, \hat{V}_{J_{m}}, V_{J_{m}}, w_{J_{m}}$ be the corresponding part of the related quantities. We continue the approximation

$$
\begin{aligned}
& \left\|\hat{\Sigma}_{r \times r} \hat{V}_{1: r}^{T}\left(I-V V^{T}\right) e_{i}\right\|=(1+o(1)) \sup _{w \in \mathbb{R}^{r}:\|w\|=1} \sum_{m \in[s]} e_{i}^{T}\left(1-V V^{T}\right) \hat{V}_{J_{m}} \Sigma_{J_{m} \times J_{m}} w_{J_{m}} \\
& =(1+o(1)) \sup _{w \in \mathbb{R}^{r}:\|w\|=1} \sum_{m \in[s]} e_{i}^{T}\left(1-V V^{T}\right) \hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T} V_{J_{m}} \Sigma_{J_{m} \times J_{m}} w_{J_{m}} \\
& =(1+o(1)) \sup _{w \in \mathbb{R}^{r}:\|w\|=1} \sum_{m \in[s]} e_{i}^{T}\left(1-V V^{T}\right)\left(\hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T}-V_{J_{m}} V_{J_{m}}^{T}\right) V_{J_{m}} \Sigma_{J_{m} \times J_{m}} w_{J_{m}}
\end{aligned}
$$

Here the second equation holds because $\hat{V}_{J_{m}}^{T} V_{J_{m}}$ is close to some orthonormal matrix, and the last equation is due to the fact $\left(I-V V^{T}\right) V_{J_{m}}=0$. Lemma 3.3 indicates the spectral projection matrix difference $\left(I-V V^{T}\right)\left(\hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T}-\right.$ $\left.V_{J_{m}} V_{J_{m}}^{T}\right) V_{J_{m}}$ can be decomposed into a linear term of $E$ and a non-linear term. The linear terms of $E$ will contribute to the optimal rate and dominate the non-linear terms. We have that

$$
\begin{aligned}
& \left\|\hat{\Sigma}_{r \times r} \hat{V}_{1: r}^{T}\left(I-V V^{T}\right) e_{i}\right\| \\
& =(1+o(1)) \sup _{w \in \mathbb{R}^{r}:\|w\|=1} \sum_{m \in[s]} e_{i}^{T}\left(\sum_{l \in J_{m}} \frac{1}{\sigma_{l}}\left(I-V V^{T}\right) E^{T} u_{l} v_{l}^{T} V_{J_{m}}+S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}} \\
& =(1+o(1))\left(\sup _{w \in \mathbb{R}^{r}:\|w\|=1} \sum_{m \in[s]} \sum_{l \in J_{m}} w_{l} e_{i}^{T}\left(I-V V^{T}\right) E^{T} u_{l}+\sup _{w \in \mathbb{R}^{r}:\|w\|=1} \sum_{m \in[s]} e_{i}^{T} S_{m} \Sigma_{J_{m} \times J_{m}} w_{J_{m}}\right) \\
& =(1+o(1))\left(\left\|U_{1: r}^{T} E\left(I-V V^{T}\right) e_{i}\right\|+o(\Delta)\right)
\end{aligned}
$$

where the last inequality is due to Lemma 3.3 which enables us to control the non-linear term $S_{m}$.

The above approximations lead to a simplification of $A$ :

$$
\begin{aligned}
A & \leq k \sum_{i=1}^{n} \mathbb{I}\left\{(1-o(1)) \Delta \leq 2(1+o(1))\left(\left\|U_{1: r}^{T} E\left(I-V V^{T}\right) e_{i}\right\|+o(1) \Delta\right)\right\} \\
& \leq k \sum_{i=1}^{n} \mathbb{I}\left\{(1-o(1)) \Delta \leq 2\left\|U_{1: r}^{T} E\left(I-V V^{T}\right) e_{i}\right\|\right\}
\end{aligned}
$$

Note that $\left\|U_{1: r}^{T} E\left(I-V V^{T}\right) e_{i}\right\|^{2}$ is stochastically dominated by $\chi_{k}^{2}$. Thus, there exist $\left\{\xi_{i}\right\}_{i \in[n]} \sim \chi_{k}^{2}$, such that

$$
A \leq k \sum_{i=1}^{n} \mathbb{I}\left\{(1-o(1)) \Delta \leq 2 \sqrt{\xi_{i}}\right\}
$$

The tail probability of the square root of a $\chi^{2}$ distribution behaves similarly to $\mathcal{N}(0,1)$, when it is away from 0 . This leads to the desired rate

$$
\mathbb{E} A \mathbb{I}\{\mathcal{F}\} \leq k \sum_{i=1}^{n} \mathbb{E} \mathbb{I}\left\{(1-o(1)) \Delta \leq 2 \sqrt{\xi_{i}}\right\} \leq n k \exp \left(-(1-o(1)) \Delta^{2} / 8\right)
$$

as we assume the event $\mathcal{F}$ holds in the above analysis.
Step 3 (Sketch of Section 3.4.3). In this step, we provide an upper bound on $\mathbb{E} B$. Note that $B$ is all about the singular vectors $\left\{\hat{v}_{l}\right\}_{r+1 \leq l \leq k}$. For each one, the right projection $V V^{T} \hat{v}_{l}^{T}$ is easy to control, leaving $\left(I-V V^{T}\right) \hat{v}_{l}^{T}$ as the main term to be analyzed. Lemma 3.4 characterizes the distribution of $\left(I-V V^{T}\right) \hat{v}_{l}^{T}$, which has the same distribution as $\left(I-V V^{T}\right) \zeta_{l}$, where $\left\{\zeta_{l}\right\}_{l=r+1}^{k} \sim \mathcal{N}\left(0, I_{n}\right)$, after some normalization. Then $\sqrt{n} e_{i}^{T}\left(I-V V^{T}\right) \hat{v}_{l}^{T}$ is approximately Gaussian distributed. This yields

$$
\mathbb{E} B \mathbb{I}\{\mathcal{F}\} \leq k \sum_{l=r+1}^{k} \sum_{i=1}^{n} \mathbb{E} \mathbb{I}\left\{c \gamma \Delta^{2} / k \leq \sqrt{n}\left|e_{i}^{T}\left(I-V V^{T}\right) \hat{v}_{l}\right|\right\} \leq k^{2} n \exp \left(-c\left(\gamma \Delta k^{-1}\right)^{2} \Delta^{2}\right)
$$

as we assume the event $\mathcal{F}$ holds in the above analysis.
Step 4 (Sketch of Section 3.4.4). Since $\mathbb{E} \ell\left(\hat{z}, z^{*}\right) \mathbb{I}\{\mathcal{F}\} \leq \mathbb{E} A \mathbb{I}\{\mathcal{F}\}+\mathbb{E} B \mathbb{I}\{\mathcal{F}\}$, so far we have obtained

$$
\begin{aligned}
\mathbb{E} \ell\left(\hat{z}, z^{*}\right) \mathbb{I}\{\mathcal{F}\} & \leq n k \exp \left(-(1-o(1)) \frac{\Delta^{2}}{8}\right)+k^{2} n \exp \left(-c\left(\gamma \Delta k^{-1}\right)^{2} \Delta^{2}\right) \\
& =n \exp \left(-(1-o(1)) \frac{\Delta^{2}}{8}\right)
\end{aligned}
$$

By Markov's inequality, with very high probability, we achieve

$$
\ell\left(\hat{z}, z^{*}\right) \mathbb{I}\{\mathcal{F}\} \leq n \exp \left(-(1-o(1)) \Delta^{2} / 8\right)
$$

A simple union bound with $\mathbb{P}(\mathcal{F})$ leads to the desired rate for $\ell\left(\hat{z}, z^{*}\right)$.
3.4. Proof of Theorem 2.1. In this section, we are going to give a complete and detailed proof of Theorem 2.1. We divide this section into four parts, following the same structure as in the proof sketch (i.e, Section 3.3). In Section 3.4.1, we establish the decomposition $\ell\left(\hat{z}, z^{*}\right) \leq A+B$. Then in Section 3.4.2 and Section 3.4.3, we provide upper bounds on $\mathbb{E} A$ and $\mathbb{E} B$, respectively. Finally in Section 3.4.4, we wrap everything up to achieve the desired rate. Again, throughout the whole proof, we assume the random event $\mathcal{F}$ (defined in Equation (11)) holds.

By Lemma 3.1, studying $\ell\left(\hat{z}, z^{*}\right)$ is equivalent to studying $\ell\left(\hat{z}^{\prime}, z^{*}\right)$ where $\hat{z}^{\prime}$ is the output of Algorithm 2. Indeed, Lemma 3.1 indicates there exists a label permutation $\phi_{0} \in \Phi$ such that $\hat{z}_{i}=\phi_{0}\left(\hat{z}_{i}^{\prime}\right)$ for all $i \in[n]$. Without loss of generality, we can assume $\phi_{0}$ is the identity mapping. Then we have that

$$
\hat{z}=\hat{z}^{\prime}, \quad \text { and } \hat{\theta}_{j}=\hat{U} \hat{c}_{j}, \forall j \in[k] .
$$

Together with Equation (10), we have that

$$
\begin{equation*}
\left(\hat{z},\left\{\hat{\theta}_{j}\right\}_{j=1}^{k}\right)=\underset{z \in[k]^{n},\left\{\theta_{j}\right\}_{j=1}^{k} \in \mathbb{R}^{k}}{\arg \min } \sum_{i \in[n]}\left\|\hat{P}_{,, i}-\theta_{z_{i}}\right\|^{2} \tag{14}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\hat{z}_{i}=\underset{j \in[k]}{\arg \min }\left\|\hat{P}_{, i}-\hat{\theta}_{j}\right\|^{2}, \forall i \in[n], \text { and } \hat{\theta}_{j}=\frac{\sum_{i \in[n]} \hat{P}_{., i} \mathbb{I}\left\{\hat{z}_{i}=j\right\}}{\left|\left\{i \in[n]: \hat{z}_{i}=j\right\}\right|}, \forall j \in[k] . \tag{15}
\end{equation*}
$$

By Lemma 3.2, we have that $\max _{j \in[k]}\left\|\hat{\theta}_{j}-\theta_{\phi^{\prime}(j)}^{*}\right\| \leq 8 \sqrt{2} \sqrt{\beta^{-1} k^{2}(1+p / n)}$ for some label permutation mapping $\phi^{\prime} \in \Phi$. Without loss of generality, we can again assume $\phi^{\prime}$ is the identity mapping. Then we have that

$$
\begin{equation*}
\max _{j \in[k]}\left\|\hat{\theta}_{j}-\theta_{j}^{*}\right\| \leq 8 \sqrt{2} \sqrt{\beta^{-1} k^{2}\left(1+\frac{p}{n}\right)} . \tag{16}
\end{equation*}
$$

From Equation (15), we have

$$
\begin{aligned}
\ell\left(\hat{z}, z^{*}\right) & =\min _{\phi \in \Phi} \sum_{i=1}^{n} \mathbb{I}\left\{\underset{a \in[k]}{\arg \min }\left\|\hat{P}_{,, i}-\hat{\theta}_{a}\right\|^{2} \neq \phi\left(z_{i}^{*}\right)\right\} \leq \sum_{i=1}^{n} \mathbb{I}\left\{\underset{a \in[k]}{\arg \min }\left\|\hat{P}_{,, i}-\hat{\theta}_{a}\right\|^{2} \neq z_{i}^{*}\right\} \\
& \leq \sum_{i=1}^{n} \sum_{a \neq z_{i}^{*}} \mathbb{I}\left\{\left\|\hat{P}_{\cdot, i}-\hat{\theta}_{a}\right\|^{2} \leq\left\|\hat{P}_{\cdot, i}-\hat{\theta}_{z_{i}^{*}}\right\|^{2}\right\} \triangleq \sum_{i=1}^{n} \sum_{a \neq z_{i}^{*}} T_{i, a}
\end{aligned}
$$

where we denote $T_{i, a}=\mathbb{I}\left\{\left\|\hat{P}_{, i}-\hat{\theta}_{a}\right\|^{2} \leq\left\|\hat{P}_{,, i}-\hat{\theta}_{z_{i}^{*}}\right\|^{2}\right\}$ for all $i \in[n]$ and $a \in[k], a \neq z_{i}^{*}$. In the following, we focus on simplifying $T_{i, a}$.
3.4.1. Establishing the decomposition $\ell\left(\hat{z}, z^{*}\right) \leq A+B$. A key step is to decompose each of $\left\{\hat{P}_{., i}\right\}_{i \in[n]},\left\{\hat{\theta}_{j}\right\}_{j \in[k]}$ into a summation of two parts: one is consisted of coordinates corresponding to the larger singular values, and the other is consisted of the remaining coordinates related to the relative smaller singular values. Let $\sigma_{k+1}=0$. We define $r \in[k]$ to be

$$
\begin{equation*}
r=\max \left\{j \in[k]: \sigma_{j}-\sigma_{j+1} \geq \rho \sqrt{n+p}\right\} \tag{17}
\end{equation*}
$$

for some quantity $\rho \rightarrow \infty$ to be determined later. We note that if $\Delta /\left(k^{\frac{3}{2}} \rho \beta^{\frac{1}{2}}(1+p / n)^{\frac{1}{2}}\right) \rightarrow$ $\infty$, the set $\left\{j \in[k]: \sigma_{j}-\sigma_{j+1} \geq \rho \sqrt{n+p}\right\}$ is not empty. Otherwise, this would imply $\sigma_{1} \leq k \rho \sqrt{n+p}$ which would contradict Proposition A.1.

Thus, $r$ is the largest index in $[k]$ such that the corresponding singular value gap is greater than or equal to $g$. An immediate implication is

$$
\begin{equation*}
\max _{r+1 \leq j \leq k} \sigma_{j} \leq k g=k \rho \sqrt{n+p} \tag{18}
\end{equation*}
$$

We split $\hat{U}$ into $\left(\hat{U}_{1: r}, \hat{U}_{(r+1): k}\right)$ where $\hat{U}_{1: r}=\left(\hat{u}_{1}, \ldots, \hat{u}_{r}\right)$ and $\hat{U}_{(r+1): k}=$ $\left(\hat{u}_{1}, \ldots, \hat{u}_{r}\right)$. Recall that $\hat{P}_{\cdot, i}=\hat{U} \hat{Y}_{\cdot, i}, \forall i \in[n]$ and $\hat{\theta}_{j}=\hat{U} \hat{c}_{j}, \forall j \in[k]$. For each $i \in[n]$, we decompose $\hat{P}_{\cdot, i}=\hat{P}_{\cdot, i}^{(1)}+\hat{P}_{\cdot, i}^{(2)}$ where

$$
\hat{P}_{\cdot, i}^{(1)}=\hat{U}_{1: r} \hat{U}_{1: r}^{T} \hat{P}_{\cdot, i}, \quad \text { and } \hat{P}_{\cdot, i}^{(2)}=\hat{U}_{(r+1): k} \hat{U}_{(r+1): k}^{T} \hat{P}_{\cdot, i}
$$

Similarly, for each $j \in[k]$, we have $\hat{\theta}_{j}=\hat{\theta}_{j}^{(1)}+\hat{\theta}_{j}^{(2)}$ where

$$
\hat{\theta}_{j}^{(1)}=\hat{U}_{1: r} \hat{U}_{1: r}^{T} \hat{\theta}_{j}, \quad \text { and } \hat{\theta}_{j}^{(2)}=\hat{U}_{(r+1): k} \hat{U}_{(r+1): k}^{T} \hat{\theta}_{j}
$$

Due to the orthogonality of $\left\{\hat{u}_{l}\right\}_{l \in[k]}$, we have

$$
\begin{aligned}
& T_{i, a} \leq \mathbb{I}\left\{\left\|\hat{P}_{\cdot, i}^{(1)}+\hat{P}_{\cdot, i}^{(2)}-\hat{\theta}_{a}^{(1)}-\hat{\theta}_{a}^{(2)}\right\|^{2} \leq\left\|\hat{P}_{\cdot, i}^{(1)}+\hat{P}_{\cdot, i}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(2)}\right\|^{2}\right\} \\
& =\mathbb{I}\left\{\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{a}^{(1)}\right\|^{2}-\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}\right\|^{2} \leq-\left\|\hat{P}_{\cdot, i}^{(2)}-\hat{\theta}_{a}^{(2)}\right\|^{2}+\left\|\hat{P}_{\cdot, i}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(2)}\right\|^{2}\right\} \\
& =\mathbb{I}\left\{2\left\langle\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}, \hat{\theta}_{z_{i}^{*}}^{(1)}-\hat{\theta}_{a}^{(1)}\right\rangle+\left\|\hat{\theta}_{z_{i}^{*}}^{(1)}-\hat{\theta}_{a}^{(1)}\right\|^{2} \leq 2\left\langle\hat{P}_{\cdot, i}^{(2)}, \hat{\theta}_{a}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(2)}\right\rangle-\left\|\hat{\theta}_{a}^{(2)}\right\|^{2}+\left\|\hat{\theta}_{z_{i}^{*}}^{(2)}\right\|^{2}\right\} .
\end{aligned}
$$

Let $\rho^{\prime \prime}=o(1)$ be a sequence whose value will be determined later. The above indicator function can be split into two: $\mathbb{I}\left\{\left\|\hat{\theta}_{z_{i}^{*}}^{(1)}-\hat{\theta}_{a}^{(1)}\right\|^{2}-\rho^{\prime \prime} \Delta^{2}-\left\|\hat{\theta}_{z_{i}^{*}}^{(2)}\right\|^{2} \leq\right.$ $\left.-2\left\langle\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}, \hat{\theta}_{z_{i}^{*}}^{(1)}-\hat{\theta}_{a}^{(1)}\right\rangle\right\}$ and $\mathbb{I}\left\{\rho^{\prime \prime} \Delta^{2} \leq 2\left\langle\hat{P}_{\cdot, i}^{(2)}, \hat{\theta}_{a}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(2)}\right\rangle\right\}$. Hence, we have that
$T_{i, a} \leq \mathbb{I}\left\{\left\|\hat{\theta}_{z_{i}^{*}}^{(1)}-\hat{\theta}_{a}^{(1)}\right\|-\frac{\rho^{\prime \prime} \Delta^{2}+\left\|\hat{\theta}_{z_{i}^{*}}^{(2)}\right\|^{2}}{\left\|\hat{\theta}_{z_{i}^{*}}^{(1)}-\hat{\theta}_{a}^{(1)}\right\|} \leq 2\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}\right\|\right\}+\mathbb{I}\left\{\rho^{\prime \prime} \Delta^{2} \leq 2\left\langle\hat{P}_{\cdot, i}^{(2)}, \hat{\theta}_{a}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(2)}\right\rangle\right\}$,
where we use the Cauchy-Schwarz inequality. We are going to simplify the terms inside the above indicator functions.

- Recall $\hat{\theta}_{j}$ is determined by $\hat{z}$ as in Equation (15). Define $\hat{Z} \in\{0,1\}^{n \times k}$ to be the estimated label matrix. That is

$$
\hat{Z}_{i, j}=\mathbb{I}\left\{\hat{z}_{i}=j\right\}, \forall i \in[n], j \in[k] .
$$

Then Equation (15) is equivalent to be stated in matrix form:

$$
\hat{\theta}_{j}=\frac{\hat{P} \hat{Z}_{, j}}{\left|\left\{i \in[n]: \hat{z}_{i}=j\right\}\right|}=\frac{\hat{U} \hat{\Sigma} \hat{V}^{T} \hat{Z}_{, j}}{\left|\left\{i \in[n]: \hat{z}_{i}=j\right\}\right|}=\frac{\sum_{l \in[k]} \hat{\sigma}_{l} \hat{u}_{l} \hat{v}_{l}^{T} \hat{Z}_{\cdot, j}}{\left|\left\{i \in[n]: \hat{z}_{i}=j\right\}\right|}, \quad \forall j \in[k] .
$$

As a result, we obtain that

$$
\left|\left\langle\hat{u}_{l}, \hat{\theta}_{j}\right\rangle\right|=\frac{\left|\hat{\sigma}_{l} \hat{v}_{l}^{T} \hat{Z}_{\cdot, j}\right|}{\left|\left\{i \in[n]: \hat{z}_{i}=j\right\}\right|} \leq \frac{\hat{\sigma}_{l}\left\|\hat{v}_{l}\right\|\left\|\hat{Z}_{\cdot, j}\right\|}{\left|\left\{i \in[n]: \hat{z}_{i}=j\right\}\right|}=\frac{\hat{\sigma}_{l}}{\sqrt{\left|\left\{i \in[n]: \hat{z}_{i}=j\right\}\right|}}
$$

By Equation (18) and Lemma B.2, we have

$$
\begin{equation*}
\max _{r+1 \leq l \leq k} \hat{\sigma}_{j} \leq \sqrt{2}(\sqrt{n}+\sqrt{p})+\max _{r+1 \leq l \leq k} \sigma_{j} \leq(k \rho+4) \sqrt{n+p} . \tag{19}
\end{equation*}
$$

Lemma 3.2 shows that $\min _{j \in[k]}\left|\left\{i \in[n]: \hat{z}_{i}=j\right\}\right| \geq \frac{\beta n}{2 k}$. Hence,

$$
\begin{equation*}
\max _{j \in[k]} \max _{r+1 \leq l \leq k}\left|\left\langle\hat{u}_{l}, \hat{\theta}_{j}\right\rangle\right| \leq(k \rho+4) \sqrt{\frac{2 k}{\beta}\left(1+\frac{p}{n}\right)} . \tag{20}
\end{equation*}
$$

Consequently,

$$
\begin{align*}
\max _{j \in[k]}\left\|\hat{\theta}_{j}^{(2)}\right\|^{2} & =\max _{j \in[k]}\left\|\hat{U}_{(r+1): k} \hat{U}_{(r+1): k}^{T} \hat{\theta}_{j}\right\|^{2}=\max _{j \in[k]} \sum_{r+1 \leq l \leq k}\left\langle\hat{u}_{l}, \hat{\theta}_{j}\right\rangle^{2} \\
& \leq \frac{2 k^{2}}{\beta}\left(1+\frac{p}{n}\right)(k \rho+4)^{2} . \tag{21}
\end{align*}
$$

- From Lemma 3.2, for any $a, b \in[k]$ such that $a \neq b$, we have $\left\|\hat{\theta}_{b}-\hat{\theta}_{a}\right\| \geq$ $\left\|\theta_{b}^{*}-\theta_{a}^{*}\right\|-\left\|\hat{\theta}_{b}-\theta_{b}^{*}\right\|-\left\|\theta_{a}^{*}-\hat{\theta}_{a}\right\| \geq \Delta-16 \sqrt{2} \sqrt{\beta^{-1} k^{2}(1+p / n)}$. Using Equation (21), we have that

$$
\begin{align*}
\min _{a, b \in[k]: a \neq b}\left\|\hat{\theta}_{b}^{(1)}-\hat{\theta}_{a}^{(1)}\right\| & \geq \min _{a, b \in[k]: a \neq b}\left(\left\|\hat{\theta}_{b}-\hat{\theta}_{a}\right\|-\left\|\hat{\theta}_{a}^{(2)}\right\|-\left\|\hat{\theta}_{b}^{(2)}\right\|\right) \\
(22) & \geq \Delta-(16 \sqrt{2}+2 \sqrt{2}(k \rho+4)) \sqrt{\beta^{-1} k^{2}\left(1+\frac{p}{n}\right)} . \tag{22}
\end{align*}
$$

- Recall that $\hat{P}_{\cdot, i}^{(2)}=\left(\hat{U}_{(r+1): k} \hat{U}_{(r+1): k}^{T}\right) \hat{P}_{\cdot, i}=\sum_{l=r+1}^{k} \hat{u}_{l} \hat{Y}_{l, i}=\sum_{l=r+1}^{k} \hat{u}_{l} \hat{\sigma}_{l} \hat{V}_{i, l}$ and $\hat{\theta}_{a}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(2)}=\left(\hat{U}_{(r+1): k} \hat{U}_{(r+1): k}^{T}\right)\left(\hat{\theta}_{a}-\hat{\theta}_{z_{i}^{*}}\right)$. We have that

$$
\left\langle\hat{P}_{\cdot, i}^{(2)}, \hat{\theta}_{a}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(2)}\right\rangle=\left\langle\sum_{l=r+1}^{k} \hat{u}_{l} \hat{\sigma}_{l} \hat{V}_{i, l}, \hat{\theta}_{a}-\hat{\theta}_{z_{i}^{*}}\right\rangle=\sum_{l=r+1}^{k} \hat{\sigma}_{l} \hat{V}_{i, l}\left(\hat{u}_{l}^{T} \hat{\theta}_{a}-\hat{u}_{l}^{T} \hat{\theta}_{z_{i}^{*}}\right) .
$$

Note that $\left|\hat{u}_{l}^{T} \hat{\theta}_{a}-\hat{u}_{l}^{T} \hat{\theta}_{z_{i}^{*}}\right| \leq 2 \max _{j \in[k]} \max _{r+1 \leq l \leq k}\left|\left\langle\hat{u}_{l}, \hat{\theta}_{j}\right\rangle\right|$. Using Equations (19) and (20), we have

$$
\begin{equation*}
\left|\left\langle\hat{P}_{\cdot, i}^{(2)}, \hat{\theta}_{a}^{(2)}-\hat{\theta}_{z_{i}^{*}}^{(2)}\right\rangle\right| \leq 2(k \rho+4)^{2} \sqrt{\frac{2 n k}{\beta}\left(1+\frac{p}{n}\right)^{2}} \sum_{l=r+1}^{k}\left|\hat{V}_{i, l}\right| . \tag{23}
\end{equation*}
$$

As a result, using Equations (21), (22) and (23), we have that

$$
\begin{aligned}
& T_{i, a} \leq \mathbb{I}\left\{\left(\Delta-(16 \sqrt{2}+2 \sqrt{2}(k \rho+6)) \sqrt{\beta^{-1} k^{2}\left(1+\frac{p}{n}\right)}\right)\right. \\
&\left.-\frac{\rho^{\prime \prime} \Delta^{2}+\frac{2 k^{2}}{\beta}\left(1+\frac{p}{n}\right)(k \rho+4)^{2}}{\Delta-(16 \sqrt{2}+2 \sqrt{2}(k \rho+4)) \sqrt{\beta^{-1} k^{2}\left(1+\frac{p}{n}\right)}} \leq 2\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}\right\|\right\} \\
&+\mathbb{I}\left\{\rho^{\prime \prime} \Delta^{2} \leq 4(k \rho+4)^{2} \sqrt{\frac{2 n k}{\beta}\left(1+\frac{p}{n}\right)^{2}} \sum_{l=r+1}^{k}\left|\hat{V}_{i, l}\right|\right\}
\end{aligned}
$$

For simplicity, define

$$
\eta=\sqrt{1+p / n}
$$

Under the assumption, $\rho \rightarrow \infty$ and $\Delta /\left(k^{2} \rho \beta^{-1 / 2} \eta\right) \rightarrow \infty$, there exists some constant $c_{1}>0$, such that the above formula can be simplified into

$$
\begin{aligned}
& T_{i, a} \leq \mathbb{I}\left\{\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{1} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right) \Delta \leq 2\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}\right\|\right\}+\mathbb{I}\left\{\rho^{\prime \prime} \Delta^{2} \leq c_{1} k^{\frac{5}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta \sum_{l=r+1}^{k} \sqrt{2 n}\left|\hat{V}_{i, l}\right|\right\} \\
& \leq \mathbb{I}\left\{\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{1} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right) \Delta \leq 2\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}\right\|\right\}+\sum_{l=r+1}^{k} \mathbb{I}\left\{k^{-1} \rho^{\prime \prime} \Delta^{2} \leq c_{1} k^{\frac{5}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta \sqrt{2 n}\left|\hat{V}_{i, l}\right|\right\} .
\end{aligned}
$$

In the following, we are going to establish an upper bound for $\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}\right\|$ to simplify $T_{i, a}$. We have

$$
\begin{aligned}
& \left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}\right\| \leq\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{U}_{1: r} \hat{U}_{1: r}^{T} \theta_{z_{i}^{*}}^{*}\right\|+\left\|\hat{\theta}_{z_{i}^{*}}^{(1)}-\hat{U}_{1: r} \hat{U}_{1: r}^{T} \theta_{z_{i}^{*}}^{*}\right\| \\
& \leq\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{U}_{1: r} \hat{U}_{1: r}^{T} \theta_{z_{i}^{*}}^{*}\right\|+\left\|\hat{\theta}_{z_{i}^{*}}-\theta_{z_{i}^{*}}^{*}\right\| \leq\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{U}_{1: r} \hat{U}_{1: r}^{T} \theta_{z_{i}^{*}}^{*}\right\|+8 \sqrt{2} \sqrt{\beta^{-1} k^{2}\left(1+\frac{p}{n}\right)},
\end{aligned}
$$

where the last inequality is due to Lemma 3.2. Since $\theta_{z_{i}^{*}}^{*}=P_{\cdot, i}$, we have that $\hat{P}_{\cdot, i}^{(1)}-\hat{U}_{1: r} \hat{U}_{1: r}^{T} \theta_{z_{i}^{*}}^{*}=\left(\hat{U}_{1: r} \hat{U}_{1: r}^{T} \hat{P}-\hat{U}_{1: r} \hat{U}_{1: r}^{T} P\right) e_{i}$. Then, we have that

$$
\begin{aligned}
\hat{P}_{\cdot, i}^{(1)}-\hat{U}_{1: r} \hat{U}_{1: r}^{T} \theta_{z_{i}^{*}}^{*} & =\left(\hat{U}_{1: r} \hat{U}_{1: r}^{T} \hat{P}-\hat{U}_{1: r} \hat{U}_{1: r}^{T} P^{*}\right) V V^{T} e_{i}+\left(\hat{U}_{1: r} \hat{U}_{1: r}^{T} \hat{P}-\hat{U}_{1: r} \hat{U}_{1: r}^{T} P\right)\left(I-V V^{T}\right) e_{i} \\
& =\hat{U}_{1: r} \hat{U}_{1: r}^{T}(\hat{P}-P) V V^{T} e_{i}+\hat{U}_{1: r} \hat{U}_{1: r}^{T} \hat{P}\left(I-V V^{T}\right) e_{i} .
\end{aligned}
$$

We first bound the euclidean norm of $\hat{U}_{1: r} \hat{U}_{1: r}^{T}(\hat{P}-P) V V^{T} e_{i}$. Proposition A. 1 implies that the projection $(\hat{P}-P) V V^{T}$ has $k$ unique columns, and two columns are the same when the two corresponding indexes have the same value in $z^{*}$. This leads to

$$
\begin{aligned}
& \sqrt{\left|i^{\prime} \in[n]: z_{i^{\prime}}^{*}=z_{i}^{*}\right|}\left\|\hat{U}_{1: r} \hat{U}_{1: r}^{T}(\hat{P}-P) V V^{T} e_{i}\right\| \\
& \leq \sqrt{\left|i^{\prime} \in[n]: z_{i^{\prime}}^{*}=z_{i}^{*}\right|}\left\|(\hat{P}-P) V V^{T} e_{i}\right\| \leq\left\|(\hat{P}-P) V V^{T}\right\|_{\mathrm{F}} \leq\|\hat{P}-P\|_{\mathrm{F}} .
\end{aligned}
$$

By Lemma 3.2, we have that

$$
\left\|\hat{U}_{1: r} \hat{U}_{1: r}^{T}(\hat{P}-P) V V^{T} e_{i}\right\| \leq \frac{4 \sqrt{k}(\sqrt{n}+\sqrt{p})}{\sqrt{\beta n / k}}=4 \sqrt{\beta^{-1} k^{2}}\left(1+\sqrt{\frac{p}{n}}\right) .
$$

As a result, we obtain that

$$
\begin{aligned}
\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}\right\| & \leq\left\|\hat{U}_{1: r} \hat{U}_{1: r}^{T}\left(\hat{P}-P^{*}\right) V V^{T} e_{i}\right\|+\left\|\hat{U}_{1: r} \hat{U}_{1: r}^{T} \hat{P}\left(I-V V^{T}\right) e_{i}\right\|+8 \sqrt{2} \sqrt{\beta^{-1} k^{2}\left(1+\frac{p}{n}\right)} \\
& \leq\left\|\hat{U}_{1: r} \hat{U}_{1: r}^{T} \hat{P}\left(I-V V^{T}\right) e_{i}\right\|+20 \sqrt{\beta^{-1} k^{2}}\left(1+\sqrt{\frac{p}{n}}\right) .
\end{aligned}
$$

As we can see, the above expression is all about the leading $r$ singular values and vectors. We are going to use $\hat{\Sigma}_{r \times r}, \hat{V}_{1: r}, \Sigma_{r \times r}, V_{1: r}$ to denote the corresponding matrices and their population counterparts. Define $\hat{\Sigma}_{r \times r}=$ $\operatorname{diag}\left\{\hat{\sigma}_{1}, \ldots, \hat{\sigma}_{r}\right\}, \Sigma_{r \times r}=\operatorname{diag}\left\{\sigma_{1}, \ldots, \sigma_{r}\right\}$ to be two $r \times r$ diagonal matrices. Also define $\hat{V}_{1: r}=\left(\hat{v}_{1}, \ldots, \hat{v}_{r}\right)$ and $V_{1: r}=\left(v_{1}, \ldots, v_{r}\right)$. Then, we have that

$$
\left\|\hat{P}_{\cdot, i}^{(1)}-\hat{\theta}_{z_{i}^{*}}^{(1)}\right\| \leq\left\|\hat{\Sigma}_{r \times r} \hat{V}_{1: r}^{T}\left(I-V V^{T}\right) e_{i}\right\|+20 \sqrt{\beta^{-1} k^{2}\left(1+\frac{p}{n}\right)} .
$$

Consequently, we obtain that

$$
\begin{aligned}
T_{i, a} & \leq \mathbb{I}\left\{\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{1} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right) \Delta-20 \sqrt{\beta^{-1} k^{2}\left(1+\frac{p}{n}\right)} \leq 2\left\|\hat{\Sigma}_{r \times r} \hat{V}_{1: r}^{T}\left(I-V V^{T}\right) e_{i}\right\|\right\} \\
& +\sum_{l=r+1}^{k} \mathbb{I}\left\{\rho^{\prime \prime} \Delta^{2} \leq c_{1} k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta \sqrt{2 n}\left|\hat{V}_{i, l}\right|\right\} \\
\leq & \mathbb{I}\left\{\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{2} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right) \Delta \leq 2\left\|\hat{\Sigma}_{r \times r} \hat{V}_{1: r}^{T}\left(I-V V^{T}\right) e_{i}\right\|\right\} \\
& +\sum_{l=r+1}^{k} \mathbb{I}\left\{\rho^{\prime \prime} \Delta^{2} \leq c_{1} k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta \sqrt{2 n}\left|\hat{V}_{i, l}\right|\right\},
\end{aligned}
$$

for some constant $c_{2}>0$. Since $\ell\left(\hat{z}, z^{*}\right)=\sum_{i \in[n]} \sum_{a \neq z_{i}^{*}} T_{i, a}$ and the upper bound we establish above on $T_{i, a}$ does not depend on $a$, we have that

$$
\begin{aligned}
\ell\left(\hat{z}, z^{*}\right) \leq & k \sum_{i \in[n]} \mathbb{I}\left\{\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{2} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right) \Delta \leq 2\left\|\hat{\Sigma}_{r \times r} \hat{V}_{1: r}^{T}\left(I-V V^{T}\right) e_{i}\right\|\right\} \\
& +k \sum_{i \in[n]} \sum_{l=r+1}^{k} \mathbb{I}\left\{\rho^{\prime \prime} \Delta^{2} \leq c_{1} k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta \sqrt{2 n}\left|\hat{V}_{i, l}\right|\right\} \triangleq A+B
\end{aligned}
$$

Hence, we complete the key decomposition $\ell\left(\hat{z}, z^{*}\right) \leq A+B$.
We are going to provide upper bounds of $\mathbb{E} A$ and $\mathbb{E} B$ respectively in Section 3.4.2 and Section 3.4.3. To be more precise, we let $\mathbb{I}\left\{\mathcal{F}^{\prime}\right\}$ be the indicator function for the event $\mathcal{F}^{\prime}$. Here $\mathcal{F}^{\prime}=\mathcal{F} \cup \mathcal{H}_{1} \cup \mathcal{H}_{2}$, where $\mathcal{H}_{1}, \mathcal{H}_{2}$ are two more random events we will define later in the proof that also hold with high probability. Once we have an upper bound on $\mathbb{E} \ell\left(\hat{z}, z^{*}\right) \mathbb{I}\left\{\mathcal{F}^{\prime}\right\} \leq$ $\mathbb{E} A \mathbb{I}\left\{\mathcal{F}^{\prime}\right\}+\mathbb{E} B \mathbb{I}\left\{\mathcal{F}^{\prime}\right\}$, we apply Markov's inequality to have a with-highprobability result for $\ell\left(\hat{z}, z^{*}\right) \mathbb{I}\left\{\mathcal{F}^{\prime}\right\}$. Then a union bound with $\mathbb{P}\left(\mathcal{F}^{\prime}\right)$ leads to the desired result.

Before starting Section 3.4.2 and Section 3.4.3, we introduce a few more notation. We define

$$
A_{i}=\mathbb{I}\left\{\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{2} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right) \Delta \leq 2\left\|\hat{\Sigma}_{r \times r} \hat{V}_{1: r}^{T}\left(I-V V^{T}\right) e_{i}\right\|\right\}, \forall i \in[n],
$$

and

$$
B_{i, l}=\mathbb{I}\left\{\rho^{\prime \prime} \Delta^{2} \leq c_{1} k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta \sqrt{2 n}\left|\hat{V}_{i, l}\right|\right\}, \forall i \in[n], \forall r+1 \leq l \leq k .
$$

With these definitions, we have $A=k \sum_{i} A_{i}$ and $B=\sum_{l=r+1}^{k} B_{l}$ where $B_{l}=k \sum_{i} B_{i, l}$.
3.4.2. Upper Bounds on $\mathbb{E} A$. In this section, we focus on studying one $A_{i}$. Once its behavior is well understood, we can easily generalize it to obtain an upper bound on $\mathbb{E} A=\sum_{i} \mathbb{E} A_{i}$. For any $i \in[n], A_{i}$ can be written as

$$
A_{i}=\mathbb{I}\left\{\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{2} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right) \Delta \leq 2 \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} e_{i}^{T}\left(I-V V^{T}\right) \hat{V}_{1: r} \hat{\Sigma}_{r \times r} w\right\},
$$

where in the last equation we used the symmetry of $I-V V^{T}$ and $\hat{\Sigma}_{r \times r}$. For any unit vector $w \in \mathbb{R}^{r}$, define $w^{\prime}=\Sigma_{r \times r}^{-1} \hat{\Sigma}_{r \times r} w$. In this way, we have the identity $\Sigma_{r \times r} w^{\prime}=\hat{\Sigma}_{r \times r} w$ and also $\left\|w^{\prime}\right\| \leq 1+6 \rho^{-1}$. The latter one is due to Lemma B.2. For any coordinate of $w, w^{\prime}$, Lemma B. 2 shows that

$$
\max _{j \in[r]}\left|\frac{w_{j}^{\prime}}{w_{j}}\right|=\max _{j \in[r]} \frac{\hat{\sigma}_{j}}{\sigma_{j}} \leq \max _{j \in[r]} \frac{\sigma_{j}+4 \sqrt{n+p}}{\sigma_{j}} \leq 1+6 \rho^{-1} .
$$

Thus,

$$
A_{i} \leq \mathbb{I}\left\{\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{2} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right) \Delta \leq 2 \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1+6 \rho^{-1}} e_{i}^{T}\left(I-V V^{T}\right) \hat{V}_{1: r} \Sigma_{r \times r} w\right\},
$$

and consequently,

$$
\begin{aligned}
\sum_{i \in[n]} A_{i} & \leq \sum_{i \in[n]} \mathbb{I}\left\{\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{2} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right) \Delta \leq 2 \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1+6 \rho^{-1}} e_{i}^{T}\left(I-V V^{T}\right) \hat{V}_{1: r} \Sigma_{r \times r} w\right\} \\
& =\sum_{i \in[n]} \mathbb{I}\left\{\frac{1-c_{1} \rho^{\prime \prime}-\frac{c_{2} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}}{1+6 \rho^{-1}} \Delta \leq 2 \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} e_{i}^{T}\left(I-V V^{T}\right) \hat{V}_{1: r} \Sigma_{r \times r} w\right\} .
\end{aligned}
$$

In the following part, we will focus on investigating $e_{i}^{T}\left(I-V V^{T}\right) \hat{V}_{1: r} \Sigma_{r \times r} w$. First we are going to give a partition of the leading $[r]$ singular values. Let $s$ be the cardinarlity of the set

$$
\begin{equation*}
\left\{l \in[r]: \frac{\sigma_{l}-\sigma_{l+1}}{\sigma_{l+1}} \geq \frac{1}{\rho^{\prime} k}\right\}, \tag{24}
\end{equation*}
$$

for some $\rho^{\prime} \rightarrow \infty$ whose value will be specified later. Denote all the entries it contains as $j_{1}^{\prime}<j_{2}^{\prime}<\ldots<j_{s}^{\prime}$ from the smallest one to the largest one. It is easy to check that $j_{s}^{\prime}=r$, by Equation (18). Define $j_{0}^{\prime}=0$ and

$$
j_{m}=j_{m-1}^{\prime}+1, \forall m \in[s] .
$$

In this way, we split $[r]$ into disjoint sets $\left\{J_{m}\right\}_{m=1}^{s}$ where $J_{m}=\left\{j_{m}, j_{m}+1, \ldots, j_{m}^{\prime}\right\}$. Such partition enjoys the following properties:

- Define the singular value gaps among $J_{1}, \ldots, J_{s}$ and $\left(\cup_{m=1}^{s} J_{m}\right)^{C}$ to be

$$
g_{m}=\min \left\{\sigma_{j_{m-1}^{\prime}}-\sigma_{j_{m}}, \sigma_{j_{m}^{\prime}}-\sigma_{j_{m+1}}\right\}, \forall m \in[s]
$$

with $j_{s+1}=r+1$ and $\sigma_{0}=+\infty$. By Equation (24), for any $m \in[s-1]$, we have $\sigma_{j_{m}^{\prime}}-\sigma_{j_{m+1}}=\sigma_{j_{m}^{\prime}}-\sigma_{j_{m}^{\prime}+1} \geq \frac{\sigma_{j_{m}^{\prime}+1}}{\rho^{\prime} k} \geq \frac{\sigma_{r}}{\rho^{\prime} k} \geq \frac{\rho \sqrt{n+p}}{\rho^{\prime} k}$. Then,

$$
\begin{equation*}
\min _{m \in[s]} g_{m} \geq \frac{\rho \sqrt{n+p}}{\rho^{\prime} k} . \tag{25}
\end{equation*}
$$

- The set defined in Equation (24) is equivalent to $\left\{l \in[r]: \sigma_{l} / \sigma_{l+1}>\right.$ $\left.1+1 /\left(\rho^{\prime} k\right)\right\}$. As a result, for any $l \in J_{m}$, we have $\sigma_{l} / \sigma_{l+1}<1+1 /\left(\rho^{\prime} k\right)$. Under the assumption $\rho^{\prime} \rightarrow \infty$, we have that

$$
\begin{equation*}
\max _{m \in[s]} \frac{\sigma_{j_{m}}}{\sigma_{j_{m}^{\prime}}} \leq\left(1+\frac{1}{\rho^{\prime} k}\right)^{\left|J_{m}\right|} \leq\left(1+\frac{1}{\rho^{\prime} k}\right)^{k} \leq 1+\frac{2}{\rho^{\prime}} \tag{26}
\end{equation*}
$$

- We have that $\max _{m \in[s]} \sigma_{j_{m}^{\prime}} /\left(\sigma_{j_{m}^{\prime}}-\sigma_{j_{m}^{\prime}+1}\right) \leq \max _{m \in[s]}\left(1+\sigma_{j_{m}^{\prime}+1} /\left(\sigma_{j_{m}^{\prime}}-\sigma_{j_{m}^{\prime}+1}\right)\right) \leq$ $1+\rho^{\prime} k$ due to Equation (24). Together with Equation (26), under the assumption $\rho^{\prime} \rightarrow \infty$, we have

$$
\begin{equation*}
\max _{m \in[s]} \frac{\sigma_{j_{m}}-\sigma_{j_{m}^{\prime}}}{g_{m}} \leq \frac{2}{\rho^{\prime}} \max _{m \in[s]} \frac{\sigma_{j_{m}^{\prime}}}{\sigma_{j_{m}^{\prime}}-\sigma_{j_{m}^{\prime}+1}} \leq \frac{2}{\rho^{\prime}}\left(1+\rho^{\prime} k\right) \leq 3 k, \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{m \in[s]} \frac{\sigma_{j_{m}}}{g_{m}} \leq\left(1+\frac{2}{\rho^{\prime}}\right) \max _{m \in[s]} \frac{\sigma_{j_{m}^{\prime}}}{\sigma_{j_{m}^{\prime}}-\sigma_{j_{m}^{\prime}+1}} \leq 1+2 \rho^{\prime} k . \tag{28}
\end{equation*}
$$

Now, consider any fixed $w \in \mathbb{R}^{r}$. For $m \in[s]$, we define $\hat{V}_{J_{m}}=\left(\hat{v}_{j_{m}}, \ldots, \hat{v}_{j_{m}^{\prime}}\right) \in$ $\mathbb{R}^{n \times\left|J_{m}\right|},{ }_{J_{m}}=\left(v_{j_{m}}, \ldots, v_{j_{m}^{\prime}}\right) \in \mathbb{R}^{n \times\left|J_{m}\right|}, \Sigma_{J_{m} \times J_{m}}=\operatorname{diag}\left\{\sigma_{j_{m}}, \ldots, \sigma_{j_{m}^{\prime}}\right\} \in$ $\mathbb{R}^{\left|J_{m}\right| \times\left|J_{m}\right|}$, and $w_{J_{m}}=\left(w_{j_{m}}, \ldots, w_{j_{m}^{\prime}}\right) \in \mathbb{R}^{\left|J_{m}\right|}$. Then, we have that

$$
\begin{equation*}
e_{i}^{T}\left(I-V V^{T}\right) \hat{V}_{1: r} \Sigma_{r \times r} w=\sum_{m \in[s]} e_{i}^{T}\left(I-V V^{T}\right) \hat{V}_{J_{m}} \Sigma_{J_{m} \times J_{m}} w . \tag{29}
\end{equation*}
$$

For any $m \in[s]$, by the Davis-Kahan-Wedin $\sin (\Theta)$ Theorem (see Lemma B.3), there exists an orthonormal matrix $O_{m} \in \mathbb{R}^{\left|J_{m}\right| \times\left|J_{m}\right|}$ such that

$$
\begin{align*}
\left\|\hat{V}_{J_{m}}-V_{J_{m}} O_{m}\right\| & \leq \sqrt{2}\left\|\hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T}-V_{J_{m}} V_{J_{m}}^{T}\right\| \\
& \leq \frac{4 \sqrt{2}\|E\|}{g_{m}} \leq \frac{16 \sqrt{2} \sqrt{n+p}}{\rho^{\prime-1} k^{-1} \rho \sqrt{n+p}}=\frac{16 \sqrt{2} \rho^{\prime} k}{\rho}, \tag{30}
\end{align*}
$$

by Equation (25). Since $\left\|\hat{V}_{J_{m}}^{T} V_{J_{m}} O_{m}-I\right\|=\left\|\left(\hat{V}_{J_{m}}-V_{J_{m}} O_{m}\right)^{T} V_{J_{m}} O_{m}\right\|$, we have that

$$
\begin{equation*}
\left\|\hat{V}_{J_{m}}^{T} V_{J_{m}} O_{m}-I\right\| \leq\left\|\hat{V}_{J_{m}}-V_{J_{m}} O_{m}\right\| \leq \frac{16 \sqrt{2} \rho^{\prime} k}{\rho} \tag{31}
\end{equation*}
$$

Assuming that $\rho /\left(\rho^{\prime} k\right) \rightarrow \infty, O_{m}^{T} V_{J_{m}}^{T} \hat{V}_{J_{m}}$ is invertible. Now, we define $w^{\prime}=$ $\left(w_{J_{1}}^{\prime}, \ldots, w_{J_{s}}^{\prime}\right) \in \mathbb{R}$ such that

$$
\begin{equation*}
w_{J_{m}}^{\prime}=\Sigma_{J_{m} \times J_{m}}^{-1} O_{m}\left(\hat{V}_{J_{m}}^{T} V_{J_{m}} O_{m}\right)^{-1} \Sigma_{J_{m} \times J_{m}} w_{J_{m}}, \forall m \in[s], \tag{32}
\end{equation*}
$$

which implies $w_{J_{m}}=\Sigma_{J_{m} \times J_{m}}^{-1}\left(\hat{V}_{J_{m}}^{T} V_{J_{m}} O_{m}\right) O_{m}^{T} \Sigma_{J_{m} \times J_{m}} w_{J_{m}}^{\prime}=\Sigma_{J_{m} \times J_{m}}^{-1} \hat{V}_{J_{m}}^{T} V_{J_{m}} \Sigma_{J_{m} \times J_{m}} w_{J_{m}}^{\prime}$. Plugging the above it into Equation (29), we have that

$$
e_{i}^{T}\left(I-V V^{T}\right) \hat{V}_{1: r} \Sigma_{r \times r} w=\sum_{m \in[s]} e_{i}^{T}\left(I-V V^{T}\right) \hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T} V_{J_{m}} \Sigma_{J_{m} \times J_{m}} w_{J_{m}}^{\prime}
$$

Due to Equations (26) and (31), we have that

$$
\begin{aligned}
\max _{m \in[s]} \frac{\left\|w_{J_{m}}^{\prime}\right\|}{\left\|w_{J_{m}}\right\|} & \leq \max _{m \in[s]}\left\|\Sigma_{J_{m} \times J_{m}}^{-1} O_{m}\left(\hat{V}_{J_{m}}^{T} V_{J_{m}} O_{m}\right)^{-1} \Sigma_{J_{m} \times J_{m}}\right\| \\
& \leq \max _{m \in[s]}\left\|\Sigma_{J_{m} \times J_{m}}^{-1}\right\|\left\|\Sigma_{J_{m} \times J_{m}}\right\|\left\|O_{m}\right\|\left\|\left(I+\left(\hat{V}_{J_{m}}^{T} V_{J_{m}} O_{m}-I\right)\right)^{-1}\right\| \\
& \leq\left(1+2 \rho^{\prime-1}\right) \max _{m \in[s]}\left\|\left(I+\left(\hat{V}_{J_{m}}^{T} V_{J_{m}} O_{m}-I\right)\right)^{-1}\right\|
\end{aligned}
$$

where in the last inequality we used $\max _{m \in[s]}\left\|\Sigma_{J_{m} \times J_{m}}^{-1}\right\|\left\|\Sigma_{J_{m} \times J_{m}}\right\|=\max _{m \in[s]} \sigma_{j_{m}} / \sigma_{j_{m}^{\prime}} \leq$ $1+2 \rho^{\prime-1}$ by Equation (26). Thus, using also Equation (31) we obtain that

$$
\max _{m \in[s]} \frac{\left\|w_{J_{m}}^{\prime}\right\|}{\left\|w_{J_{m}}\right\|} \leq \max _{m \in[s]} \frac{1+2 \rho^{\prime-1}}{1-\left\|\hat{V}_{J_{m}}^{T} V_{J_{m}} O_{m}-I\right\|} \leq \frac{1+2 \rho^{\prime-1}}{1-24 \sqrt{2} \rho^{\prime} k \rho^{-1}} .
$$

This immediately leads to $\left\|w^{\prime}\right\|=\frac{\left\|w^{\prime}\right\|}{\|w\|}\|w\| \leq \frac{1+2 \rho^{\prime-1}}{1-24 \sqrt{2} \rho^{\prime} k \rho^{-1}}$. Hence,

$$
\begin{aligned}
& \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} w^{T} \Sigma_{r \times r} \hat{V}_{1: r}^{T}\left(I-V V^{T}\right) e_{i} \\
& \leq \frac{1+2 \rho^{\prime-1}}{1-24 \sqrt{2} \rho^{\prime} k \rho^{-1}} \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} \sum_{m \in[s]} e_{i}^{T}\left(I-V V^{T}\right)\left(\hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T}-V_{J_{m}} V_{J_{m}}^{T}\right) V_{J_{m}} \Sigma_{J_{m} \times J_{m}} w_{J_{m}} .
\end{aligned}
$$

where we also used that $\left(I-V V^{T}\right) V_{J_{m}}=0$. As a consequence, we obtain that

$$
\begin{aligned}
\sum_{i \in[n]} A_{i}= & \sum_{i \in[n]} \mathbb{I}\left\{\frac{1-24 \sqrt{2} \rho^{\prime} k \rho^{-1}}{\left(1+6 \rho^{-1}\right)\left(1+2 \rho^{\prime-1}\right)}\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{2} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right) \Delta\right. \\
& \left.\leq 2 \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} \sum_{m \in[s]} e_{i}^{T}\left(I-V V^{T}\right)\left(\hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T}-V_{J_{m}} V_{J_{m}}^{T}\right) V_{J_{m}} \Sigma_{J_{m} \times J_{m}} w_{J_{m}}\right\} .
\end{aligned}
$$

We continue to simplify the term on the right hand side of what is inside the indicator function. From Lemma 3.3, we have the following decomposition such that for all $m \in[s]$,

$$
\begin{equation*}
\left(I-V V^{T}\right)\left(\hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T}-V_{J_{m}} V_{J_{m}}^{T}\right) V_{J_{m}}=\sum_{l \in J_{m}} \frac{1}{\sigma_{l}}\left(I-V V^{T}\right) E^{T} u_{l} v_{l}^{T} V_{J_{m}}+S_{m} \tag{33}
\end{equation*}
$$

Hence, we obtain that

$$
\begin{aligned}
& e_{i}^{T}\left(I-V V^{T}\right)\left(\hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T}-V_{J_{m}} V_{J_{m}}^{T}\right) V_{J_{m}} \Sigma_{J_{m} \times J_{m}} w_{J_{m}} \\
= & \sum_{l \in J_{m}} w_{l} e_{i}^{T}\left(I-V V^{T}\right) E^{T} u_{l}+e_{i}^{T} \mathbb{E} S_{m} \Sigma_{J_{m} \times J_{m}} w_{J_{m}}+e_{i}^{T}\left(S_{m}-\mathbb{E} S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}}
\end{aligned}
$$

where we use $v_{l}^{T} V_{J_{m}} \Sigma_{J_{m} \times J_{m}} w_{J_{m}}=\sigma_{l} w_{l}$ in the last equation. We are going to show the middle term above is 0 , as $\mathbb{E} S_{m}=0$. Taking the expectation on both sides of Equation (33), we have that

$$
\mathbb{E} S_{m}=\left(I-V V^{T}\right)\left(\mathbb{E}\left(\hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T}\right)-V_{J_{m}} V_{J_{m}}^{T}\right) V_{J_{m}}=\left(I-V V^{T}\right) \mathbb{E}\left(\hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T}\right) V_{J_{m}}
$$

Further investigation of the last term yields that

$$
\begin{aligned}
\mathbb{E} S_{m} & =\left(I-V V^{T}\right) \mathbb{E}\left(\sum_{j \in J_{m}} \hat{v}_{j} \hat{v}_{j}^{T}\right) V_{J_{m}}=\sum_{j \in J_{m}} \mathbb{E}\left(\left(I-V V^{T}\right) \hat{v}_{j}\right)\left(V_{J_{m}}^{T} \hat{v}_{j}\right)^{T} \\
& =\sum_{j \in J_{m}} \mathbb{E}\left(\frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|}\right)\left(\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\| V_{J_{m}}^{T} V V^{T} \hat{v}_{j}\right)^{T}
\end{aligned}
$$

where the last inequality is due to $V V^{T} V_{J_{m}}=V_{J_{m}}$. By Lemma 3.4, we have that $\left(I-V V^{T}\right) \hat{v}_{j} /\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|$ and $\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\| V_{J_{m}}^{T} V V^{T} \hat{v}_{j}$
are independent for all $j \in[r]$. Hence, using Lemma 3.4 again to obtain that $\mathbb{E} \frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|}=0$, we have that

$$
\mathbb{E} S_{m}=\sum_{j \in J_{m}} \mathbb{E}\left(\frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|}\right) \mathbb{E}\left(\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\| V_{J_{m}}^{T} V V^{T} \hat{v}_{j}\right)^{T}=0 .
$$

Hence, we obtain that

$$
\begin{aligned}
& \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} \sum_{m \in[s]} e_{i}^{T}\left(1-V V^{T}\right)\left(\hat{V}_{J_{m}} \hat{V}_{J_{m}}^{T}-V_{J_{m}} V_{J_{m}}^{T}\right) V_{J_{m}} \Sigma_{J_{m} \times J_{m}} w_{J_{m}} \\
& \leq \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} e_{i}^{T}\left(I-V V^{T}\right) E^{T} U_{1: r} w+\sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} \sum_{m \in[s]} e_{i}^{T}\left(S_{m}-\mathbb{E} S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}}
\end{aligned}
$$

Since $\sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} e_{i}^{T}\left(I-V V^{T}\right) E^{T} U_{1: r} w=\left\|U_{1: r}^{T} E\left(I-V V^{T}\right) e_{i}\right\|$, we have that

$$
\begin{aligned}
\sum_{i \in[n]} A_{i}= & \sum_{i \in[n]} \mathbb{I}\left\{\frac{1-24 \sqrt{2} \rho^{\prime} k \rho^{-1}}{\left(1+6 \rho^{-1}\right)\left(1+2 \rho^{\prime-1}\right)}\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{2} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right) \Delta\right. \\
& \left.\leq 2\left\|U_{1: r}^{T} E\left(I-V V^{T}\right) e_{i}\right\|+\sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} \sum_{m \in[s]} e_{i}^{T}\left(S_{m}-\mathbb{E} S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}}\right\}
\end{aligned}
$$

We are now going to further investigate the two terms above.
First term. We have that $U_{1: r}^{T} E\left(I-V V^{T}\right) e_{i} \sim \mathcal{N}\left(0,\left\|\left(I-V V^{T}\right) e_{i}\right\|^{2} I_{r \times r}\right)$.
Moreover, since $\left\|\left(I-V V^{T}\right) e_{i}\right\| \leq 1$, we have that $\left\|U_{1: r}^{T} E\left(I-V V^{T}\right) e_{i}\right\|^{2}$ is stochastically dominated by a $\chi_{k}^{2}$ random variable. Hence, for some $\xi_{i} \sim \chi_{k}^{2}$, we have that

$$
\left\|U_{1: r}^{T} E\left(I-V V^{T}\right) e_{i}\right\| \leq \sqrt{\xi_{i}} .
$$

Second term. By Lemma B.1, we have that $g_{m} \geq 8 \mathbb{E}\|E\|$, and hence we can apply Lemma 3.3. Note that $\left\|\Sigma_{J_{m} \times J_{m}} w_{J_{m}} e_{i}^{T}\right\|_{*}=\left\|\Sigma_{J_{m} \times J_{m}} w_{J_{m}}\right\|\left\|e_{i}^{T}\right\| \leq$ $\sigma_{j_{m}}\left\|w_{J_{m}}\right\|$. Together with Equations (25), (27) and (28), for some constant $c_{0}>0$, we have with probability at least $1-2 e^{-t^{2}}$ that

$$
\begin{aligned}
& \left|e_{i}^{T}\left(S_{m}-\mathbb{E} S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}}\right| \leq c_{0}\left(1+\frac{\sigma_{j_{m}}-\sigma_{j_{m}^{\prime}}}{g_{m}}\right) \frac{t}{g}\left(\frac{\sqrt{n+p}+t}{g}\right) \sigma_{j_{m}}\left\|w_{J_{m}}\right\| \\
& \leq c_{0} \rho^{-1}(1+2 k)\left(1+2 \rho^{\prime} k\right) \rho^{\prime} k\left(1+\frac{t}{\sqrt{n+p}}\right) t\left\|w_{J_{m}}\right\| \leq 8 c_{0} \rho^{-1} k^{3} \rho^{\prime 2}\left(1+\frac{t}{\sqrt{n+p}}\right) t\left\|w_{J_{m}}\right\| .
\end{aligned}
$$

Taking $t=\Delta \wedge \sqrt{n+p}$, we obtain that $\left|e_{i}^{T}\left(S_{m}-\mathbb{E} S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}}\right| \leq$ $16 c_{0} \rho^{-1} k^{3} \rho^{\prime 2} \Delta\left\|w_{J_{m}}\right\|$ holds with probability at least $1-2 \exp \left(-\Delta^{2}\right) \mathbb{I}\{\Delta \leq \sqrt{n+p}\}-$ $2 \exp (-n) \mathbb{I}\{\Delta>\sqrt{n+p}\}$. This implies that

$$
\sum_{m \in[s]} e_{i}^{T}\left(S_{m}-\mathbb{E} S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}} \leq 16 c_{0} \rho^{-1} k^{\frac{7}{2}} \rho^{\prime 2} \Delta,
$$

with probability at least $1-2 k \exp \left(-\Delta^{2}\right) \mathbb{I}\{\Delta \leq \sqrt{n+p}\}-2 k \exp (-n) \mathbb{I}\{\Delta>\sqrt{n+p}\}$, by the Cauchy-Schwarz inequality. By applying a standard $\epsilon$-net argument with a union bound, we have that

$$
\sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} \sum_{m \in[s]} e_{i}^{T}\left(S_{m}-\mathbb{E} S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}} \leq 32 c_{0} \rho^{-1} k^{\frac{7}{2}} \rho^{\prime 2} \Delta
$$

holds with probability at least

$$
1-2 k e^{k} \exp \left(-\Delta^{2}\right) \mathbb{I}\{\Delta \leq \sqrt{n+p}\}-2 k e^{k} \exp (-n) \mathbb{I}\{\Delta>\sqrt{n+p}\} .
$$

Note that if $\Delta>\sqrt{n+p}$, we can use a union bound, such that the above inequality holds for all $i \in[n]$ with probability at least $1-2 n k e^{k} \exp (-n)$, which is greater than $1-\exp (-n / 2)$. Defining the event $\mathcal{H}_{1}$ as

$$
\left\{\{\Delta>\sqrt{n+p}\} \cup \sum_{i \in[n]} \mathbb{I}\left\{32 c_{0} \rho^{-1} k^{\frac{7}{2}} \rho^{\prime 2} \Delta \leq \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} \sum_{m \in[s]} e_{i}^{T}\left(S_{m}-\mathbb{E} S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}}\right\}=0\right\}
$$

we have that $\mathbb{P}\left(\mathcal{H}_{1}\right) \geq 1-1-2 n k e^{k} \exp (-n)$. Assuming that $\mathcal{H}_{1}$ holds, we only need to deal with the case where $\Delta \leq \sqrt{n+p}$. For all $i \in[n]$, we have that
$\mathbb{E I}\left\{\mathcal{H}_{1}, \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} \sum_{m \in[s]} e_{i}^{T}\left(S_{m}-\mathbb{E} S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}} \geq 32 c_{0} \rho^{-1} k^{\frac{7}{2}} \rho^{\prime 2} \Delta\right\} \leq 2 k e^{k} \exp \left(-\Delta^{2}\right)$.
Combining the two terms. As a consequence, we have that

$$
\begin{aligned}
& \sum_{i \in[n]} A_{i} \leq \sum_{i \in[n]} \mathbb{I}\left\{\frac{\left(1-24 \sqrt{2} \rho^{\prime} k \rho^{-1}\right)\left(1-c_{1} \rho^{\prime \prime}-\frac{c_{2} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}\right)}{\left(1+6 \rho^{-1}\right)\left(1+2 \rho^{\prime-1}\right)} \Delta-32 c_{0} \rho^{-1} k^{\frac{7}{2}} \rho^{\prime 2} \Delta \leq 2\left\|\xi_{i}\right\|\right\} \\
& +\sum_{i \in[n]} \mathbb{I}\left\{32 c_{0} \rho^{-1} k^{\frac{7}{2}} \rho^{\prime 2} \Delta \leq \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} \sum_{m \in[s]} e_{i}^{T}\left(S_{m}-\mathbb{E} S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}}\right\} .
\end{aligned}
$$

Under the assumption that $\rho^{\prime} \rightarrow \infty, \rho /\left(k^{7 / 2} \rho^{\prime 2}\right) \rightarrow \infty$ and $\Delta /\left(k^{2} \rho \beta^{-1 / 2} \eta\right) \rightarrow$ $\infty$, there exists a constant $c_{3}>0$, such that

$$
\begin{aligned}
& \sum_{i \in[n]} A_{i} \leq \sum_{i \in[n]} \mathbb{I}\left\{\left(1-c_{3} \rho^{\prime \prime}-\frac{c_{3} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}-\frac{c_{3} k^{\frac{7}{2}} \rho^{\prime 2}}{\rho}\right) \Delta \leq 2\left\|\xi_{i}\right\|\right\} \\
& +\sum_{i \in[n]} \mathbb{I}\left\{32 c \rho^{-1} k^{\frac{7}{2}} \rho^{\prime 2} \Delta \leq \sup _{w \in \mathbb{R}^{r}:\|w\| \leq 1} \sum_{m \in[s]} e_{i}^{T}\left(S_{m}-\mathbb{E} S_{m}\right) \Sigma_{J_{m} \times J_{m}} w_{J_{m}}\right\} .
\end{aligned}
$$

Finally, using the tail probability of $\chi^{2}$ distribution, we obtain that

$$
\sum_{i \in[n]} \mathbb{E} A_{i} \mathbb{I}\left\{\mathcal{F} \cup \mathcal{H}_{1}\right\} \leq n \exp \left(-\frac{1}{8}\left(1-c_{3} \rho^{\prime \prime}-\frac{c_{3} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}-\frac{c_{3} k^{\frac{7}{2}} \rho^{\prime 2}}{\rho}\right)^{2} \Delta^{2}\right)+2 n k e^{k} \exp \left(-\Delta^{2}\right),
$$

as we assume that the events $\mathcal{F}$ and $\mathcal{H}_{1}$ hold in the above analysis.

### 3.4.3. Upper Bounds on $\mathbb{E} B$. In this section, we study $B_{i, l}$. Consider any

$i \in[n], r+1 \leq l \leq k$. Recall that $B_{i, l}=\mathbb{I}\left\{\rho^{\prime \prime} \Delta^{2} \leq c_{1} k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta \sqrt{2 n}\left|\hat{V}_{i, l}\right|\right\}$. Note that

$$
\begin{aligned}
& \left|\hat{V}_{i, l}\right|=\left|e_{i}^{T}\left(V V^{T} \hat{v}_{l}\right)\right|+\left|e_{i}^{T}\left(I-V V^{T}\right) \hat{v}_{l}\right| \leq \sum_{j=1}^{k}\left|e_{i}^{T} v_{j}\right|\left|v_{j}^{T} \hat{v}_{l}\right|+\left|e_{i}^{T}\left(I-V V^{T}\right) \hat{v}_{l}\right| \\
& \leq \sum_{j=1}^{k}\left|e_{i}^{T} v_{j}\right|+\left|e_{i}^{T}\left(I-V V^{T}\right) \hat{v}_{l}\right| \leq \sqrt{\beta^{-1} k^{3} / n}+\left|e_{i}^{T}\left(I-V V^{T}\right) \hat{v}_{l}\right|
\end{aligned}
$$

where the last inequality is due to Proposition A.2. Moreover, we have that

$$
\begin{aligned}
B_{i, l} & \leq \mathbb{I}\left\{\frac{\rho^{\prime \prime} \Delta^{2}}{c_{1} k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta}-\sqrt{2 \beta^{-1} k^{3}} \leq \sqrt{2 n} \frac{\left|e_{i}^{T}\left(I-V V^{T}\right) \hat{v}_{l}\right|}{\left\|\left(I-V V^{T}\right) \hat{v}_{l}\right\|}\right\} \\
& \stackrel{d}{=} \mathbb{I}\left\{\frac{\rho^{\prime \prime} \Delta^{2}}{c_{1} k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta}-\sqrt{2 \beta^{-1} k^{3}} \leq \sqrt{2 n} \frac{\left|e e_{i}^{T}\left(I-V V^{T}\right) \zeta_{i, l}\right|}{\left\|\left(I-V V^{T}\right) \zeta_{i, l}\right\|}\right\}
\end{aligned}
$$

where $\zeta_{i, l} \stackrel{i . i . d .}{\sim} \mathcal{N}\left(0, I_{n}\right)$ and where we applied Lemma 3.4. We further estimate
$B_{i, l} \leq \mathbb{I}\left\{\frac{\rho^{\prime \prime} \Delta^{2}}{c_{1} k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta}-\sqrt{2 \beta^{-1} k^{3}} \leq \sqrt{2 n} \frac{\left|e_{i}^{T}\left(I-V V^{T}\right) \zeta_{i, l}\right|}{2 \sqrt{n}}\right\}+\mathbb{I}\left\{\left\|\left(I-V V^{T}\right) \zeta_{i, l}\right\|>2 \sqrt{n}\right\}$.

Since $\left\|e_{i}^{T}\left(I-V V^{T}\right) \zeta_{i, l}\right\|^{2}$ is stochastically dominated by $\chi_{n}^{2}$, we have with probability at least $1-\exp (-n)$, that $\left\|e_{i}^{T}\left(I-V V^{T}\right) \zeta_{i, l}\right\| \leq 2 \sqrt{n}$. Now, we define the event $\mathcal{H}_{2}$ as

$$
\mathcal{H}_{2}=\left\{\sum_{i \in[n]} \sum_{l=r+1}^{n} \mathbb{I}\left\{\left\|\left(I-V V^{T}\right) \zeta_{i, l}\right\|>2 \sqrt{n}\right\}=0\right\} .
$$

A union bound yields that $\mathbb{P}\left(\mathcal{H}_{2}\right) \geq 1-2 n k \sqrt{n}$. Then, assuming that $\mathcal{H}_{2}$ holds, we have that

$$
B_{i, l} \leq \mathbb{I}\left\{\frac{\rho^{\prime \prime} \Delta^{2}}{c_{1} k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta}-\sqrt{2 \beta^{-1} k^{3}} \leq \sqrt{2 n} \frac{\left|e_{i}^{T}\left(I-V V^{T}\right) \zeta_{i, l}\right|}{2 \sqrt{n}}\right\}
$$

Note that $\left|e_{i}^{T}\left(I-V V^{T}\right) \zeta_{i, l}\right|$ is stochastically dominated by the absolute value of an univariate standard Gaussian random variable. Hence, using the tail probability of the standard normal distribution, under the assumption that $\rho^{\prime \prime} \Delta /\left(k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta\right) \rightarrow \infty$, there exists a constant $c_{4}>0$, such that

$$
\mathbb{E} B_{i, l} \mathbb{I}\left\{\mathcal{F} \cup \mathcal{H}_{2}\right\} \leq \exp \left(-c_{4}\left(\frac{\rho^{\prime \prime} \Delta}{k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta}\right)^{2} \Delta^{2}\right)
$$

Hence, we obtain that

$$
\sum_{i=1}^{n} \sum_{l=r+1}^{k} \mathbb{E} B_{i, l} \mathbb{I}\left\{\mathcal{F} \cup \mathcal{H}_{2}\right\} \leq n k \exp \left(-c_{4}\left(\frac{\rho^{\prime \prime} \Delta}{k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta}\right)^{2} \Delta^{2}\right) .
$$

3.4.4. Obtaining the final Result. Combining the above upper bounds together, we have that

$$
\begin{aligned}
& \mathbb{E} \ell\left(\hat{z}, z^{*}\right) \mathbb{I}\left\{\mathcal{F} \cup \mathcal{H}_{1} \cup \mathcal{H}_{2}\right\} \leq \sum_{i \in[n]} \mathbb{E} A_{i} \mathbb{I}\left\{\mathcal{F} \cup \mathcal{H}_{1}\right\}+\sum_{i=1}^{n} \sum_{l=r+1}^{k} \mathbb{E} B_{i, l} \mathbb{I}\left\{\mathcal{F} \cup \mathcal{H}_{2}\right\} \\
& \leq n \exp \left(-\frac{1}{8}\left(1-c_{3} \rho^{\prime \prime}-\frac{c_{3} k^{2} \rho \beta^{-\frac{1}{2}} \eta}{\Delta}-\frac{c_{3} k^{\frac{7}{2}} \rho^{\prime 2}}{\rho}\right)^{2} \Delta^{2}\right)+n k e^{k} \exp \left(-\Delta^{2}\right) \\
& \quad+n k \exp \left(-c_{4}\left(\frac{\rho^{\prime \prime} \Delta}{k^{\frac{7}{2}} \rho^{2} \beta^{-\frac{1}{2}} \eta}\right)^{2} \Delta^{2}\right) .
\end{aligned}
$$

Under the assumption

$$
\frac{\Delta}{k^{10.5} \beta^{-0.5} \eta} \rightarrow \infty
$$

we can take
$\rho=\frac{k^{\frac{7}{2}}}{8 c_{3}}\left(\frac{\Delta}{k^{10.5} \beta^{-0.5} \eta}\right)^{0.3}, \quad \rho^{\prime}=\frac{1}{8 c_{3}}\left(\frac{\Delta}{k^{10.5} \beta^{-0.5} \eta}\right)^{0.1}$, and $\rho^{\prime \prime}=\frac{1}{8 c_{3}}\left(\frac{\Delta}{k^{10.5} \beta^{-0.5} \eta}\right)^{-0.1}$,
such that

$$
\mathbb{E} \ell\left(\hat{z}, z^{*}\right) \mathbb{I}\left\{\mathcal{F} \cup \mathcal{H}_{1} \cup \mathcal{H}_{2}\right\} \leq n \exp \left(-\left(1-\frac{1}{2}\left(\frac{\Delta}{k^{10.5} \beta^{-0.5} \eta}\right)^{-0.1}\right) \frac{\Delta^{2}}{8}\right)
$$

Applying Markov's inequality, we obtain that

$$
\ell\left(\hat{z}, z^{*}\right) \mathbb{I}\left\{\mathcal{F} \cup \mathcal{H}_{1} \cup \mathcal{H}_{2}\right\} \leq n \exp \left(-\left(1-\left(\frac{\Delta}{k^{10.5} \beta^{-0.5} \eta}\right)^{-0.1}\right) \frac{\Delta^{2}}{8}\right)
$$

with probability at least $1-\exp (-\Delta)-\exp (-n / 2)$. Finally, the proof is completed by using a union bound accounting for the events $\mathcal{F}, \mathcal{H}_{1}$ and $\mathcal{H}_{2}$.
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## SUPPLEMENTARY MATERIAL

## Supplement A: Supplement to "Optimality of Spectral Cluster-

 ing for Gaussian Mixture Model"(url to be specified). In the supplement [40], we first present some propositions that characterize the population quantities in Appendix A. Then in Appendix B, we give several auxiliary lemmas related to the noise matrix E. In Appendix C, we include proofs of Lemma 3.1, Lemma 3.2 and Lemma 3.4. The proof of Lemma 3.3 is given in Appendix D.
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## APPENDIX A: CHARACTERISTICS OF THE POPULATION QUANTITIES

In this section, we include several propositions that characterize the population quantities defined in Section 3.1. We first define two matrices related to $z^{*}$. Let $D \in \mathbb{R}^{k \times k}$ be a diagonal matrix with

$$
D_{j, j}=\left|\left\{i \in[n]: z_{i}^{*}=j\right\}\right|, \forall j \in[k],
$$

and $Z^{*} \in\{0,1\}^{n \times k}$ be a matrix such that

$$
\begin{equation*}
Z_{i, j}^{*}=\mathbb{I}\left\{z_{i}^{*}=j\right\}, \forall i \in[n], j \in[k] . \tag{34}
\end{equation*}
$$

That is, $Z^{*}$ can be viewed as a label matrix which serves a similar role as $z^{*}$. For any $j \in[k], Z_{\cdot, j}^{*} \in \mathbb{R}^{n}$ indicates all the indexes belonging to the $j$ th cluster.

Proposition A.1. There exists an orthonomal matrix $W \in \mathbb{R}^{k \times k}$ such that

$$
V=Z^{*} D^{-\frac{1}{2}} W
$$



$$
\sigma_{1} \geq \sqrt{\frac{\beta n}{k}} \frac{\Delta}{2}
$$

Proof. First note that
$P=\left(\theta_{1}^{*}, \ldots, \theta_{k}^{*}\right) Z^{* T}=\left(\theta_{1}^{*}, \ldots, \theta_{k}^{*}\right) D^{\frac{1}{2}} D^{-\frac{1}{2}} Z^{* T}=\left(\theta_{1}^{*}, \ldots, \theta_{k}^{*}\right) D^{\frac{1}{2}}\left(Z^{*} D^{-\frac{1}{2}}\right)^{T}$,
and observe that $Z^{*} D^{-\frac{1}{2}}$ has orthonormal columns. Now, we decompose $\left(\theta_{1}^{*}, \ldots, \theta_{k}^{*}\right) D^{\frac{1}{2}}=U \Lambda W^{T}$ into its SVD. Here $W$ is some orthonomal matrix $W \in \mathbb{R}^{k \times k}$. Then we have that

$$
P=U \Lambda\left(Z^{*} D^{-\frac{1}{2}} W\right)^{T}
$$

with $Z^{*} D^{-\frac{1}{2}} W$ having orthonormal columns. Then $\Sigma=\Lambda$ and $V=Z^{*} D^{-\frac{1}{2}} W$. The structure of $Z^{*}$ immediately leads to the second statement presented in the proposition.

Due to Equation (1), the largest singular value of $\left(\theta_{1}^{*}, \ldots, \theta_{k}^{*}\right)$ must be greater than $\Delta / 2$. Since $\left(\theta_{1}^{*}, \ldots, \theta_{k}^{*}\right) D^{\frac{1}{2}}=U \Sigma W^{T}$, we have

$$
\sigma_{1} \geq \sqrt{\frac{\beta n}{k}} \frac{\Delta}{2}
$$

Proposition A.2. All the coordinates of $V$ satisfy

$$
\max _{i \in[n], j \in[k]}\left|V_{i, j}\right| \leq \sqrt{\frac{k}{\beta n}}
$$

Proof. By Proposition A.1, due to the structure of $D$ and $Z^{*}$ we have that

$$
V_{i, j}=\sum_{l=1}^{k} \frac{1}{\frac{1}{D_{l, l}^{\frac{1}{2}}} Z_{i, l}^{*} W_{l, j}=\frac{W_{z_{i}^{*}, j}}{D_{z_{i}^{*}, z_{i}^{*}}^{\frac{1}{2}}}, \text {, }, \text {. }{ }^{2}}
$$

Hence, we obtain that

$$
\max _{i \in[n], j \in[k]}\left|V_{i, j}\right| \leq \frac{1}{\min _{i \in[n]} D_{z_{i}^{*}, z_{i}^{*}}^{\frac{1}{2}}} \leq \frac{1}{\sqrt{\beta n / k}}
$$

Proposition A.3. We have

$$
\left|\left\langle u_{l}, \theta_{j}^{*}\right\rangle\right| \leq \sigma_{l} \sqrt{\frac{k}{\beta n}}, \forall j, l \in[k] .
$$

Proof. Since $P=U \Sigma V^{T}$ and $P_{\cdot, i}=\theta_{z_{i}^{*}}^{*}, \forall i \in[n]$, we have for any $u, l \in[k]$ that

$$
\left\langle u_{l}, \theta_{j}^{*}\right\rangle=\sigma_{l} V_{i, l}, \text { where } i \in[n] \text { is any index such that } z_{i}^{*}=j .
$$

The proof is then completed by applying Proposition A.2.

## APPENDIX B: AUXILIARY LEMMAS RELATED TO THE NOISE MATRIX $E$

In this section, we include some auxiliary lemmas related to singular values and perturbation of singular vectors used in the proof of Theorem 2.1.

Lemma B.1. For a random matrix $E \in \mathbb{R}^{p \times n}$ with $\left\{E_{i, j}\right\} \stackrel{i i d}{\sim} \mathcal{N}(0,1)$, define the event $\mathcal{F}=\{\|E\| \leq \sqrt{2}(\sqrt{n}+\sqrt{p})\}$. We have that

$$
\mathbb{P}(\|E\| \geq \sqrt{n}+\sqrt{p}+t) \leq e^{-t^{2} / 2}
$$

and particularly,

$$
\mathbb{P}(\mathcal{F}) \geq 1-e^{-0.08 n}
$$

Proof. By Theorem 2.13 in [10] we have that $\mathbb{E}\|E\| \leq \sqrt{n}+\sqrt{p}$. Moreover, as $\|E\|=\sup _{\|u\|=\|v\|=1}\langle u, E v\rangle$, we have by Borell's inequality that $\mathbb{P}(\|E\| \geq \mathbb{E}\|E\|+t) \leq e^{-t^{2} / 2}$. The result follows.

Weyl's inequality (Theorem 4.3 .1 of [28]) and the fact that $X=P+E$, Lemma B. 1 implies the following lemma.

Lemma B.2. Assume that the random event $\mathcal{F}$ holds. We have that

$$
\hat{\sigma}_{j} \leq \sigma_{j}+\sqrt{2}(\sqrt{n}+\sqrt{p}), \quad \forall j \in[k] .
$$

The last lemma included in this section is the Davis-Kahan-Wedin $\sin (\Theta)$ Theorem, which characterizes the distance between empirical and population singular vector spaces. We refer readers to Theorem 21 of [47] for its proof.

Lemma B. 3 (Davis-Kahan-Wedin $\sin (\Theta)$ Theorem). Consider any rank$s$ matrices $W, \hat{W}$. Let $W=\sum_{i=1}^{s} \sigma_{i} u_{i} v_{i}^{T}$ be its $S V D$ with $\sigma_{1} \geq \ldots \geq \sigma_{s}$. Similarly, let $\hat{W}=\sum_{i=1}^{s} \hat{\sigma}_{i} \hat{u}_{i} \hat{v}_{i}^{T}$ be its SVD with $\hat{\sigma}_{1} \geq \ldots \geq \hat{\sigma}_{s}$. For any $1 \leq j \leq l \leq s$, define $V=\left(v_{j}, \ldots, v_{l}\right)$ and $\hat{V}=\left(\hat{v}_{j}, \ldots, \hat{v}_{l}\right)$. Then, we have that
$\inf _{O: \text { orthonormal matrix }}\|\hat{V}-V O\| \leq \sqrt{2}\left\|\hat{V} \hat{V}^{T}-V V^{T}\right\| \leq \frac{4 \sqrt{2}\|\hat{W}-W\|}{\min \left\{\sigma_{j-1}-\sigma_{j}, \sigma_{l}-\sigma_{l+1}\right\}}$,
where we define $\sigma_{0}=+\infty$ and $\sigma_{s+1}=0$.

## APPENDIX C: PROOFS OF KEY LEMMAS

In this section, we provide proofs of the key lemmas stated in Section 3, except the one of Lemma 3.3, which is deferred to Appendix D. Throughout this section, for any matrix $W$, we denote $\operatorname{span}(W)$ to be the space spanned by the columns of $W$.

Proof of Lemma 3.1. Since all the $\hat{P}_{\cdot, i}=\hat{U} \hat{Y}_{\cdot, i}=\left(\hat{U} \hat{U}^{T}\right) \hat{U} \hat{Y}_{\cdot, i}$ lie in the column space $\operatorname{span}(\hat{U})$, any $\left\{\theta_{j}\right\}_{j=1}^{k}$ that achieves the minimum of Equation 10 must also lie in $\operatorname{span}(\hat{U})$. That is

$$
\begin{aligned}
\min _{z \in[k]^{n},\left\{\theta_{j}\right\}_{j=1}^{k} \in \mathbb{R}^{k}} \sum_{i \in[n]}\left\|\hat{P}_{\cdot, i}-\theta_{z_{i}}\right\|^{2} & =\min _{z \in[k]^{n},\left\{c_{j}\right\}_{j=1}^{k} \in \mathbb{R}^{k}} \sum_{i \in[n]}\left\|\hat{U} \hat{Y}_{\cdot, i}-\hat{U} c_{z_{j}}\right\|^{2} \\
& =\min _{z \in[k]^{n},\left\{c_{j}\right\}_{j=1}^{k} \in \mathbb{R}^{k}} \sum_{i \in[n]}\left\|\hat{Y}_{\cdot, i}-c_{z_{j}}\right\|^{2}
\end{aligned}
$$

where the last equation is due to the fact that all columns of $\hat{U}$ are orthonormal to each other. Thus they yield the same result after a proper label permutation.

Proof of Lemma 3.2. Due to the fact $\hat{P}$ is the best rank- $k$ approximation of $X$ and $P$ is also rank- $k$, we have that

$$
\|\hat{P}-X\|_{\mathrm{F}}^{2} \leq\|P-X\|_{\mathrm{F}}^{2}
$$

This, Hölder's inequality and the fact that we work on the event $\mathcal{F}$ imply that,

$$
\begin{aligned}
\|\hat{P}-P\|_{\mathrm{F}} & \leq 2\left\langle\frac{\hat{P}-P}{\|\hat{P}-P\|_{\mathrm{F}}}, X-P\right\rangle=2\left\langle\frac{\hat{P}-P}{\|\hat{P}-P\|_{\mathrm{F}}}, E\right\rangle \\
& \leq \sup _{M:\|M\|_{\mathrm{F}}=1, \operatorname{rank}(M) \leq 2 k} 2\langle M, E\rangle \leq 2 \sqrt{2 k}\|E\| \\
& \leq 4 \sqrt{k}(\sqrt{n}+\sqrt{p})
\end{aligned}
$$

Now, denote by $\hat{\Theta}$ the centre matrix after solving Equation (10). That is, the $i$ th column of $\hat{\Theta}$ is $\hat{\theta}_{\hat{z}_{i}^{\prime}}$. Since $\hat{\Theta}$ is the solutions to the k-means objective, we have that

$$
\|\hat{\Theta}-\hat{P}\|_{\mathrm{F}} \leq\|\hat{P}-P\|_{\mathrm{F}}
$$

Hence, by the triangle inequality, we obtain that

$$
\|\hat{\Theta}-P\|_{\mathrm{F}} \leq 2\|\hat{P}-P\|_{\mathrm{F}} \leq 8 \sqrt{k}(\sqrt{n}+\sqrt{p}) .
$$

Now, define the set $S$ as

$$
S=\left\{i \in[n]:\left\|\hat{\theta}_{\hat{z}_{i}^{\prime}}-\theta_{z_{i}^{*}}^{*}\right\|>\frac{\Delta}{2}\right\} .
$$

Since $\left\{\hat{\theta}_{\hat{z}_{i}^{\prime}}-\theta_{z_{i}^{*}}^{*}\right\}_{i \in[n]}$ are exactly the columns of $\hat{\Theta}-P$, we have that

$$
|S| \leq \frac{\|\hat{\Theta}-P\|_{\mathrm{F}}^{2}}{(\Delta / 2)^{2}} \leq \frac{256 k(n+p)}{\Delta^{2}}
$$

Assuming that

$$
\frac{\beta \Delta^{2}}{k^{2}\left(1+\frac{p}{n}\right)} \geq 512
$$

we have that

$$
|S| \leq \frac{\beta n}{2 k}
$$

We are now going to show that all the data points in $S^{C}$ are correctly clustered. We define

$$
C_{j}=\left\{i \in[n]: z_{i}^{*}=j, i \in S^{C}\right\}, \forall j \in[k] .
$$

We have the following arguments:

- For each $j \in[k], C_{j}$ cannot be empty, as $\left|C_{j}\right| \geq\left|\left\{i: z_{i}^{*}=j\right\}\right|-|S|>0$.
- For each pair $j, l \in[k], j \neq l$, there cannot exist some $i \in C_{j}, i^{\prime} \in C_{l}$ such that $\hat{z}_{i}^{\prime}=\hat{z}_{i^{\prime}}^{\prime}$. Otherwise $\hat{\theta}_{\hat{z}_{i}^{\prime}}=\hat{\theta}_{\hat{z}_{i^{\prime}}^{\prime}}$ which would imply

$$
\left\|\theta_{j}^{*}-\theta_{l}^{*}\right\|=\left\|\theta_{z_{i}^{*}}^{*}-\theta_{z_{i^{\prime}}^{*}}^{*}\right\| \leq\left\|\theta_{z_{i}^{*}}^{*}-\hat{\theta}_{\hat{z}_{i}^{\prime}}\right\|+\left\|\hat{\theta}_{\tilde{z}_{i}^{\prime}}-\hat{\theta}_{\tilde{z}_{i^{\prime}}^{\prime}}\right\|+\left\|\hat{\theta}_{\hat{z}_{i^{\prime}}}-\theta_{z_{i^{\prime}}^{*}}^{*}\right\|<\Delta,
$$

contradicting Equation (1).
Since $\hat{z}_{i}^{\prime}$ can only take values in $[k]$, we conclude that $\left\{\hat{z}_{i}^{\prime}: i \in C_{j}\right\}$ contains only one and different element for all $j \in[k]$. That is, there exists a permutation $\phi \in \Phi$, such that

$$
\hat{z}_{i}^{\prime}=\phi(j), \forall i \in C_{j}, \forall j \in[k] .
$$

This implies $\sum_{i \in S^{C}} \mathbb{I}\left\{\hat{z}_{i} \neq \phi\left(z_{i}^{*}\right)\right\}=0$. Hence, we obtain that

$$
\ell\left(\hat{z}, z^{*}\right) \leq|S| \leq \frac{256 k(n+p)}{\Delta^{2}}
$$

When the ratio $\Delta^{2} /\left(k^{2}(n+p)\right)$ is large enough, an immediate implication is that $\min _{j \in[k]}\left|\left\{i \in[n]: \hat{z}_{i}=j\right\}\right| \geq \frac{\beta n}{k}-|S| \geq \frac{\beta n}{2 k}$. Moreover, in this case we obtain that

$$
\max _{j}\left\|\hat{\theta}_{j}-\theta_{\phi(j)}^{*}\right\|^{2} \leq \frac{\|\hat{\Theta}-P\|_{\mathrm{F}}^{2}}{\frac{\beta n}{k}-|S|} \leq \frac{128 k^{2}(n+p)}{\beta n} \leq \frac{\Delta^{2}}{4}
$$

Proof of Lemma 3.4. In this proof, we use the notation "d $"$ to indicate two quantities having the same distribution. Recall that $M$ has SVD $M=U \Sigma V^{T}$ where $U=\left(u_{1}, \ldots, u_{k}\right), V=\left(v_{1}, \ldots, v_{k}\right)$ and $\Sigma=\operatorname{diag}\left\{\sigma_{1}, \ldots, \sigma_{k}\right\} \in$ $\mathbb{R}^{k \times k}$ with $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{k} \geq 0$. We denote $\mathbb{S}=\left\{x \in \operatorname{span}\left(I-V V^{T}\right):\|x\|=1\right\}$ to be the unit sphere in $\operatorname{span}\left(I-V V^{T}\right)$. We also denote $\mathcal{O}$ to be the set of all orthonormal matrices in $\mathbb{R}^{n \times n}$ and furthermore

$$
\mathcal{O}^{\prime}=\{O \in \mathcal{O}: O V=V\} .
$$

Let $V_{\perp}$ be an orthonormal extension of $V$ such that $\left(V, V_{\perp}\right) \in \mathcal{O}$. Then for any $O \in \mathcal{O}^{\prime}$, due to the fact that $O\left(V, V_{\perp}\right) \in \mathcal{O}$ and $O\left(V, V_{\perp}\right)=\left(V, O V_{\perp}\right)$, we have that $O V_{\perp}$ is another orthonormal extension of $V$. This implies that

$$
\begin{equation*}
O x \in \operatorname{span}\left(I-V V^{T}\right), \forall x \in \operatorname{span}\left(I-V V^{T}\right) \tag{35}
\end{equation*}
$$

Hence $\mathcal{O}^{\prime}$ includes all rotation matrices in span $\left(I-V V^{T}\right)$. In the following, we prove the three assertions of Lemma 3.4 one by one.

Assertion (1). Recall that $\hat{M}=M+E=U \Sigma V^{T}+E$ and $\hat{M}=\sum_{j=1}^{p \wedge n} \hat{\sigma}_{j} \hat{u}_{j} \hat{v}_{j}^{T}$.
For any $O \in \mathcal{O}^{\prime}$, since $E O^{T} \stackrel{d}{=} E$, we have that $\hat{M} O^{T}=\left(U \Sigma V^{T}+E\right) O^{T}=$ $U \Sigma V^{T}+E O^{T} \stackrel{d}{=} \hat{M}$. On the other hand, $\hat{M} O^{T}$ has SVD

$$
\hat{M} O^{T}=\sum_{j=1}^{p \wedge n} \hat{\sigma}_{j} \hat{u}_{j}\left(O \hat{v}_{j}\right)^{T}
$$

Hence, for any $j \in[k]$, we have that $\hat{v}_{j} \stackrel{d}{=} O \hat{v}_{j}$.

For any $x \in \mathbb{R}^{n}$, we define the mapping $f: \mathbb{R}^{n} \rightarrow \mathbb{S}$ as $f(x)=(I-$ $\left.V V^{T}\right) x /\left\|\left(I-V V^{T}\right) x\right\|$. Applying $f$ on both $\hat{v}_{j}$ and $O \hat{v}_{j}$, we obtain that

$$
\frac{\left(I-V V^{T}\right) O \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) O \hat{v}_{j}\right\|} \stackrel{d}{=} \frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|} .
$$

Since $\hat{v}_{j}=V V^{T} \hat{v}_{j}+\left(I-V V^{T}\right) \hat{v}_{j}$, we have $O \hat{v}_{j}=V V^{T} \hat{v}_{j}+O\left(I-V V^{T}\right) \hat{v}_{j}$. By Equation (35), we have that $O\left(I-V V^{T}\right) \hat{v}_{j} \in \operatorname{span}\left(I-V V^{T}\right)$. Hence, we obtain that

$$
\begin{align*}
& V V^{T} O \hat{v}_{j}=V V^{T} \hat{v}_{j}  \tag{36}\\
& \left(I-V V^{T}\right) O \hat{v}_{j}=\left(I-V V^{T}\right) O\left(I-V V^{T}\right) \hat{v}_{j}=O\left(I-V V^{T}\right) \hat{v}_{j} . \tag{37}
\end{align*}
$$

As a consequence of Equation (37), we obtain

$$
\begin{equation*}
O \frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|}=\frac{O\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|O\left(I-V V^{T}\right) \hat{v}_{j}\right\|} \stackrel{d}{=} \frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|}, \forall O \in \mathcal{O}^{\prime} \tag{38}
\end{equation*}
$$

In particular, $\left(I-V V^{T}\right) \hat{v}_{j} /\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|$ is contained in $\mathbb{S}$ and is rotationinvariant. Hence, we obtain that $\left(I-V V^{T}\right) \hat{v}_{j} /\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|$ is uniformly distributed on $\mathbb{S}$.

Assertion (2). For any $x \in \mathbb{R}^{n}$, we define another mapping $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ as $g(x)=\left(\left(V V^{T} x\right)^{T},\left(\left(I-V V^{T}\right) x\right)^{T} /\left\|\left(I-V V^{T}\right) x\right\|\right)^{T}$. Recall that $\hat{v}_{j} \stackrel{d}{=}$ $O \hat{v}_{j}, \forall O \in \mathcal{O}^{\prime}$. Applying $g$ on both $\hat{v}_{j}$ and $O \hat{v}_{j}$ and using Equations (36), (37) and (38), we obtain that

$$
\begin{equation*}
\binom{V V^{T} \hat{v}_{j}}{\frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|}} \stackrel{d}{=}\binom{V V^{T} \hat{v}_{j}}{O \frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|}} . \tag{39}
\end{equation*}
$$

Let $\mathcal{A}$ be a Borel subset of $\operatorname{span}\left(V V^{T}\right)$ and $\mathcal{B}$ a Borel subset of $\mathbb{S}$. By (39) we have for any $O \in \mathcal{O}^{\prime}$ that
$\mathbb{P}\left(\left.\frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|} \in \mathcal{B} \right\rvert\, V V^{T} \hat{v}_{j} \in \mathcal{A}\right)=\mathbb{P}\left(\left.O \frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|} \in \mathcal{B} \right\rvert\, V V^{T} \hat{v}_{j} \in \mathcal{A}\right)$.
Hence, we obtain that $\left.\frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|} \right\rvert\, V V^{T} \hat{v}_{j}$ is also uniformly distributed on $\mathbb{S}$, invariant to the value of $V V^{T} \hat{v}_{j}$. This implies that $\frac{\left(I-V V^{T}\right) \hat{v}_{j}}{\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|}$ is independent of $V V^{T} \hat{v}_{j}$.

Assertion (3). Since $\left\|\left(I-V V^{T}\right) \hat{v}_{j}\right\|=\sqrt{1-\left\|V V^{T} \hat{v}_{j}\right\|^{2}}$ is a function of only $V V^{T} \hat{v}_{j}$, it is an immediate consequence of the second assertion.

## APPENDIX D: SPECTRAL PROJECTION MATRIX PERTURBATION THEORY

In this section, we give the proof of Lemma 3.3. Before that, we first introduce two lemmas used in the proof of Lemma 3.3.

The following lemma gives an upper bound on the operator norm of $\left\|S_{a: b}\right\|$. The setting considered here is slightly more general than that in Lemma 3.3, as $E$ is not necessarily a Gaussian noise matrix. The proof of Lemma D. 1 mainly follows that of Lemma 2 in [35]. It is included in the later part of this section for completeness.

Lemma D.1. Consider any rank-k matrix $M \in \mathbb{R}^{p \times n}$ with $S V D M=$ $\sum_{j=1}^{k} \sigma_{j} u_{j} v_{j}^{T}$ where $\sigma_{1} \geq \sigma_{2} \ldots \geq \sigma_{k}>0$. Define $\sigma_{0}=\sigma_{k+1}=0$.

Consider any matrix $E \in \mathbb{R}^{p \times n}$. Define $\hat{M}=M+E$. Let the SVD of $\hat{M}$ be $\sum_{j=1}^{p \wedge n} \hat{\sigma}_{j} \hat{u}_{j} \hat{v}_{j}^{T}$ where $\hat{\sigma}_{1} \geq \hat{\sigma}_{2} \geq \ldots \geq \hat{\sigma}_{p \wedge n}$.

For any two indexes $a, b$ such that $1 \leq a \leq b \leq k$, define $V_{a: b}=\left(v_{a}, \ldots, v_{b}\right)$ and $\hat{V}_{a: b}=\left(\hat{v}_{a}, \ldots, \hat{v}_{b}\right)$. Let $V=\left(v_{1}, \ldots, v_{k}\right)$. Define the singular value gap $g_{a: b}=\min \left\{\sigma_{a-1}-\sigma_{a}, \sigma_{b}-\sigma_{b+1}\right\}$. Define
$S_{a: b}=\left(I-V V^{T}\right)\left(\hat{V}_{a: b} \hat{V}_{a: b}^{T}-V_{a: b} V_{a: b}^{T}\right) V_{a: b}-\sum_{a \leq j \leq b} \frac{1}{\sigma_{j}}\left(I-V V^{T}\right) E^{T} u_{j} v_{j}^{T} V_{a: b}$.
We have that

$$
\left\|S_{a: b}\right\| \leq\left(\frac{32\left(\sigma_{a}-\sigma_{b}\right)}{\pi g_{a: b}}+16\right) \frac{\|E\|^{2}}{g_{a: b}^{2}}
$$

The $S_{a: b}$ in Lemma 3.3 and Lemma D. 1 depends on $E$. It can be written as $S_{a: b}(E)$ with $S_{a: b}(\cdot)$ treated as a function of the noise matrix. Lemma D. 2 studies the Lipschitz continuity of $S_{a: b}(\cdot)$. It slightly generalizes Lemma 2.4 in [34] and follows along the same arguments. Its proof will be given in the later part of this section for completeness.

Lemma D.2. Consider the same setting as in Lemma D.1. Define $S_{a: b}(E)$ as in Equation (40). Consider another matrix $E^{\prime} \in \mathbb{R}^{p \times n}$. Let $\hat{M}^{\prime}=M+E^{\prime}$. Define $S_{a: b}\left(E^{\prime}\right)$ analogously. Under the assumption that $\max \left\{\|E\|,\left\|E^{\prime}\right\|\right\} \leq$ $g_{a: b} / 4$, we have that

$$
\begin{equation*}
\left\|S_{a: b}(E)-S_{a: b}\left(E^{\prime}\right)\right\| \leq 1024\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\max \left\{\|E\|,\left\|E^{\prime}\right\|\right\}}{g_{a: b}^{2}}\left\|E-E^{\prime}\right\| \tag{41}
\end{equation*}
$$

With Lemma D. 1 and Lemma D.2, we are able to prove Lemma 3.3. It generalizes Theorem 1.1 in [34], and its proof follows the same argument.

Proof of Lemma 3.3. Define $\phi$ as follows

$$
\phi(s)= \begin{cases}1, & s \leq 1 \\ 3-2 s, & s<1<3 / 2 \\ 0, & s \geq 3 / 2\end{cases}
$$

and note that $\phi$ is Lipschitz with Lipschitz constant 2. As we mention earlier in this section, we can write $S_{a: b}(E)$ instead of $S_{a: b}$, and treat $S_{a: b}(\cdot)$ as a function.
Step 1. Define a function

$$
h_{\delta}(E)=\left\langle S_{a: b}(E), W\right\rangle \phi\left(\frac{6\|E\|}{\delta}\right) .
$$

We are going to show that $h_{\delta}$ is also Lipschitz for any $\delta \leq g_{a: b} / 4$. We use the notation $\|\cdot\|_{*}$ for the nuclear norm of a matrix.

- First suppose that max $\left\{\|E\|,\left\|E^{\prime}\right\|\right\} \leq \delta$. Then, by Lemma D.1, Lemma D. 2 and the fact that $\phi$ is Lipschitz, we obtain that

$$
\begin{aligned}
&\left|h_{\delta}(E)-h_{\delta}\left(E^{\prime}\right)\right| \\
& \leq\left\langle S_{a: b}(E)-S_{a: b}\left(E^{\prime}\right), W\right\rangle \phi\left(\frac{6\|E\|}{\delta}\right)+\left\langle S_{a: b}\left(E^{\prime}\right), W\right\rangle\left(\phi\left(\frac{6\|E\|}{\delta}\right)-\phi\left(\frac{6\left\|E^{\prime}\right\|}{\delta}\right)\right) \\
& \leq\left\|S_{a: b}(E)-S_{a: b}\left(E^{\prime}\right)\right\|\|W\|_{*} \phi\left(\frac{6\|E\|}{\delta}\right)+\left\|S_{a: b}\left(E^{\prime}\right)\right\|\|W\|_{*}\left|\phi\left(\frac{6\|E\|}{\delta}\right)-\phi\left(\frac{6\left\|E^{\prime}\right\|}{\delta}\right)\right| \\
& \leq 1024\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\max \left\{\|E\|,\left\|E^{\prime}\right\|\right\}}{g_{a: b}^{2}}\left\|E-E^{\prime}\right\|\|W\|_{*} \\
& \quad+16\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\left\|E^{\prime}\right\|^{2}}{g_{a: b}^{2}}\|W\|_{*} \frac{12 \mid\|E\|-\left\|E^{\prime}\right\| \|}{\delta} \\
& \leq C_{1}\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\delta}{g_{a: b}^{2}}\left\|E-E^{\prime}\right\|\|W\|_{*},
\end{aligned}
$$

for some constant $C_{1}>0$ that is independent of $E, E^{\prime}$.

- If $\min \left\{\|E\|,\left\|E^{\prime}\right\|\right\} \geq \delta$ then $h(E)=h\left(E^{\prime}\right)=0$ and the above inequality trivially holds.
- Finally, if $\|E\|<\delta \leq\left\|E^{\prime}\right\|$, by a similar argument as above, we obtain that

$$
\begin{aligned}
\left|h_{\delta}(E)-h_{\delta}\left(E^{\prime}\right)\right| & =\left|h_{\delta}(E)\right|=\left|\left\langle S_{a: b}(E), W\right\rangle \phi\left(\frac{6\|E\|}{\delta}\right)-\phi\left(\frac{6\left\|E^{\prime}\right\|}{\delta}\right)\right| \\
& \leq\left\|S_{a: b}(E)\right\|\|W\|_{*} \frac{\left\|E-E^{\prime}\right\|}{\delta}\left|\phi\left(\frac{6\|E\|}{\delta}\right)-\phi\left(\frac{6\left\|E^{\prime}\right\|}{\delta}\right)\right| \\
& \leq C_{1}\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\delta}{g_{a: b}^{2}}\left\|E-E^{\prime}\right\|\|W\|_{*},
\end{aligned}
$$

and the same bound holds if we switch the places of $E$ and $E^{\prime}$ in the last case.
Combining the above cases together, we have shown that for any $\delta$ such that $\delta \leq g_{a: b} / 4, h_{\delta}$ is a Lipschitz function with Lipschitz constant bounded by

$$
C_{1}\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\delta}{g_{a: b}^{2}}\|W\|_{*} .
$$

Step 2. In the following, for any two sequences $\left\{x_{n}\right\},\left\{y_{n}\right\}$, we adopt the notation $x_{n} \lesssim y_{n}$ meaning there exists some constant $c>0$ independent of $n$, such that $x_{n} \leq c y_{n}$.

By lemma B.1, we have that for all $t>0$,

$$
\mathbb{P}(\mid\|E\|-\mathbb{E}\|E\| \| \geq \sqrt{2 t}) \leq \exp (-t)
$$

Set $\delta=\delta(t)=\mathbb{E}\|E\|+\sqrt{2 t}$. We consider the following two scenarios depending on the values of $t$.

- We first consider the case where $\sqrt{2 t} \leq g_{a: b} / 24$, which implies $\delta(t) \leq$ $g_{a: b} / 6$. By the definition of $h_{\delta}(\cdot)$, we have that $h_{\delta}(E)=\left\langle S_{a: b}(E), W\right\rangle$ in this case. Denoting by $m$ the median of $\left\langle S_{a: b}(E), W\right\rangle$ we have that

$$
\begin{aligned}
\mathbb{P}\left(h_{\delta}(E) \geq m\right) & \geq \mathbb{P}\left(h_{\delta}(E) \geq m,\|E\| \leq \delta(t)\right)=\mathbb{P}\left(\left\langle S_{a: b}(E), W\right\rangle \geq m,\|E\| \leq \delta(t)\right) \\
& \geq \mathbb{P}\left(\left\langle S_{a: b}, W\right\rangle \geq m\right)-\mathbb{P}(\|E\|>\delta(t)) \geq \frac{1}{2}-\frac{1}{2} e^{-t} \geq \frac{1}{4},
\end{aligned}
$$

and likewise $\mathbb{P}\left(h_{\delta}(E) \leq m\right) \geq 1 / 4$. Hence, since $h_{\delta}$ is Lipschitz, we can apply Lemma 2.6 in [34], which is a corollary to the the Gaussian isoperimetric inequality, to show that with probability at least $1-e^{-t}$ that

$$
\begin{equation*}
\left|h_{\delta}(E)-m\right| \lesssim \sqrt{t}\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\delta(t)}{g_{a: b}^{2}}\|W\|_{*} . \tag{42}
\end{equation*}
$$

By Lemma B.1, we have that $\mathbb{E}\|E\| \lesssim \sqrt{n+p}$. Thus, we obtain that

$$
\begin{equation*}
\left|h_{\delta}(E)-m\right| \lesssim\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\sqrt{t}}{g_{a: b}}\left(\frac{\sqrt{n+p}+\sqrt{t}}{g_{a: b}}\right)\|W\|_{*} . \tag{43}
\end{equation*}
$$

Moreover, the event where $\|E\| \leq \delta(t)$ occurs with probability at least $1-e^{-t}$ and on this event $h_{\delta}$ coincides with $\left\langle S_{a: b}(E), W\right\rangle$. Hence, with probability at least $1-2 e^{-t}$

$$
\begin{equation*}
\left|\left\langle S_{a: b}(E), W\right\rangle-m\right| \lesssim\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\sqrt{t}}{g_{a: b}}\left(\frac{\sqrt{n+p}+\sqrt{t}}{g_{a: b}}\right)\|W\|_{*} . \tag{44}
\end{equation*}
$$

- We need to prove a similar inequality in the case $\sqrt{2 t}>g_{a: b} / 24$. In this case we have that $\mathbb{E}\|E\| \lesssim \sqrt{t}$ as by assumption $\mathbb{E}\|E\| \leq g_{a: b} / 8$. Hence, applying lemma D.1, we have that

$$
\begin{equation*}
\left|\left\langle S_{a: b}(E), W\right\rangle\right| \leq\left\|S_{a: b}(E)\right\|\|W\|_{*} \lesssim\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{t}{g_{a: b}^{2}}\|W\|_{*} \tag{45}
\end{equation*}
$$

Hence, since $t \geq \log (4)$ and $e^{-t} \leq 1 / 4$, we conclude that we can bound

$$
\begin{equation*}
|m| \lesssim\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{t}{g_{a: b}^{2}}\|W\|_{*} \tag{46}
\end{equation*}
$$

Equation (45) and Equation (46) together immediately imply that the inequality in (44) also holds for $\sqrt{2 t}>g_{a: b} / 24$.
So far we have proved that Equation (44) holds for all $t>\log 4$. Integrating out the tails in the inequality in (44) we obtain that
$\left|\mathbb{E}\left\langle S_{a: b}(E), W\right\rangle-m\right| \leq \mathbb{E}\left|\left\langle S_{a: b}(E), W\right\rangle-m\right| \lesssim\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\sqrt{n+p}}{g_{a: b}^{2}}\|W\|_{*}$,
and hence we can substitute the median by the mean in the concentration inequality (44).

The last two things left are the proofs of Lemma D. 1 and Lemma D.2.
Proof of Lemma D.1. As in the proof of Lemma 3.4, we use self-adjoint dilation. As before, we define for any matrix $W$

$$
D(W)=\left(\begin{array}{cc}
0 & W \\
W^{T} & 0
\end{array}\right)
$$

As a result, we have that

$$
D(M)=\left(\begin{array}{cc}
0 & M \\
M^{T} & 0
\end{array}\right), \quad D(E)=\left(\begin{array}{cc}
0 & E \\
E^{T} & 0
\end{array}\right)
$$

and $D(\hat{M})=D(M)+D(E)$. Note that all three matrices are symmetric and consequently have eigendecompositions. Particularly,

$$
\begin{equation*}
D(M)=\sum_{1 \leq|i| \leq k} \sigma_{i} P_{i}, \tag{47}
\end{equation*}
$$

where for $i \in[k]$,

$$
\sigma_{-i}=-\sigma_{i}, P_{i}=\frac{1}{2}\left(\begin{array}{cc}
u_{i} u_{i}^{T} & u_{i} v_{i}^{T}  \tag{48}\\
v_{i} u_{i}^{T} & v_{i} v_{i}^{T}
\end{array}\right), P_{-i}=\frac{1}{2}\left(\begin{array}{cc}
u_{i} u_{i}^{T} & -u_{i} v_{i}^{T} \\
-v_{i} u_{i}^{T} & v_{i} v_{i}^{T}
\end{array}\right)
$$

Similarly, we have that

$$
\begin{equation*}
D(\hat{M})=\sum_{1 \leq|i| \leq p \wedge n} \hat{\sigma}_{i} \hat{P}_{i} ., \tag{49}
\end{equation*}
$$

where for each $i \in[k], \hat{\sigma}_{-i}, \hat{P}_{i}$ and $\hat{P}_{-i}$ are defined analogously. Denote

$$
\begin{equation*}
P=\sum_{|i| \in\{a, \ldots, b\}} P_{i}, \quad \text { and } \hat{P}=\sum_{|i| \in\{a, \ldots, b\}} \hat{P}_{i} . \tag{50}
\end{equation*}
$$

By doing so, we have

$$
\begin{equation*}
\left(I-V V^{T}\right)\left(\hat{V}_{a: b} \hat{V}_{a: b}^{T}-V_{a: b} V_{a: b}^{T}\right) V_{a: b}=\left(O_{n \times p} \quad\left(I-V V^{T}\right)\right)(\hat{P}-P)\binom{O_{n \times p}}{V_{a: b}} . \tag{51}
\end{equation*}
$$

The following proof can be divided into three steps.
Step 1. In this step, we decompose $\left(I-V V^{T}\right)\left(\hat{V}_{a: b} \hat{V}_{a: b}^{T}-V_{a: b} V_{a: b}^{T}\right) V_{a: b}$. Despite a little abuse of notation, denote $\left[\sigma_{a}, \sigma_{b}\right]$ to be the corresponding interval on the real axis of the complex plane $\mathbb{C}$. Define $\gamma^{+}$to be the contour on $\mathbb{C}$ that circle around the intervals $\left[\sigma_{a}, \sigma_{b}\right]$ by a distance equal to $g_{a: b} / 2$. That is,

$$
\begin{equation*}
\gamma^{+}=\left\{\eta \in \mathbb{C}: \operatorname{dist}\left(\eta,\left[\sigma_{a}, \sigma_{b}\right]\right)=\frac{g_{a: b}}{2}\right\} \tag{52}
\end{equation*}
$$

where for any point $\eta \in \mathbb{C}$ and interval $B \in \mathbb{C}$, dist $(\eta, B)=\min _{\eta^{\prime} \in \mathbb{B}}\left\|\eta-\eta^{\prime}\right\|$. Likewise we define $\gamma^{-}$as

$$
\begin{equation*}
\gamma^{-}=\left\{\eta \in \mathbb{C}: \operatorname{dist}\left(\eta,\left[\sigma_{-b}, \sigma_{-a}\right]\right)=\frac{g_{a: b}}{2}\right\} . \tag{53}
\end{equation*}
$$

In this way, among all the singular values of $D(M)$, only those with indexes in $\{a, \ldots, b\}$ and $\{-b, \ldots,-a\}$ are included in $\gamma^{+}$and $\gamma^{-}$respectively, and the rest ones lie outside of the contours.

By the Riesz representation Theorem for spectral projectors (c.f. page 39 of [33]), we have that

$$
\begin{equation*}
\hat{P}=-\frac{1}{2 \pi i} \oint_{\gamma^{+}}(D(\hat{M})-\eta I)^{-1} d \eta-\frac{1}{2 \pi i} \oint_{\gamma^{-}}(D(\hat{M})-\eta I)^{-1} d \eta . \tag{54}
\end{equation*}
$$

For any matrix $W$ and any $\eta \in \mathbb{C}$, define the resolvent operator

$$
R_{W}(\eta)=(D(W)-\eta I)^{-1} .
$$

Then Equation (54) can be written as

$$
\hat{P}=-\frac{1}{2 \pi i} \oint_{\gamma^{+}} R_{\hat{M}}(\eta) d \eta-\frac{1}{2 \pi i} \oint_{\gamma^{-}} R_{\hat{M}}(\eta) d \eta
$$

Recall that $D(\hat{M})=D(M)+D(E)$. Note that $R_{M}(\eta)=(D(M)-\eta I)^{-1}$. We are going to expand $R_{\hat{M}}(\eta)$ into its Neumann series:

$$
\begin{aligned}
R_{\hat{M}}(\eta) & =(D(M)-\eta I+D(E))^{-1}=\left((D(M)-\eta I)\left(I+R_{M}(\eta) D(E)\right)\right)^{-1} \\
& =\left(I+R_{M}(\eta) D(E)\right)^{-1} R_{M}(\eta)=\sum_{j=0}^{\infty}(-1)^{j}\left[R_{M}(\eta) D(E)\right]^{j} R_{M}(\eta) \\
55) \quad & =R_{M}(\eta)-R_{M}(\eta) D(E) R_{M}(\eta)+\sum_{j=2}^{\infty}(-1)^{j}\left[R_{M}(\eta) D(E)\right]^{j} R_{M}(\eta) .
\end{aligned}
$$

Applying the Riesz representation Theorem on $P$, we have that

$$
\begin{aligned}
P & =-\frac{1}{2 \pi i} \oint_{\gamma^{+}}(D(M)-\eta I)^{-1} d \eta-\frac{1}{2 \pi i} \oint_{\gamma^{-}}(D(M)-\eta I)^{-1} d \eta \\
& =-\frac{1}{2 \pi i} \oint_{\gamma^{+}} R_{M}(\eta) d \eta-\frac{1}{2 \pi i} \oint_{\gamma^{-}} R_{M}(\eta) d \eta .
\end{aligned}
$$

As a result, we have the decomposition

$$
\begin{equation*}
\hat{P}-P=L(E)+S(E) \tag{56}
\end{equation*}
$$

where $L(E)$ and $S(E)$ are operators on $E$, defined as

$$
\begin{equation*}
L(E)=\frac{1}{2 \pi i} \oint_{\gamma^{+}} R_{M}(\eta) D(E) R_{M}(\eta) d \eta+\frac{1}{2 \pi i} \oint_{\gamma^{-}} R_{M}(\eta) D(E) R_{M}(\eta) d \eta \tag{57}
\end{equation*}
$$

and

$$
\begin{align*}
S(E)= & -\frac{1}{2 \pi i} \oint_{\gamma^{+}} \sum_{j=2}^{\infty}(-1)^{j}\left[R_{M}(\eta) D(E)\right]^{j} R_{M}(\eta) d \eta \\
& -\frac{1}{2 \pi i} \oint_{\gamma^{-}} \sum_{j=2}^{\infty}(-1)^{j}\left[R_{M}(\eta) D(E)\right]^{j} R_{M}(\eta) d \eta \tag{58}
\end{align*}
$$

By Equation (51), we have that

$$
\left.\begin{array}{rl}
\left(I-V V^{T}\right.
\end{array}\right)\left(\hat{V}_{a: b} \hat{V}_{a: b}^{T}-V_{a: b} V_{a: b}^{T}\right) V_{a: b}=\left(\begin{array}{ll}
O_{n \times p} & \left.\left(I-V V^{T}\right)\right) L(E)\binom{O_{n \times p}}{V_{a: b}} \\
& \left.+\left(\begin{array}{ll}
O_{n \times p} & \left(I-V V^{T}\right.
\end{array}\right)\right) S(E)\binom{O_{n \times p}}{V_{a: b}} .
\end{array}\right.
$$

Step 2. In the following, we are going to show the first term on the right hand side of the above formula is exactly $\sum_{j} \frac{1}{\sigma_{j}}\left(I-V V^{T}\right) E^{T} u_{j} e_{j}^{T}$, which will imply that the second term is equivalent to $S_{a: b}$.

Define

$$
L_{a: b}=\left(\begin{array}{ll}
O_{n \times p} & \left.\left(I-V V^{T}\right)\right) L(E) \tag{59}
\end{array}\binom{O_{n \times p}}{V_{a: b}} .\right.
$$

To simplify it, we first simplify $L(E)$. Recalling Equation (48), for any $i$ such that $|i| \leq k$, we have that $P_{i}=\theta_{i} \theta_{i}^{T}$, where $\theta_{i}=\frac{1}{\sqrt{2}}\left(u_{i}^{T}, v_{i}^{T}\right)^{T}, \theta_{-i}=$ $\frac{1}{\sqrt{2}}\left(u_{i}^{T},-v_{i}^{T}\right)^{T}, \forall i \in[k]$. We can expand it so that $\left\{\theta_{i}, \theta_{-i}\right\}_{i \in[k]} \cup\left\{\theta_{j}\right\}_{k+1 \leq j \leq p+n-k}$ gives an orthonormal basis for $\mathbb{R}^{p+n}$. There are two immediate implications.

- For $k+1 \leq j \leq p+n-k$, we define $P_{j}=\theta_{j} \theta_{j}^{T}$. Then we have a decomposition for the identity matrix

$$
I=\sum_{i \in\{1, \ldots, p+n-k\} \cup\{-k, \ldots,-1\}} P_{i}
$$

In the rest of the proof, by default we treat $\{1, \ldots, p+n-k\} \cup\{-k, \ldots,-1\}$ to be the whole set for the index $i$. We drop it when there is no ambiguity. For instance, the above equation can be simply written as $I=\sum_{i} P_{i}$.

- We also define

$$
\begin{equation*}
\sigma_{j}=0, \forall k+1 \leq j \leq p+n-k . \tag{60}
\end{equation*}
$$

Then Equation (47) is equivalent to be written as

$$
D(M)=\sum_{i} \sigma_{i} P_{i} .
$$

- For $k+1 \leq j \leq p+n-k, \theta_{j}$ is orthogonal to $\theta_{i}-\theta_{-i}, \forall i \in[k]$. This implies that the second part of $\theta_{j}$ (i.e., from the $(p+1)$ th coordinate to the $(p+n)$ th coordinate $)$ is 0 , or orthogonal to $\operatorname{span}\left(v_{1}, \ldots, v_{k}\right)$. Thus,

$$
\begin{equation*}
\left(O_{n \times p} \quad\left(I-V V^{T}\right)\right) P_{i}=O, \forall i \text { s.t. }|i| \leq k, \tag{61}
\end{equation*}
$$

$$
\begin{equation*}
P_{i}\binom{O_{n \times p}}{V_{a: b}}=O, \forall i \text { s.t. }|i| \notin\{a, \ldots, b\} \tag{62}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(O_{n \times p} \quad\left(I-V V^{T}\right)\right) \sum_{i>k} P_{i}\binom{O_{p \times n}}{O_{I_{n \times n}}}=I-V V^{T} . \tag{63}
\end{equation*}
$$

By Equation (47), we have that

$$
\begin{aligned}
R_{M}(\eta) & =(D(M)-\eta I)^{-1}=\left(\sum_{i} \sigma_{i} P_{i}-\eta I\right)^{-1}=\left(\sum_{i}\left(\sigma_{i}-\eta\right) P_{i}\right)^{-1} \\
& =\sum_{i} \frac{1}{\sigma_{i}-\eta} P_{i}=\sum_{i \in\{a, \ldots, b\}} \frac{1}{\sigma_{i}-\eta} P_{i}+\sum_{i \notin\{a, \ldots, b\}} \frac{1}{\sigma_{i}-\eta} P_{i}
\end{aligned}
$$

defined as $R_{1}^{+}(\eta)$ and $R_{2}^{+}(\eta)$ respectively. With this, for the first term of $L(E)$ in Equation (57), we have that
$\frac{1}{2 \pi i} \oint_{\gamma^{+}} R_{M}(\eta) D(E) R_{M}(\eta) d \eta=\frac{1}{2 \pi i} \oint_{\gamma^{+}}\left(R_{1}^{+}(\eta)+R_{2}^{+}(\eta)\right) D(E)\left(R_{1}^{+}(\eta)+R_{2}^{+}(\eta)\right) d \eta$.
Observe that by the Cauchy-Goursat Theorem,

$$
\begin{aligned}
& \oint_{\gamma^{+}} R_{1}^{+}(\eta) D(E) R_{1}^{+}(\eta) d \eta \\
= & \sum_{i \in\{a, \ldots, b\}} P_{i} D(E) P_{i} \oint_{\gamma^{+}} \frac{1}{\left(\sigma_{i}-\eta\right)^{2}} d \eta+\sum_{i \neq j, i, j \in\{a, \ldots, b\}} P_{i} D(E) P_{j} \oint_{\gamma^{+}} \frac{1}{\left(\sigma_{i}-\eta\right)\left(\sigma_{j}-\eta\right)} d \eta
\end{aligned}
$$

since there is no singularity inside $\gamma^{+}$. The identical result holds for $\oint_{\gamma^{+}} R_{2}^{+}(\eta) D(E) R_{2}^{+}(\eta) d \eta$. By the Cauchy integral formula

$$
\begin{aligned}
& \frac{1}{2 \pi i} \oint_{\gamma^{+}} R_{1}^{+}(\eta) D(E) R_{2}^{+}(\eta) d \eta=\sum_{i \in\{a, \ldots, b\}} \sum_{j \notin\{a, \ldots, b\}} \frac{1}{2 \pi i} \oint_{\gamma^{+}} \frac{d \eta}{\left(\sigma_{i}-\eta\right)\left(\sigma_{j}-\eta\right)} P_{i} E P_{j} \\
= & \sum_{i \in\{a, \ldots, b\}} \sum_{j \notin\{a, \ldots, b\}} \frac{P_{i} E P_{j}}{\sigma_{i}-\sigma_{j}} .
\end{aligned}
$$

And similar result holds for $\frac{1}{2 \pi i} \oint_{\gamma^{+}} R_{2}^{+}(\eta) D(E) R_{1}^{+}(\eta) d \eta$. Hence, we obain that

$$
\frac{1}{2 \pi i} \oint_{\gamma^{+}} R_{M}(\eta) D(E) R_{M}(\eta) d \eta=\sum_{i \in\{a, \ldots, b\}} \sum_{j \notin\{a, \ldots, b\}} \frac{P_{i} D(E) P_{j}+P_{j} D(E) P_{i}}{\sigma_{i}-\sigma_{j}}
$$

In the same manner, splitting

$$
\begin{equation*}
R_{M}(\eta)=R_{1}^{-}(\eta)+R_{2}^{-}(\eta) \triangleq \sum_{i \in\{-b, \ldots,-a\}} \frac{P_{i}}{\sigma_{i}-\eta}+\sum_{i \notin\{-b, \ldots,-a\}} \frac{P_{i}}{\sigma_{i}-\eta} \tag{65}
\end{equation*}
$$

we also obtain that
$\frac{1}{2 \pi i} \oint_{\gamma^{-}} R_{M}(\eta) D(E) R_{M}(\eta) d \eta=\sum_{i \in\{-b, \ldots,-a\}} \sum_{j \notin\{-b, \ldots,-a\}} \frac{P_{i} D(E) P_{j}+P_{j} D(E) P_{i}}{\sigma_{i}-\sigma_{j}}$.
Hence, we have that

$$
\begin{equation*}
L(E)=\left(\sum_{i \in\{a, \ldots, b\}} \sum_{j \notin\{a, \ldots, b\}}+\sum_{i \in\{-b, \ldots,-a\}} \sum_{j \notin\{-b, \ldots,-a\}}\right) \frac{P_{i} D(E) P_{j}+P_{j} D(E) P_{i}}{\sigma_{i}-\sigma_{j}} . \tag{67}
\end{equation*}
$$

Note that for any $i$ such $|i| \in\{a, \ldots, b\}$ and any $|j| \notin\{a, \ldots, b\}$ Equations (61) and (62) imply

$$
\left(\begin{array}{ll}
O_{n \times p} & \left.\left(I-V V^{T}\right)\right) P_{i} D(E) P_{j}\binom{O_{n \times p}}{V_{a: b}}=0 . . . . . .
\end{array}\right.
$$

Together with Equation (59), we have that

$$
\begin{aligned}
L_{a: b}= & \left(\sum_{i \in\{a, \ldots, b\}} \sum_{j \notin\{a, \ldots, b\}}+\sum_{i \in\{-b, \ldots,-a\}} \sum_{j \notin\{-b, \ldots,-a\}}\right)\left(O_{n \times p} \quad\left(I-V V^{T}\right)\right) \frac{P_{j} D(E) P_{i}}{\sigma_{i}-\sigma_{j}}\binom{O_{n \times p}}{V_{a: b}} \\
& =\left(\sum_{i \in\{a, \ldots, b\}}+\sum_{i \in\{-b, \ldots,-a\}}\right) \sum_{j>k}\left(O_{n \times p}\left(I-V V^{T}\right)\right) \frac{P_{j} D(E) P_{i}}{\sigma_{i}}\binom{O_{n \times p}}{V_{a: b}},
\end{aligned}
$$

where in the last equation, we used Equation (60). Recall that for all $i \leq k$, $\sigma_{-i}=-\sigma_{i}$. This yields

$$
\begin{aligned}
L_{a: b} & =\sum_{i \in\{a, \ldots, b\}} \frac{1}{\sigma_{i}}\left(O_{n \times p}\left(I-V V^{T}\right)\right)\left(\sum_{j>k} P_{j}\right) D(E)\left(P_{i}-P_{-i}\right)\binom{O_{n \times p}}{V_{a: b}} \\
& =\sum_{i \in\{a, \ldots, b\}} \frac{1}{\sigma_{i}}\left(O_{n \times p} \quad\left(I-V V^{T}\right)\right)\left(\sum_{j>k} P_{j}\right)\left(\begin{array}{cc}
O & E \\
E^{T} & O
\end{array}\right)\left(\begin{array}{cc}
O & u_{i} v_{i}^{T} \\
v_{i}^{T} u_{i} & O
\end{array}\right)\binom{O_{n \times p}}{V_{a: b}} \\
& =\sum_{i \in\{a, \ldots, b\}} \frac{1}{\sigma_{i}}\left(O_{n \times p}\left(I-V V^{T}\right)\right)\left(\sum_{j>k} P_{j}\right)\binom{O_{p \times n}}{I_{n \times n}} E^{T} u_{i} v_{i}^{T} V_{a: b} \\
& =\sum_{i \in\{a, \ldots, b\}} \frac{1}{\sigma_{i}}\left(I-V V^{T}\right) E^{T} u_{i} v_{i}^{T} V_{a: b .} .
\end{aligned}
$$

where the last equation is due to Equation (63). This implies

$$
\begin{align*}
S_{a: b} & =\left(I-V V^{T}\right)\left(\hat{V}_{a: b} \hat{V}_{a: b}^{T}-V_{a: b} V_{a: b}^{T}\right) V_{a: b}-L_{a: b} \\
& =\left(\begin{array}{ll}
O_{n \times p} & \left.\left(I-V V^{T}\right)\right) S(E)\binom{O_{n \times p}}{V_{a: b}} .
\end{array} .\right. \tag{68}
\end{align*}
$$

Step 3. In the final step, we are going to upper bound $\left\|S_{a: b}\right\|$ via the above formula. By Equation (64), for any $\eta \in \gamma^{+}$or $\eta \in \gamma^{-}$, we have that

$$
\begin{equation*}
\left\|R_{M}(\eta)\right\| \leq \frac{2}{g_{a: b}} \tag{69}
\end{equation*}
$$

Moreover, we have that

$$
\left|\gamma^{+}\right|=\left|\gamma^{-}\right| \leq 2\left(\sigma_{a}-\sigma_{b}\right)+\pi g_{a: b}
$$

Recall the definition of $S(E)$ in Equation (58). Note that $\|D(E)\|=\|E\|$.

- Under the assumption that $\|E\| \leq g_{a: b} / 4$, we have that

$$
\begin{aligned}
\left\|S_{a: b}\right\| & \leq\|S(E)\| \leq \frac{\left|\gamma^{+}\right|+\left|\gamma^{-}\right|}{2 \pi} \sum_{j=2}^{\infty}\left\|R_{M}(\eta)\right\|^{j+1}\|D(E)\|^{j} \\
& \leq \frac{2\left(\sigma_{a}-\sigma_{b}\right)+\pi g_{a: b}}{\pi}\|E\|^{2}\left(\frac{2}{g_{a: b}}\right)^{3} \sum_{j=0}^{\infty}\|E\|^{j}\left(\frac{2}{g_{a: b}}\right)^{j} \\
& \leq\left(\frac{16\left(\sigma_{a}-\sigma_{b}\right)}{\pi g_{a: b}}+8\right) \frac{\|E\|^{2}}{g_{a: b}^{2}} \sum_{j=0}^{\infty}\|E\|^{j}\left(\frac{2}{g_{a: b}}\right)^{j} \\
& \leq\left(\frac{32\left(\sigma_{a}-\sigma_{b}\right)}{\pi g_{a: b}}+16\right) \frac{\|E\|^{2}}{g_{a: b}^{2}} .
\end{aligned}
$$

- If $\|E\|>g_{a: b} / 4$, by Equation (68) we have that

$$
\left\|S_{a: b}\right\| \leq\left\|\hat{V}_{a: b} \hat{V}_{a: b}^{T}-V_{a: b} V_{a: b}^{T}\right\|+\left\|L_{a: b}\right\|
$$

The first term can be trivially upper bounded by 2 . By the definition of $\left\|L_{a: b}\right\|$, the second term

$$
\left\|L_{a: b}\right\|=\left\|\left(I-V V^{T}\right) E^{T}\left(\sum_{i \in\{a, \ldots, b\}} \frac{1}{\sigma_{i}} u_{i} v_{i}^{T}\right) V_{a: b}\right\| \leq \frac{\|E\|}{\min _{i \in\{a, \ldots, b\}} \sigma_{i}} \leq \frac{\|E\|}{g_{a: b}}
$$

Hence, we finally obtain that

$$
\left\|S_{a: b}\right\| \leq 2+\frac{\|E\|}{g_{a: b}} \leq 16 \frac{\|E\|^{2}}{g_{a: b}^{2}} .
$$

The very last thing is to prove Lemma D.2.
Proof of Lemma D.2. We follow the same decomposition and notation as in the proof of D.1. Recall the definition of $\hat{P}$ and $P$ in Equation (50). In Equation (56), we have

$$
\hat{P}-P=L(E)+S(E)
$$

where $L(E)$ and $S(E)$ are defined in Equation (57) and Equation (58), respectively. Define $\hat{P}^{\prime}, L\left(E^{\prime}\right), S\left(E^{\prime}\right)$ in the same manner for $M^{\prime}$. Then we have

$$
S\left(E^{\prime}\right)-S(E)=\hat{P}^{\prime}-\hat{P}-\left(L\left(E^{\prime}\right)-L(E)\right)
$$

As a consequence, by Equation (68)

$$
\left.\begin{array}{rl}
S_{a: b}\left(E^{\prime}\right)-S_{a: b}(E)= & \left(\begin{array}{ll}
O_{n \times p} & \left.\left(I-V V^{T}\right)\right)\left(S\left(E^{\prime}\right)-S(E)\right.
\end{array}\right)\binom{O_{n \times p}}{V_{a: b}} \\
= & \left(\begin{array}{ll}
O_{n \times p} & \left(I-V V^{T}\right)
\end{array}\right)\left(\hat{P}^{\prime}-\hat{P}\right.
\end{array}\right)\binom{O_{n \times p}}{V_{a: b}} .
$$

In the proof of Lemma D.1, we study the perturbation between $\hat{P}$ and $P$. By the exactly the same argument, we can study the perturbation between $\hat{P}^{\prime}$ and $\hat{P}$. Analogous to Equation (56), we have that

$$
\hat{P}^{\prime}-\hat{P}=\hat{L}\left(E^{\prime}-E\right)+\hat{S}\left(E^{\prime}-E\right),
$$

where

$$
\begin{align*}
\hat{L}\left(E^{\prime}-E\right)= & \frac{1}{2 \pi i} \oint_{\gamma^{+}} R_{\hat{M}}(\eta) D\left(E^{\prime}-E\right) R_{\hat{M}}(\eta) d \eta \\
& +\frac{1}{2 \pi i} \oint_{\gamma^{-}} R_{\hat{M}}(\eta) D\left(E^{\prime}-E\right) R_{\hat{M}}(\eta) d \eta \tag{71}
\end{align*}
$$

and

$$
\begin{aligned}
\hat{S}\left(E^{\prime}-E\right)= & -\frac{1}{2 \pi i} \oint_{\gamma^{+}} \sum_{j=2}^{\infty}(-1)^{j}\left[R_{\hat{M}}(\eta) D\left(E^{\prime}-E\right)\right]^{j} R_{\hat{M}}(\eta) d \eta \\
& -\frac{1}{2 \pi i} \oint_{\gamma^{-}} \sum_{j=2}^{\infty}(-1)^{j}\left[R_{\hat{M}}(\eta) D\left(E^{\prime}-E\right)\right]^{j} R_{\hat{M}}(\eta) d \eta
\end{aligned}
$$

with $\gamma^{+}, \gamma^{-}$defied in Equation (52) and Equation (53) As a result,

$$
\begin{aligned}
& S_{a: b}\left(E^{\prime}\right)-S_{a: b}(E)=\left(\begin{array}{ll}
O_{n \times p} & \left.\left(I-V V^{T}\right)\right) \hat{S}\left(E^{\prime}-E\right.
\end{array}\right)\binom{O_{n \times p}}{V_{a: b}} \\
& +\left(\begin{array}{ll}
O_{n \times p} & \left.\left(I-V V^{T}\right)\right)\left(\hat{L}\left(E^{\prime}-E\right)-\left(L\left(E^{\prime}\right)-L(E)\right)\right.
\end{array}\right)\binom{O_{n \times p}}{V_{a: b}},
\end{aligned}
$$

which implies

$$
\begin{equation*}
\left\|S_{a: b}\left(E^{\prime}\right)-S_{a: b}(E)\right\| \leq\left\|\hat{S}\left(E^{\prime}-E\right)\right\|+\left\|\hat{L}\left(E^{\prime}-E\right)-\left(L\left(E^{\prime}\right)-L(E)\right)\right\| \tag{72}
\end{equation*}
$$

We are going to establish upper bounds on the two terms individually.
Step 1. For the term related to $\hat{L}, L$, note that by Equation (57), Equation (71) and the fact $D\left(E^{\prime}-E\right)=D\left(E^{\prime}\right)-D(E)$, we have

$$
\begin{aligned}
& \hat{L}\left(E^{\prime}-E\right)-\left(L\left(E^{\prime}\right)-L(E)\right) \\
& =\frac{1}{2 \pi i} \oint_{\gamma^{+}}\left(R_{\hat{M}}(\eta) D\left(E^{\prime}-E\right) R_{\hat{M}}(\eta) d \eta-R_{M}(\eta) D\left(E^{\prime}-E\right) R_{M}(\eta)\right) d \eta \\
& \quad+\frac{1}{2 \pi i} \oint_{\gamma^{-}}\left(R_{\hat{M}}(\eta) D\left(E^{\prime}-E\right) R_{\hat{M}}(\eta) d \eta-R_{M}(\eta) D\left(E^{\prime}-E\right) R_{M}(\eta)\right) d \eta .
\end{aligned}
$$

By Weyl's inequality (Theorem 4.3.1 of [28]), we have $\left|\hat{\sigma}_{i}-\sigma_{i}\right| \leq\|E\|, \forall i \in$ $[p \wedge n]$. Under the assumption that $\|E\| \leq g_{a: b} / 4$, the minimum distance between $\gamma^{+}, \gamma^{-}$to the points $\left\{\left(\hat{\sigma}_{i}, 0\right)\right\}$ is at least $g_{a: b} / 2-\|E\| \geq g_{a: b} / 4$, for all $i \in[p \wedge n]$. Similar to Equation (69), we obtain that

$$
\left\|R_{\hat{M}}(\eta)\right\| \leq \frac{4}{g_{a: b}}, \forall \eta \in \gamma^{+}, \gamma^{-} .
$$

Then, together with the fact that $\left\|D\left(E^{\prime}-E\right)\right\|=\left\|E^{\prime}-E\right\|$, we have that

$$
\begin{aligned}
& \left\|\oint_{\gamma^{+}}\left(R_{\hat{M}}(\eta) D\left(E^{\prime}-E\right) R_{\hat{M}}(\eta) d \eta-R_{M}(\eta) D\left(E^{\prime}-E\right) R_{M}(\eta)\right) d \eta\right\| \\
& \leq\left\|\oint_{\gamma^{+}} R_{\hat{M}}(\eta) D\left(E^{\prime}-E\right)\left(R_{\hat{M}}(\eta)-R_{M}(\eta)\right) d \eta\right\|+\left\|\oint_{\gamma^{+}}\left(R_{\hat{M}}(\eta)-R_{M}(\eta)\right) D\left(E^{\prime}-E\right) R_{M}(\eta) d \eta\right\| \\
& \leq \frac{8\left|\gamma^{+}\right|}{g_{a_{b}}}\left\|E^{\prime}-E\right\| \sup _{\eta \in \gamma^{+}}\left\|R_{\hat{M}}(\eta)-R_{M}(\eta)\right\|
\end{aligned}
$$

Moreover, by the expansion of the resolvent into a Neumann series in (55), we have that

$$
\begin{aligned}
\left\|R_{\hat{M}}(\eta)-R_{M}(\eta)\right\| & \leq \sum_{j=1}^{\infty}\left(\left\|R_{M}(\eta)\right\|\|E\|\right)^{j}\left\|R_{M}(\eta)\right\| \leq\left\|R_{M}(\eta)\right\|^{2}\|E\| \sum_{j=0}^{\infty}\left(\left\|R_{M}(\eta)\right\|\|E\|\right)^{j} \\
& \leq \frac{8\|E\|}{g_{a: b}^{2}}, \forall \eta \in \gamma^{+}
\end{aligned}
$$

where the last inequality is due to Equation (69). Hence, as $\left|\gamma^{+}\right| \leq \pi g_{a: b}+$ $2\left(\sigma_{a}-\sigma_{b}\right)$, we have

$$
\begin{aligned}
& \left\|\oint_{\gamma^{+}}\left(R_{\hat{M}}(\eta) D\left(E^{\prime}-E\right) R_{\hat{M}}(\eta) d \eta-R_{M}(\eta) D\left(E^{\prime}-E\right) R_{M}(\eta)\right) d \eta\right\| \\
& \leq 64\left(\pi+\frac{2\left(\sigma_{a}-\sigma_{b}\right)}{g_{a: b}}\right) \frac{\|E\|\left\|E^{\prime}-E\right\|}{g_{a: b}^{2}}
\end{aligned}
$$

The same result holds for the other integral over $\gamma^{-}$. Hence, we obtain that

$$
\left\|\hat{L}\left(E^{\prime}-E\right)-\left(L\left(E^{\prime}\right)-L(E)\right)\right\| \leq 64\left(1+\frac{2\left(\sigma_{a}-\sigma_{b}\right)}{\pi g_{a: b}}\right) \frac{\|E\|\left\|E^{\prime}-E\right\|}{g_{a: b}^{2}} .
$$

Step 2. For the term related to $\hat{S}$, we bound it analogously as in the proof of Lemma D.1. Following Equation (70), we have that

$$
\left\|\hat{S}\left(E^{\prime}-E\right)\right\| \leq 64\left(\frac{32\left(\sigma_{a}-\sigma_{b}\right)}{\pi g_{a: b}}+16\right) \frac{\left\|E^{\prime}-E\right\|^{2}}{g_{a: b}^{2}}
$$

Combining the above result together and by Equation (72), we have that

$$
\left\|S_{a: b}\left(E^{\prime}\right)-S_{a: b}(E)\right\| \leq 1024\left(1+\frac{\sigma_{a}-\sigma_{b}}{g_{a: b}}\right) \frac{\max \left\{\|E\|,\left\|E^{\prime}\right\|\right\}}{g_{a: b}^{2}}\left\|E-E^{\prime}\right\|
$$
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