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This paper studies the optimal rate of estimation in a finite Gaussian lo-
cation mixture model in high dimensions without separation conditions. We
assume that the number of components k is bounded and that the centers lie in
a ball of bounded radius, while allowing the dimension d to be as large as the
sample size n. Extending the one-dimensional result of Heinrich and Kahn
[38], we show that the minimax rate of estimating the mixing distribution in
Wasserstein distance is Θ((d/n)1/4 + n−1/(4k−2)), achieved by an esti-
mator computable in time O(nd2 + n5/4). Furthermore, we show that the
mixture density can be estimated at the optimal parametric rate Θ(

√
d/n)

in Hellinger distance and provide a computationally efficient algorithm to
achieve this rate in the special case of k = 2.

Both the theoretical and methodological development rely on a careful ap-
plication of the method of moments. Central to our results is the observation
that the information geometry of finite Gaussian mixtures is characterized by
the moment tensors of the mixing distribution, whose low-rank structure can
be exploited to obtain a sharp local entropy bound.

1. Introduction. Mixture models are useful tools for dealing with heterogeneous data.
A mixture model posits that the data are generated from a collection of sub-populations, each
governed by a different distribution. The Gaussian mixture model is one of the most widely
studied mixture models because of its simplicity and wide applicability; however, optimal
rates of both parameter and density estimation in this model are not well understood in high
dimensions. Consider the k-component Gaussian location mixture model in d dimensions:

(1.1) X1, . . . ,Xn
i.i.d.∼

k∑
j=1

wjN(µj , σ
2Id),

where µj ∈Rd and wj ≥ 0 are the center and the weight of the jth component, respectively,
with

∑k
j=1wj = 1. Here the scale parameter σ2 and k as an upper bound on the number of

components are assumed to be known; for simplicity, we assume that σ2 = 1. Equivalently,
we can view the Gaussian location mixture (1.1) as the convolution

(1.2) PΓ ≜ Γ ∗N(0, Id)

between the standard normal distribution and the mixing distribution

(1.3) Γ=

k∑
j=1

wjδµj
,
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which is a k-atomic distribution on Rd.
For the purpose of estimation, the most interesting regime is one in which the centers lie

in a ball of bounded radius and are allowed to overlap arbitrarily. In this case, consistent
clustering is impossible but the mixing distribution and the mixture density can nonetheless
be accurately estimated. Indeed, [15, 38] provided optimal convergence rates for general
one-dimensional mixtures, including Gaussian location mixtures, under weak conditions,
while [81] proposed a practical algorithm that achieves the optimal rate specifically for one-
dimensional Gaussian mixtures. This paper extends the procedure and results in [81] to high
dimensions.

1.1. Main results. We start by defining the relevant parameter space. Let Gk,d denote the
collection of k-atomic distributions supported on a ball of radius R in d dimensions,1 i.e.,

(1.4) Gk,d ≜

Γ=

k∑
j=1

wjδµj
: µj ∈Rd,∥µj∥2 ≤R,wj ≥ 0,

k∑
j=1

wj = 1

 ,

where ∥·∥2 denotes the Euclidean norm. Throughout the paper, R is assumed to be an ab-
solute constant. The corresponding collection of k-Gaussian mixtures (k-GMs) is denoted
by

(1.5) Pk,d = {PΓ : Γ ∈ Gk,d}, PΓ =Γ ∗N(0, Id).

Let ϕd(x) = (2π)−d/2e−∥x∥2
2/2 denote the standard normal density in d dimensions. Then the

density of PΓ is given by

(1.6) pΓ(x) =

k∑
j=1

wjϕd (x− µj) .

We first discuss the problem of parameter estimation. The distribution (1.1) has kd+k−1
parameters: µ1, . . . , µk ∈ Rd and w1, . . . ,wk that sum up to one. Without extra assump-
tions such as separation between centers or a lower bound on the weights, estimating in-
dividual parameters is clearly impossible; nevertheless, estimation of the mixing distribution
Γ =

∑
wiδµi

is always well-defined. Reframing the parameter estimation problem in terms
of estimating the mixing distribution allows for the development of a meaningful statistical
theory in an assumption-free framework [38, 81] since the mixture model is uniquely identi-
fied through the mixing distribution.

For mixture models and deconvolution problems, the Wasserstein distance is a natural and
commonly-used loss function ([15, 61, 39, 40, 38, 81]). For q ≥ 1, the q-Wasserstein distance
(with respect to the Euclidean distance) is defined as

(1.7) Wq(Γ,Γ
′)≜

(
inf E

∥∥U −U ′∥∥q
2

) 1

q ,

where the infimum is taken over all couplings of Γ and Γ′, i.e., joint distributions of random
vectors U and U ′ with marginals Γ and Γ′, respectively. We will mostly be concerned with
the case of q = 1, although the W2-distance will make a brief appearance in the proofs.
In one dimension, the W1-distance coincides with the L1-distance between the cumulative
distribution functions [79]. For multivariate distributions, there is no closed-form expression,

1If the mixing distributions have unbounded support, the minimax risk under the Wasserstein distance is
infinite (see [81, Sec. 4.4]).
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and the W1-distance can be computed by linear programming. In the widely-studied case of
the symmetric 2-GM in which

(1.8) Pµ =
1

2
N(µ, Id) +

1

2
N(−µ, Id),

the mixing distribution is Γµ = 1
2(δ−µ + δµ), and the Wasserstein distance coincides with

the commonly-used loss function W1(Γµ,Γµ′) = min{∥µ− µ′∥2,∥µ+ µ′∥2}. In this paper
we do not postulate any separation conditions or any lower bound on the mixing weights;
nevertheless, given such assumptions, statistical guarantees in W1-distance can be translated
into those for the individual parameters cf. [81, Lemma 1].

For general k-GMs in one dimension where k ≥ 2 is a constant, the minimax W1-rate
of estimating the mixing distribution is n−1/(4k−2), achieved by a minimum W1-distance
estimator [38] or the Denoised Method of Moments (DMM) approach [81]. This is the
worst-case rate in the absence of any separation assumptions. In the case where the cen-
ters can be grouped into k0 clusters each separated by a constant, the optimal rate improves
to n−1/(4(k−k0)+2), which reduces to the parametric rate n−1/2 in the fully separated case.

Given the one-dimensional result, it is reasonable to expect that the d-dimensional rate
is given by (d/n)1/(4k−2). This conjecture turns out to be incorrect, as the following result
shows.

THEOREM 1.1 (Estimating the mixing distribution). Let k ≥ 2 and PΓ be the k-GM
defined in (1.2). Given n i.i.d. observations from PΓ, the minimax risk of estimating Γ over
the class Gk,d satisfies

(1.9) inf
Γ̂

sup
Γ∈Gk,d

EΓW1(Γ̂,Γ) ≍k

(
d

n

)1/4

∧ 1 +

(
1

n

)1/(4k−2)

,

where the notation ≍k means that both sides agree up to constant factors depending only on
k. Furthermore, if n≥ d, there exists an estimator Γ̂, computable inO(nd2)+Ok(n

5/4) time,
and an absolute constant C , such that for any Γ ∈ Gk,d and any 0< δ < 1

2 , with probability
at least 1− δ,

(1.10) W1(Γ̂,Γ)≤C

(
√
k

(
d

n

)1/4

+ k5
(
1

n

)1/(4k−2)
√

log
1

δ

)
.

The estimator in Theorem 1.1 achieves the minimax rate in the worst-case scenario where
no lower bounds on the weights or separation or weights are imposed. While the main aim of
this result is to demonstrate the achievability of the optimal rate in time that is polynomial in
n and d for constant k, this estimator involves an exhaustive grid search and is far from being
practical except for small k as the hidden constant depends on k as kk

2

. Finding a practical
algorithm that provably achieves the optimal rate in Theorem 1.1 in the worst case remains
an outstanding question.

We now explain the intuition behind the minimax rate (1.9). The atoms µ1, . . . , µk of Γ
span a subspace V in Rd of dimension at most k. We can identify Γ with this subspace
and its projection therein, which is a k-atomic mixing distribution in k dimensions. This
decomposition motivates a two-stage procedure which achieves the optimal rate (1.9):

• First, estimate the subspace V by principal component analysis (PCA), then project the
d-dimensional data onto the learned subspace. Since we do not impose any spectral gap
assumptions, standard perturbation theory cannot be directly applied; instead, one needs
to control the Wasserstein loss incurred by the subspace estimation error, which turns out
to be (d/n)1/4.
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• Having reduced the problem to k dimensions, a relevant notion is the sliced Wasserstein
distance [64, 20, 63], which measures the distance of multivariate distributions by the
maximal W1-distance of their one-dimensional projections. We show that for k-atomic
distributions in Rk, the ordinary and the sliced Wasserstein distance are comparable up
to constant factors depending only on k. This allows us to construct an estimator for a
k-dimensional mixing distribution whose one-dimensional projections are simultaneously
close to their estimates. We shall see that the resulting error is n−1/(4k−2), exactly as in the
one-dimensional case.

Overall, optimal estimation in the general case is as hard as the special cases of d-
dimensional symmetric 2-GM [82] and 1-dimensional k-GM [38, 81]. From (1.9), we see
that there is a threshold d∗ = n(2k−3)/(2k−1) (e.g., d∗ = n1/3 for k = 2). For d > d∗, the rate
is governed by the subspace estimation error; otherwise, the rate is dominated by the error
of estimating the low-dimensional mixing distribution. Note that Theorem 1.1 pertains to the
optimal rate in the worst case. A faster rate is expected when the components are better sep-
arated, such as a parametric rate when the centers are separated by a constant, which, in one
dimension, can be adaptively achieved by the estimators in [38, 81]. However, adaptation
to the separation between components in d dimensions remains an open problem; see the
discussion in Section 6.

We note that the idea of using linear projections to reduce a multivariate Gaussian mixture
to a univariate one has been previously explored in the context of parameter and density
estimation (e.g., [60, 35, 2, 52, 81]); nevertheless, none of these results achieves the precision
needed for attaining the optimal rate in Theorem 1.1. In particular, to avoid the unnecessary
logarithmic factors, we use the denoised method of moments (DMM) algorithm introduced
in [81] to simultaneously estimate many one-dimensional projections, which is amenable to
sharp analysis via chaining techniques.

Next we discuss the optimal rate of density estimation for high-dimensional Gaussian mix-
tures, measured in the Hellinger distance. For distributions P and Q, let p and q denote their
respective densities with respect to some dominating measure µ. The squared Hellinger dis-

tance between P and Q is H2(P,Q)≜
∫ (√

p(x)−
√
q(x)

)2
µ(dx). In this work, we focus

on proper learning, in which the estimated density is required to be a k-GM. While there
is no difference in the minimax rates for proper and improper density estimators, compu-
tationally the former is more challenging as it is not straightforward to find the best k-GM
approximation to an improper estimate.

THEOREM 1.2 (Density estimation). Let PΓ be as in (1.2). Then the minimax risk of
estimating PΓ over the class Pk,d satisfies:

inf
P̂

sup
Γ∈Gk,d

EΓH(P̂ ,PΓ)≍k

√
d

n
∧ 1.(1.11)

Furthermore, there exists a proper density estimate PΓ̂ and a positive constant C not de-
pending on PΓ such that for any Γ ∈ Gk,d and any 0 < δ < 1

2 , with PΓ-probability at least
1− δ,

(1.12) H(PΓ̂, PΓ)≤C

√
k4d+ (2k)2k+2

n
log

1

δ
.

Theorem 1.2, which follows a long line of research, is the first result we know of that
establishes the sharp rate without logarithmic factors. The parametric rate Ok(

√
d/n) can be

anticipated by noting that the model (1.1) is a smooth parametric family with k(d+ 1)− 1
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parameters. Justifying this heuristic, however, is not trivial, especially in high dimensions. To
this end, we apply the Le Cam-Birgé construction of estimators from pairwise tests, which,
as opposed to the analysis of the maximum likelihood estimator (MLE) based on bracketing
entropy [77, 58, 32, 39], relies on bounding the local Hellinger entropy without brackets. By
doing so, we also avoid the logarithmic slack in the existing result for the MLE; see Section 6
for more discussion.

The celebrated result of Le Cam-Birgé [51, 12, 13] shows that if the local covering number
(the minimum number of Hellinger-balls of radius δ that cover any Hellinger-ball of radius ϵ)
is at most ( ϵδ )

O(D), then there exists a density estimate that achieves a squared Hellinger risk
O
(
D
n

)
. Here the crucial parameter D is known as the doubling dimension (or the Le Cam

dimension [76]), which serves as the effective number of parameters. In order to apply the
theory of Le Cam-Birgé, we need to show that the doubling dimension of Gaussian mixtures
is at most Ok(d).

Bounding the local entropy requires a sharp characterization of the information geometry
of Gaussian mixtures, for which the moment tensors play a crucial role. To explain this, we
begin with an abstract setting: Consider a parametric model {Pθ : θ ∈Θ}, where the param-
eter space Θ is a subset of the D-dimensional Euclidean space. We say a parameterization is
good if the Hellinger distance satisfies the following dimension-free bound:

(1.13) C0∥θ− θ′∥ ≤H(Pθ, Pθ′)≤C1∥θ− θ′∥,

for some norm ∥ · ∥ and constants C0,C1. The two-sided bound (1.13) leads to the desired
result on the local entropy in the following way. First, given any Pθ in an ϵ-Hellinger neigh-
borhood of the true density Pθ∗ , the lower bound in (1.13) localizes the parameter θ in an
O(ϵ)-neighborhood (in ∥ · ∥-norm) of the true parameter θ∗, which, thanks to the finite di-
mensionality, can be covered by at most ( ϵδ )

O(D) δ-balls. Then the upper bound in (1.13)
shows that this covering constitutes an O(δ)-covering for the Hellinger ball.

While satisfied by many parametric families, notably the Gaussian location model, (1.13)
fails for their mixtures if we adopt the natural parametrization (in terms of the centers
and weights), as shown by the simple counterexample of the symmetric 2-GM where
Pθ =

1
2N(−θ,1) + 1

2N(θ,1), with |θ| ≤ 1. Indeed, it is easy to show that [82]:

|θ− θ′|2 ≲H(Pθ, Pθ′)≲ |θ− θ′|,

which is tight since the lower and upper bound are achieved when θ′ → θ and for θ = 0 and
say θ = 0.1, respectively. The behavior of the lower bound can be attributed to the zero Fisher
information at θ = 0. The importance of a two-sided comparison result like (1.13) and the
difficulty in Gaussian mixtures were recognized by [27, 26] in their study of the local entropy
of mixture models. See Section 4 for detailed discussion.

It turns out that for Gaussian mixture model (1.2), a good parametrization satisfying (1.13)
is provided by the moment tensors. The degree-ℓ moment tensor of the mixing distribution Γ
is the symmetric tensor

(1.14) Mℓ(Γ)≜ EU∼Γ[U
⊗ℓ] =

k∑
j=1

wjµ
⊗ℓ
j .

It can be shown that any k-atomic distribution is uniquely determined by its first 2k− 1 mo-
ment tensors M2k−1(Γ) = [M1(Γ), . . . ,M2k−1(Γ)]. Consequently, moment tensors provides
a valid parametrization of the k-GM in the sense that M2k−1(Γ) =M2k−1(Γ

′) if and only
if PΓ = PΓ′ . At the heart of our proof of Theorem 1.2 is the following robust version of this
identifiability result:

(1.15) H2(PΓ, PΓ′)≍k

∥∥M2k−1(Γ)−M2k−1(Γ
′)
∥∥2
F
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which shows that the Hellinger distance between k-GMs are characterized by the Euclidean
distance of their moment tensors up to dimension-free constant factors. Furthermore, the
same result also holds for the Kullback-Leibler (KL) and the χ2 divergences. See Section 4.1
for details.

Note that moment tensors appear to be a gross overparameterization of Gk,d since the
original number of parameters is only kd+ k − 1 as compared to the size dΘ(k) of moment
tensors. The key observation is that the moment tensors (1.14) for k-atomic distributions are
naturally low rank, so that the effective dimension remains Θ(kd). This observation underlies
tensor decomposition methods for learning mixture models [4, 42]; here we use it for the
information-theoretic purpose of bounding the local metric entropy of Gaussian mixtures.

Results similar to (1.15) were previously shown in [9] for the problem of multiple-
reference alignment, a special case of Gaussian mixtures with mixing distribution being
uniform over the cyclic shifts of a given vector. The crucial difference is that the charac-
terization (1.15) involves moments tensors of degree at most 2k − 1, while [9, Theorem 9]
involves all moments.

The Le Cam-Birgé construction used to show Theorem 1.2 does not result in a computa-
tionally efficient estimator. In Section 4.3, we provide a variant of the algorithm in Section 3
that runs in nO(k) time which achieves the suboptimal rate of Ok((d/n)1/4) for general k-
GM (Theorem 4.7). Though not optimal, this result nonetheless improves the state of the
art of [2] by logarithmic factors. Furthermore, in the special case of 2-GM, a slightly mod-
ified estimator is shown to achieve the optimal rate of O(

√
d/n) (Theorem 4.8). Finding a

polynomial-time algorithm achieving the optimal rate in Theorem 1.2 for all k is an open
problem.

1.2. Related work. There is a vast literature on Gaussian mixtures; see [54, 38, 81] and
the references therein for an overview. In one dimension, fast algorithms and optimal rates
of convergence have already been achieved for both parameter and density estimation by,
e.g., [81]. We therefore focus the following discussion on multivariate Gaussian mixtures, in
both low and high dimensions.

Parameter estimation. For statistical rates, [39, Theorem 1.1] and [40, Theorem 4.3] ob-
tained convergence rates for mixing distribution estimation in Wasserstein distances for low-
dimensional location-scale Gaussian mixtures, both over- and exact-fitted. Their rates for
over-fitted mixtures are determined by algebraic dependencies among a set of polynomial
equations whose order depends on the level of overfitting and identifiability of the model; the
rates are potentially much slower than n−1/2. The estimator analyzed in [39, 40] is the MLE,
which involves non-convex optimization and is typically approximated by the Expectation-
Maximization (EM) algorithm.

In the computer science literature, a long line of research starting with [18] has devel-
oped fast algorithms for individual parameter estimation in multivariate Gaussian mixtures
under fairly weak separation conditions, see, e.g., [78, 6, 11, 45, 60, 42, 35, 41]. Since these
works focus on individual parameter estimation, some separation assumption on the mixing
distribution is necessary.

Density estimation. Computational issues aside, there are several recent works address-
ing the minimax rate of density estimation for Gaussian mixtures. In low dimensions, an
O(
√

logn/n)-Hellinger guarantee for the MLE is obtained for finite Gaussian mixtures
[39, 40]. The near-optimal rate for high-dimensional location-scale mixtures was obtained
recently in [7]. This work also provides a total variation guarantee of Õ(

√
kd/n) for location

mixtures, where Õ hides polylogarithmic factors, as compared to the sharp result in Theo-
rem 1.2. The algorithm in [7] runs in time that is exponential in d.
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To our knowledge, there is no polynomial-time algorithm that achieves the sharp density
estimation guarantee in Theorem 1.2 (or the slightly suboptimal rate in [7]), even for constant
k. The works of [45, 60] showed that their polynomial-time parameter estimation algorithms
also provide density estimators without separation conditions, but the resulting rates of con-
vergence are far from optimal. [23, 2, 52] provided polynomial-time algorithms for density
estimation with improved statistical performance. In particular, [2] obtained an algorithm that
runs in time Õk(n2d+d2(n/d)3k

2/4) and achieves a total variation error of Õ((d/n)1/4). The
running time was further improved in [52], which achieves the rate Õ((d/n)1/6) for 2-GM.

Nonparametric mixtures. The above-mentioned works all focus on finite mixtures, which is
also the scenario considered in this paper. A related strain of research (e.g., [28, 32, 83, 70])
studies the so-called nonparametric mixture model, in which the mixing distribution Γ may
be an arbitrary probability measure.

In this case, the nonparametric maximum likelihood estimator (known as the NPMLE)
entails solving a convex (but infinite-dimensional) optimization problem, which, in principle,
can be solved by discretization [48]. For statistical rates, it is known that in one dimension,
the optimal L2-rate for density estimation is Θ((logn)1/4/

√
n) and the Hellinger rate is at

least Ω(
√

logn/n) [43, 47], which shows that the parametric rate (1.11) is only achievable
for finite mixture models. For the NPMLE, [83] proved the Hellinger rate of O(logn/

√
n) in

one dimension; this was extended to the multivariate case by [70]. In particular, [70, Theorem
2.3] obtained a Hellinger rate of Cd

√
k(logn)d+1/n for the NPMLE when the true model

is a k-GM. In high dimensions, this is highly suboptimal compared to the parametric rate in
(1.11), although the dependency on k is optimal.

Bayesian methods. There is a rich literature on the asymptotic behavior of the posterior
distribution of mixture models in Bayesian settings. Analysis of the posterior in Wasser-
stein distance, for both finite and infinite Dirichlet-process mixture models, was investigated
[62], which provides posterior contraction rates under various conditions. Asymptotic pos-
terior contraction rates, both under Dirichlet process priors and in more general Bayesian
nonparametric settings, were considered for instance in [29, 30, 72, 31, 71]. [32], mentioned
previously for its maximum likelihood results, also considered rates of contraction for infinite
Gaussian mixtures in a Bayesian nonparametric setting.

For overfitted mixtures in multiple dimensions, where an upper bound on the number of
components is known, [68, Theorem 1] showed that with a Dirichlet prior with sufficiently
small hyperparameters, and under certain regularity conditions, the redundant weights vanish
at a near n−1/2 rate under the posterior. Classical posterior contraction results under Dirichlet
process priors do not in fact show that the posteriors converge to distributions with the correct
number of components, and a standard practice for inferring the number of components was
demonstrated to be inconsistent in [59]. This, however, can be corrected by a post-processing
procedure in [33], which moreover provides an alternative prior that yields both posterior
contraction at the correct rate and convergence to the correct number of components.

1.3. Organization. The rest of the paper is organized as follows. Section 3 presents a
polynomial-time algorithm for estimating the mixing distribution and provides the theoretical
justification for Theorem 1.1. Section 4 introduces the necessary background on moment
tensors and proves the optimal rate of density estimation in Theorem 1.2. Section 5 provides
simulations that support the theoretical results. Section 6 provides further discussion on the
connections between this work and the Gaussian mixture literature.

2. Notation. Let [n] ≜ {1, . . . , n}. Let Sd−1 and ∆d−1 denote the unit sphere and the
probability simplex in Rd, respectively. Let ej be the vector with a 1 in the jth coordinate
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and zeros elsewhere. For a matrix A, let ∥A∥2 = supx:∥x∥
2
=1 ∥Ax∥2 and ∥A∥2F = tr(A⊤A).

For two positive sequences {an},{bn}, we write an ≲ bn or an = O(bn) if there exists a
constant C such that an ≤ Cbn and we write an ≲k bn and an = Ok(bn) to emphasize that
C may depend on a parameter k.

For ϵ > 0, an ϵ-covering of a set A with respect to a metric ρ is a set N such that for all
a ∈A, there exists b ∈N such that ρ(a, b)≤ ϵ; denote byN(ϵ,A,ρ) the minimum cardinality
of ϵ-covering sets of A. An ϵ-packing in A with respect to the metric ρ is a set M⊂A such
that ρ(a, b) > ϵ for any distinct a, b in M; denote by M(ϵ,A,ρ) the largest cardinality of
ϵ-packing sets in A.

For distributions P and Q, let p and q denote their relative densities with respect to some
dominating measure µ, respectively. The total variation distance is defined as TV(P,Q) ≜
1
2

∫
|p(x) − q(x)|µ(dx). If P ≪ Q, the KL divergence and the χ2-divergence are defined

as KL (P ||Q)≜
∫
p(x) log p(x)

q(x)µ(dx) and χ2 (P∥Q)≜
∫ (p(x)−q(x))2

q(x) µ(dx), respectively. Let
supp(P ) denote the support set of a distribution P . Let L(U) denote the distribution of
a random variable U . For a one-dimensional distribution ν, denote the rth moment of ν
by mr(ν) ≜ EU∼ν [U

r] and its moment vector mr(ν) ≜ (m1(ν), . . . ,mr(ν)). Given a d-
dimensional distribution Γ, for each θ ∈Rd, we denote

(2.1) Γθ ≜ L(θ⊤U), U ∼ Γ;

in other words, Γθ is the pushforward of Γ by the projection u 7→ θ⊤u; in particular, the ith
marginal of Γ is denoted by Γi ≜ Γei , with ei being the ith coordinate vector. Similarly, for
V ∈Rd×k, denote

(2.2) ΓV ≜ L(V ⊤U), U ∼ Γ.

3. Mixing distribution estimation. In this section we present the algorithm that
achieves the optimal rate for estimating the mixing distribution in Theorem 1.1. The pro-
cedure is described in Sections 3.1 and 3.2. The proof of correctness is given in Sections 3.3,
with supporting lemmas proved in the supplemental material [22]. Throughout this section
we assume that n≥ d.

3.1. Dimension reduction via PCA. In this section we assume d > k and reduces the
dimension from d to k. For d≤ k, we will directly apply the procedure in Section 3.2. Re-
call that the atoms Γ are µ1, . . . , µk; they span a subspace of Rd of dimension at most k.
Therefore, there exists V = [v1, . . . , vk] consisting of orthonormal columns, such that for
each j = 1, . . . , k, we have µj = V ψj , where ψj = V ⊤µj ∈ Rk encodes the coefficients of
µj in the basis vectors in V . Therefore, we can identify a k-atomic distribution Γ on Rd with
a pair (V,γ), where γ =

∑
j∈[k]wjδψj

is a k-atomic distribution on Rk. This perspective
motivates the following two-step procedure. First, we estimate the subspace V using PCA,
relying on the fact that the covariance matrix satisfies E[XX⊤] = Id +

∑k
j=1wjµjµ

⊤
j . We

then project the data onto the estimated subspace, reducing the dimension from d to k, and
apply an estimator of k-GM in k dimensions. The precise execution of this idea is described
below.

For simplicity, consider a sample of 2n observations X1, . . . ,X2n
i.i.d.∼ PΓ. We construct an

estimator Γ̂ of Γ in the following way:

(a) Estimate the subspace V using the first half of the sample. Let V̂ = [v̂1, . . . , v̂k] ∈
Rd×k be the matrix whose columns are the top k orthonormal left singular vector of
[X1, . . . ,Xn].
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(b) Project the second half of the sample onto the learned subspace V̂ :

(3.1) xi ≜ V̂ ⊤Xi+n, i= 1, . . . , n.

Thanks to independence, conditioned on V̂ , x1, . . . , xn are i.i.d. observations from a k-
GM in k dimensions, with mixing distribution

(3.2) γ ≜ ΓV̂ =

k∑
j=1

wjδV̂ ⊤µj

obtained by projecting the original d-dimensional mixing distribution Γ onto V̂ .
(c) To estimate γ̂, we apply a multivariate version of the denoised method of moments to
x1, . . . , xn to obtain a k-atomic distribution on Rk:

(3.3) γ̂ =

k∑
j=1

ŵjδψ̂j
.

This procedure is explained next and detailed in Algorithm 1.
(d) Lastly, we report

(3.4) Γ̂ = γ̂V̂ ⊤ =

k∑
j=1

ŵjδV̂ ψ̂j

as the final estimate of Γ.

A slightly better dimension reduction can be achieved by first centering the data by sub-
tracting the sample mean, then projecting to a subspace of dimension k − 1 rather than k,
and finally adding back the sample mean after obtaining the final estimator. As this only af-
fect constant factors, we forgo the centering step in this section. Later in Section 4.3, it turns
out that centering is important for achieving the optimal density estimation for 2-GM (see
Theorem 4.8).

The usefulness of dimension reduction has long been recognized in the literature of mix-
ture models [18, 78, 46, 3, 36, 56], where the mixture data is projected to a good low-
dimensional subspace (by either random projection or spectral methods) and parameter esti-
mation or clustering are carried out subsequently in the low-dimensional mixture model. For
such methods, the error bound typically depends on those of these two steps, analogously to
the analysis of mixing distribution estimation in Theorem 1.1.

3.2. Estimating the mixing distribution in low dimensions. We now explain how we esti-
mate a k-GM in k dimensions from i.i.d. observations. As mentioned in Section 1, the idea is
to use many projections to reduce the problem to one dimension. We first present a concep-
tually simple estimator γ̂◦ with an optimal statistical performance but unfavorable run time
nO(k). We then describe an improved estimator γ̂ that retains the statistical optimality and
can be executed in time nO(1). These procedures are also applicable to estimating a k-GM in
d < k dimensions using fewer projections.

To make precise the reduction to one dimension, a relevant metric is the sliced Wasserstein
distance [64, 20, 63], which measures the distance of two d-dimensional distributions by the
maximal W1-distance of their one-dimensional projections:

(3.5) W sliced
1 (Γ,Γ′)≜ sup

θ∈Sd−1

W1(Γθ,Γ
′
θ).

Here we recall that Γθ defined in (2.1) denotes the projection, or pushforward, of Γ onto
the direction θ. A related definition was introduced earlier by [67], where the supremum
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over θ in (3.5) is replaced by the average. Computing the sliced Wasserstein distance can
be difficult and in practice is handled by gradient descent heuristics [20]; we will, however,
only rely on its theoretical properties. The following result, which is proved in Section 2
of the supplement [22], shows that for low-dimensional distributions with few atoms, the
full Wasserstein distance and the sliced one are comparable up to constant factors. Related
results are obtained in [64, 10]. For instance, [10, Theorem 2.1(ii)] showed that W1(Γ,Γ

′)≤
Cd ·W sliced

1 (Γ,Γ′) holds for all distributions Γ,Γ′ for some non-explicit constant Cd.

LEMMA 3.1 (Sliced Wasserstein distance). For any k-atomic distributions Γ,Γ′ on Rd,

W sliced
1 (Γ,Γ′)≤W1(Γ,Γ

′)≤ k2
√
d ·W sliced

1 (Γ,Γ′).

Having obtained via PCA the reduced sample x1, . . . , xn ∼ γ ∗N(0, Ik) in (3.1), Lemma
3.1 suggests the following “meta-procedure”: Suppose we have an algorithm (call it a 1-D
algorithm) that estimates the mixing distribution based on n i.i.d. observations drawn from a
k-GM in one dimension. Then

1. For each θ ∈ Sk−1, since ⟨θ,xi⟩
i.i.d.∼ γθ ∗N(0,1), we can apply the 1-D algorithm to obtain

an estimate γ̂θ ∈ Gk,1;
2. We obtain an estimate of the multivariate distribution by minimizing a proxy of the sliced

Wasserstein distance:

(3.6) γ̂◦ = argmin
γ′∈Gk,k

sup
θ∈Sk−1

W1(γ
′
θ, γ̂θ).

Then by Lemma 3.1 (with d= k) and the optimality of γ̂◦, we have

W1(γ̂
◦, γ)≲k W

sliced
1 (γ̂◦, γ) = sup

θ∈Sk−1

W1(γ̂
◦
θ , γθ)

≤ sup
θ∈Sk−1

W1(γ̂θ, γθ) + sup
θ∈Sk−1

W1(γ̂θ, γ̂
◦
θ )

≤ 2 sup
θ∈Sk−1

W1(γ̂θ, γθ).(3.7)

Recall that the optimal W1-rate for k-atomic one-dimensional mixing distribution is
O(n−

1

4k−2 ). Suppose there is a 1-D algorithm that achieves the optimal rate simultaneously
for all projections, in the sense that

(3.8) E
[

sup
θ∈Sk−1

W1(γ̂θ, γθ)

]
≲k n

− 1

4k−2 .

This immediately implies the desired

(3.9) E[W1(γ̂
◦, γ)]≲k n

− 1

4k−2 .

However, it is unclear how to solve the min-max problem in (3.6) where the feasible sets for
γ and θ are both non-convex. The remaining tasks are two-fold: (a) provide a 1-D algorithm
that achieves (3.8); (b) replace γ̂◦ by a computationally feasible version.

Achieving (3.8) by denoised method of moments. In principle, any estimator for a one-
dimensional mixing distribution with exponential concentration can be used as a black box;
this achieves (3.8) up to logarithmic factors by a standard covering and union bound argu-
ment. In order to attain the sharp rate in (3.8), we consider the Denoised Method of Moments
(DMM) algorithm introduced in [81], which allows us to use the chaining technique to obtain
a tight control of the fluctuation over the sphere (see Lemma 3.2).
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DMM is an optimization-based approach that introduces a denoising step before solving
the method of moments equations. For location mixtures, it provides an exact solver to the
non-convex optimization problem arising in generalized method of moments [34]. For Gaus-
sian location mixtures with unit variance, the DMM algorithm proceeds as follows:

(a) Given Y1, . . . , Yn
i.i.d.∼ ν ∗N(0,1) for some k-atomic distribution ν supported on [−R,R],

we first estimate the moment vector m2k−1(ν) = (m1(ν), . . . ,m2k−1(ν)) by their unique
unbiased estimator m̃ = (m̃1, . . . , m̃2k−1), where m̃r =

1
n

∑n
i=1Hr(Yi), and Hr is the

degree-r Hermite polynomial defined via

Hr(x)≜ r!

⌊r/2⌋∑
i=0

(−1/2)i

i!(r− 2i)!
xr−2i.(3.10)

Then E[m̃r] =mr(ν) for all r. This step is common to all approaches based on the method
of moments.

(b) In general the unbiased estimate m̃ is not a valid moment vector, in which case the
method-of-moment-equation lacks a meaningful solution. The key idea of the DMM
method is to denoise m̃ by its projection onto the space of moments:

(3.11) m̂≜ argmin{∥m̃−m∥ :m ∈Mr},

where the moment space

(3.12) Mr ≜ {mr(π) : π supported on [−R,R]}

consists of the first r moments of all probability measures on [−R,R]. The moment space
is a convex set and characterized by positive semidefinite constraints (of the associated
Hankel matrix); we refer the reader to the monograph [73] or [81, Sec. 2.1] for details.
This means that the optimization problem (3.11) can be solved efficiently as a semidefinite
program (SDP); see [81, Algorithm 1].

(c) Use Gauss quadrature to find the unique k-atomic distribution ν̂ such that m2k−1(ν̂) =
m̂. We denote the final output ν̂ by DMM(Y1, . . . , Yn).

The following result shows the DMM estimator achieves the optimal rate in (3.8) simul-
taneously for all one-dimensional projections. (For a single θ, this is shown in [81, Theorem
1].)

LEMMA 3.2. For each θ ∈ Sk−1, let γ̂θ =DMM(⟨θ,x1⟩, . . . , ⟨θ,xn⟩) where x1, . . . , xn
i.i.d.∼ γ∗

N(0, Ik) as in (3.1). There is a positive constant C such that, for any δ ∈ (0, 12), with proba-
bility at least 1− δ,

max
θ∈Sk−1

W1(γ̂θ, γθ)≤Ck7/2n−1/(4k−2)

√
log

1

δ
.

Solving (3.6) efficiently using marginal estimates. We first note that in order to achieve the
optimal rate in (3.9), it is sufficient to consider any approximate minimizer of (3.6) up to an
additive error of ϵ, as long as ϵ = O(n−

1

4k−2 ). Therefore, to find an ϵ-optimizer, it suffices
to maximize over θ in an ϵ-net (in ℓ2) of the sphere, which has cardinality (1ϵ )

k = nO(1),
and, likewise, minimize γ over an ϵ-net (in W1) of Gk,k. The W1-net can be constructed by
combining an ϵ-net (in ℓ2) for each of the k centers and an ϵ-net (in ℓ1) for the weights,
resulting in a set of cardinality (1ϵ )

O(k2) = nO(k). This naïve discretization scheme leads to
an estimator of γ with optimal rate but time complexity nO(k). We next improve it to nO(1).
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The key idea is to first estimate the marginals of γ, which narrows down its support set.
It is clear that a k-atomic joint distribution is not determined by its marginal distributions, as
shown by the example of 1

2δ(−1,−1) +
1
2δ(1,1) and 1

2δ(−1,1) +
1
2δ(1,−1), which have identical

marginal distributions. Nevertheless, the support of the joint distribution must be a k-subset
of the Cartesian product of the marginal support sets. This suggests that we can select the
atoms from this Cartesian product and weights by fitting all one-dimensional projections, as
in (3.6).

Specifically, for each j ∈ [k], we estimate the jth marginal distribution of γ by γ̂j , ob-
tained by applying the DMM algorithm on the coordinate projections ⟨ej , x1⟩, . . . , ⟨ej , xn⟩.
Consider the Cartesian product of the support of each estimated marginal as the candidate set
of atoms:

A≜ supp(γ̂1)× · · · × supp(γ̂k).

Throughout this section, let

(3.13) ϵn,k ≜ n−
1

4k−2 ,

and fix an (ϵn,k,∥·∥2)-covering N for the unit sphere Sk−1 and an (ϵn,k,∥·∥1)-covering W
for the probability simplex ∆k−1, such that2

(3.14) max{|N |, |W|}≲
(
C

ϵn,k

)k−1

.

Define the following set of candidate k-atomic distributions on Rk:

(3.15) S ≜

∑
j∈[k]

wjδψj
: (w1, . . . ,wk) ∈W,ψj ∈A

 .

Note that S is a random set which depends on the sample; furthermore, each ψj ∈ A has
coordinates lying in [−R,R] by virtue of the DMM algorithm.

The next lemma shows that with high probability there exists a good approximation of γ
in the set S .

LEMMA 3.3. Let S be given in (3.15). There is a positive constant C such that, for any
δ ∈ (0, 12), with probability 1− δ,

min
γ′∈S

W1

(
γ′, γ

)
≤Ck5n−1/(4k−2)

√
log

1

δ
.(3.16)

We conclude this subsection with Algorithm 1, which provides a full description of an
estimator for k-atomic mixing distributions in k dimensions. The following result shows its
optimality under the W1 loss:

LEMMA 3.4. There is a positive constant C such that the following holds. Let
x1, . . . , xn

i.i.d.∼ γ ∗ N(0, Ik) for some γ ∈ Gk,k. Then Algorithm 1 produces an estimator
γ̂ ∈ Gk,k such that, for any δ ∈ (0, 12), with probability 1− δ,

(3.17) W1(γ, γ̂)≤Ck5n−1/(4k−2)

√
log

1

δ
.

2This is possible by, e.g., [69, Prop. 2.1] and [32, Lemma A.4] for the sphere and probability simplex, respec-
tively.
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Algorithm 1: Parameter estimation for k-GM in k dimensions
Input: Dataset {xi}i∈[n] with each point in Rk , order k, radius R.
Output: Estimate γ̂ of k-atomic distribution in k dimensions.
For j = 1, . . . , k:

Compute the marginal estimate γ̂j =DMM({e⊤j xi}i∈[n]) ;

Form the set S of k-atomic candidate distributions on Rk as in (3.15) ;
For each θ ∈N :

Estimate the projection by γ̂θ =DMM({θ⊤xi}i∈[n]) ;

For each candidate distribution γ′ ∈ S and each direction θ ∈N :
Compute W1(γ

′
θ, γ̂θ) ;

Report

(3.18) γ̂ = arg min
γ′∈S

max
θ∈N

W1(γ
′
θ, γ̂θ).

REMARK 1. The total time complexity to compute the estimator (3.4) is O(nd2) +
Ok(n

5/4). Indeed, the time complexity of computing the sample covariance matrix is
O(nd2), and the time complexity of performing the eigendecomposition is O(d3), which
is dominated by O(nd2) since d ≤ n. By (3.14), both W and N have cardinality at most
(C/ϵn,k)

k−1 = Ok(n
1/4). Each one-dimensional DMM estimate takes Ok(n) time to com-

pute [81, Theorem 1]. Thus computing the one-dimensional estimator γ̂θ for all θ = ei and
θ ∈ N takes time Ok(n5/4). Since both γ′θ and γ̂θ are k-atomic distributions by definition,
their W1 distance can be computed in Ok(1) time. Finally, |A| = kk, and to form S we se-
lect all sets of k atoms from A, so |S| ≤ |W|

(
kk

k

)
=Ok

(
n1/4

)
. Thus searching over S ×N

takes time at most Ok(n1/4) ∗Ok(n1/4) =Ok
(
n1/2

)
. Therefore, the overall time complexity

of Algorithm 1 is Ok(n5/4).

3.3. Proof of Theorem 1.1. The proof is outlined as follows. Recall that the estimate Γ̂
in (3.4) is supported on the subspace spanned by the columns of V̂ , whose projection is γ̂ in
(3.3). Similarly, the projection of the ground truth Γ on the space V̂ is denoted by γ =ΓV̂ in
(3.2). Note that both γ and γ̂ are k-atomic distributions in k dimensions. Let Ĥ = V̂ V̂ ⊤ be
the projection matrix onto the space spanned by the columns of V̂ . By the triangle inequality,

W1(Γ, Γ̂)≤W1(Γ,ΓĤ) +W1(ΓĤ , Γ̂)

≤W1(Γ,ΓĤ) +W1(γ, γ̂).(3.19)

We will upper bound the first term by (d/n)1/4 (using Lemmas 3.5 and 3.6 below) and the
second term by n−1/(4k−2) (using the previous Lemma 3.4).

We first control the difference between Γ and its projection onto the estimated subspace
V̂ . Since we do not impose any lower bound on ∥µj∥2, we cannot directly show the accuracy
of V̂ by means of perturbation bounds such as the Davis-Kahan theorem [19]. Instead, the
following general lemma bounds the error by the difference of the covariance matrices. For
a related result, see [78, Corollary 3].

LEMMA 3.5. Let Γ =
∑k

j=1wjδµj
be a k-atomic distribution. Let Σ = EU∼Γ[UU

⊤] =∑k
j=1wjµjµ

⊤
j with eigenvalues λ1 ≥ · · · ≥ λd. Let Σ′ be a symmetric matrix and Π′

r be the
projection matrix onto the subspace spanned by the top r eigenvectors of Σ′. Then,

W 2
2 (Γ,ΓΠ′

r
)≤ k

(
λr+1 + 2∥Σ−Σ′∥2

)
.
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We will apply Lemma 3.5 with Σ′ being the sample covariance matrix Σ̂. The follow-
ing lemma provides the concentration of Σ̂ we need to prove the upper bound on the high-
dimensional component of the error in Theorem 1.1.

LEMMA 3.6. Let Γ ∈ Gk,d and Σ = EU∼Γ[UU
⊤]. Let Σ̂ = 1

n

∑n
i=1XiX

⊤
i − Id, where

X1, . . . ,Xn
i.i.d.∼ PΓ. Then there exists a positive constant C such that, with probability at least

1− δ,

∥Σ̂−Σ∥2 ≤C

(√
d

n
+ k

√
log(k/δ)

n
+

log(1/δ)

n

)
.

Proof of Theorem 1.1. We first show that the estimator (3.4) achieves the tail bound
stated in (1.10), which, after integration, implies the average risk bound in (1.9). To bound
the first term in (3.19), note that the rank of Σ = EU∼Γ[UU

⊤] is at most k. Furthermore,
the top k left singular vectors of [X1, . . . ,Xn] coincide with the top k eigenvectors of
Σ̂ = 1

n

∑n
i=1XiX

⊤
i − Id. Applying Lemmas 3.5 and 3.6 yields that, with probability 1− δ,

(3.20) W1(Γ,ΓĤ)≤
√
2Ck

((
d

n

)1/4

+

(
k2 log(k/δ)

n

)1/4

+

√
log(1/δ)

n

)
,

where we used the fact that W1(Γ,Γ
′) ≤W2(Γ,Γ

′) by the Cauchy-Schwarz inequality. To
upper bound the second term in (3.19), recall that V̂ was obtained from {X1, . . . ,Xn} and
hence is independent of {Xn+1, . . . ,X2n}. Thus conditioned on V̂ ,

xi = V̂ ⊤Xi+n
i.i.d.∼ γ ∗N(0, Ik), i= 1, . . . , n.

Let γ̂ be obtained from Algorithm 1 with input x1, . . . , xn. By Lemma 3.4, with probability
1− δ,

(3.21) W1(γ, γ̂)≤Ck5n−1/(4k−2)

√
log

1

δ
.

Note that (k2 log(k/δ)/n)1/4 + (log(1/δ)/n)1/2 in (3.20) is dominated by the right-hand
side of (3.21). The desired (1.10) follows from combining (3.19), (3.20), and (3.21).

Finally, we prove the lower bound in (1.9). For any subset G ⊆ Gk,d, we have

inf
Γ̂

sup
Γ∈Gk,d

EW1(Γ̂,Γ)≥ inf
Γ̂
sup
Γ∈G

EW1(Γ̂,Γ)≥
1

2
inf
Γ̂∈G

sup
Γ∈G

EW1(Γ̂,Γ),(3.22)

where the second inequality follows from replacing an arbitrary estimator Γ̂ by its W1-
projection argminΓ̃∈GW1(Γ̃, Γ̂) and applying the triangle inequality for W1. To obtain the
lower bound in (1.9), we apply the Ω((d/n)1/4 ∧ 1) lower bound in [82, Theorem 10] for
d-dimensional symmetric 2-GM (by taking G to the mixtures of the form (1.8)) and the
Ω(n−1/(4k−2)) lower bound in [81, Proposition 7] for 1-dimensional k-GM (by taking G to
be the set of mixing distributions whose atoms are zero except for their coordinates.)

4. Density estimation. In this section we prove the density estimation guarantee of
Theorem 1.2 for finite Gaussian mixtures. The lower bound simply follows from the
minimax quadratic risk of the Gaussian location model (corresponding to k = 1), since
H2(N(θ, Id),N(θ′, Id)) = 2−2e∥θ−θ

′∥2
2/8 ≍ ∥θ−θ′∥2 when θ, θ′ ∈B(0,R). Thus, we focus

on the attainability of the parametric rate of density estimation. Departing from the prevail-
ing approach of maximum likelihood, we aim to apply the estimator of Le Cam and Birgé
which requires bounding the local entropy of Hellinger balls for k-GMs. This is given by the
following lemma.
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LEMMA 4.1 (Local entropy of k-GM). For any Γ0 ∈ Gk,d, let Pϵ(Γ0) = {PΓ : Γ ∈
Gk,d,H(PΓ, PΓ0

)≤ ϵ}. Then, for any δ ≤ ϵ/2,

(4.1) N(δ,Pϵ(Γ0),H)≤
( ϵ
δ

)c(dk4+(2k)2k+2)
,

where the constant c only depends only on R.

Lemma 4.1 shows that any ϵ-Hellinger ball Pϵ(Γ0) in the space of k-GMs can be covered
by at most (Cϵδ )Cd δ-Hellinger balls for some C = C(k,R). This result is uniform in Γ0

and depends optimally on d but the dependency on the number of components k is highly
suboptimal. Lemma 4.1 should be compared with the local entropy bound in [27] obtained
using a different approach than ours based on moment tensor. Specifically, [27, Example 3.4]
shows that for Gaussian location mixtures, the local bracketing entropy centered at PΓ0

is
bounded by N[](δ,Pϵ(Γ0),H)≤ (C

′ϵ
δ )20kd, for some constant C ′ depending on PΓ0

and R.
This result yields optimal dependency on both d and k but lacks uniformity in the center of
the Hellinger neighborhood (which is needed for applying the theory of Le Cam and Birgé).

Given the local entropy bound in Lemma 4.1, the upper bound Ok(
d
n) in the squared

Hellinger loss in Theorem 1.2 immediately follows by invoking the Le Cam-Birgé construc-
tion [13, Theorem 3.1]; see also [80, Lec. 18] for a self-contained exposition. For a high-
probability bound that leads to (1.12), see, e.g., [80, Theorem 18.3].

Before proceeding to the proof of Lemma 4.1, we note that the Le Cam-Birgé construction,
based on (exponentially many) pairwise tests, does not lead to a computationally efficient
scheme for density estimation. This problem is much more challenging than estimating the
mixing distribution, for which we have already obtained a polynomial-time optimal estimator
in Section 3. (In fact, we show in Section 4.4, estimation of the mixing distribution can be
reduced to proper density estimation both statistically and computationally.) Finding a com-
putationally efficient proper density estimate that attains the parametric rate in Theorem 1.2
for arbitrary k, or even within logarithmic factors thereof, is open. Section 4.3 presents some
partial progress on this front: We show that the estimator in Section 3 with slight modifi-
cations achieves the optimal rate of O(

√
d/n) for 2-GMs and the rate of O((d/n)1/4) for

general k-GMs; the latter result slightly improves (by logarithmic factors only) the state of
the art in [2], but is still suboptimal.

Both the construction of the Hellinger covering for Lemma 4.1 and the analysis of density
estimation in Section 4.3 rely on the notion of moment tensors, which we now introduce.

4.1. Moment tensors and information geometry of Gaussian mixtures. We recall some
basics of tensors; for a comprehensive review, see [49]. The rank of an order-ℓ tensor T ∈
(Rd)⊗ℓ is defined as the minimum r such that T can be written the sum of r rank-one tensors,
namely [50]:

(4.2) rank(T )≜min

{
r : T =

r∑
i=1

αiu
(1)
i ⊗ · · · ⊗ u

(ℓ)
i , u

(j)
i ∈Rd, αi ∈R

}
,

We will also use the symmetric rank [16]:

(4.3) ranks(T )≜min

{
r : T =

r∑
i=1

αiu
⊗ℓ
i , ui ∈Rd, αi ∈R

}
.

An order-ℓ tensor T is symmetric if Tj1,...,jℓ = Tjπ(1),...,jπ(ℓ)
for all j1, . . . , jℓ ∈ [d] and all per-

mutations π on [ℓ]. The Frobenius norm of a tensor T is defined as ∥T∥F ≜
√

⟨T, T ⟩, where
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the tensor inner product is defined as ⟨S,T ⟩=
∑

j1,...,jℓ∈[d] Sj1,...,jℓTj1,...,jℓ . The spectral norm
(operator norm) of a tensor T is defined as

(4.4) ∥T∥≜max{⟨T, u1 ⊗ u2 ⊗ · · · ⊗ uℓ⟩ : ∥ui∥= 1, i= 1, . . . , ℓ}.

Denote the set of d-dimensional order-ℓ symmetric tensors by Sℓ(Rd). For a symmetric ten-
sor, the following result attributed to Banach ([8, 25]) is crucial for the present paper:

(4.5) ∥T∥=max{|⟨T, u⊗ℓ⟩| : ∥u∥= 1}.

For T ∈ Sℓ(Rd), if ranks(T ) ≤ r, then the spectral norm can be bounded by the Frobenius
norm as follows [66]:3

(4.6)
1√
rℓ−1

∥T∥F ≤ ∥T∥ ≤ ∥T∥F .

For any d-dimensional random vector U , its order-ℓ moment tensor is

(4.7) Mℓ(U)≜ E[U ⊗ · · · ⊗U︸ ︷︷ ︸
ℓ times

],

which, by definition, is a symmetric tensor; in particular, M1(U) = E[U ] and M2(U −
E[U ]) are the mean and the covariance matrix of U , respectively. Given a multi-index
j= (j1, . . . , jd) ∈ Zd+, the jth (multivariate) moment of U

(4.8) mj(U) = E[Uj1 · · ·Ujd ]

is the jth entry of the moment tensor M|j|(U), with |j| ≜ j1 + . . . jd. Since moments are
functionals of the underlying distribution, we also use the notation Mℓ(Γ) =Mℓ(U) where
U ∼ Γ. An important observation is that the moment of the projection of a random vector can
be expressed in terms of the moment tensor as follows: for any u ∈Rd,

mℓ(⟨X,u⟩) = E[⟨X,u⟩ℓ] = E[⟨X⊗ℓ, u⊗ℓ⟩] = ⟨Mℓ(X), u⊗ℓ⟩.

Consequently, the difference between two moment tensors measured in the spectral norm is
equal to the maximal moment difference of their projections. Indeed, thanks to (4.5),

(4.9) ∥Mℓ(X)−Mℓ(Y )∥= sup
∥u∥=1

|mℓ(⟨X,u⟩)−mℓ(⟨Y,u⟩)|.

Furthermore, if U is a discrete random variable with a few atoms, then its moment tensor
has low rank. Specifically, if U is distributed according to some k-atomic distribution Γ =∑k

i=1wiδµi
, then

(4.10) Mℓ(Γ) =

k∑
i=1

wiµ
⊗ℓ
i ,

whose symmetric rank is at most k.
The following result gives a characterization of statistical distances (squared Hellinger,

KL, or χ2-divergence) between k-GMs in terms of the moment tensors up to dimension-
independent constant factors. Note that the upper bound in one dimension has been estab-
lished in [81] (by combining Lemma 9 and 10 therein).

3The weaker bound ∥T∥ ≥ r−ℓ/2 ∥T∥F , which suffices for the purpose of this paper, takes less effort
to show. Indeed, in view of the Tucker decomposition (4.23), combining (4.4) with (4.26) yields that ∥T∥ ≥
maxj∈[r]ℓ |αj| ≥ r−ℓ/2 ∥α∥F = r−ℓ/2 ∥T∥F .
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THEOREM 4.2 (Moment characterization of statistical distances). For any pair of k-
atomic distributions Γ,Γ′ supported on the ball B(0,R) in Rd, for any D ∈ {H2,KL, χ2},
(4.11)
(Ck)−4k max

ℓ≤2k−1

∥∥Mℓ(Γ)−Mℓ(Γ
′)
∥∥2
F
≤D(PΓ, PΓ′)≤Ce36k

2

max
ℓ≤2k−1

∥∥Mℓ(Γ)−Mℓ(Γ
′)
∥∥2
F
.

where the constant C may depend on R but not k or d.

To prove Theorem 4.2 we need a few auxiliary lemmas. The following lemma bounds
the difference of higher-order moment tensors of k-atomic distributions using those of the
first 2k − 1 moment tensors. The one-dimensional version was shown in [81, Lemma 10]
using polynomial interpolation techniques; however, it is hard to extend this proof to mul-
tiple dimensions as multivariate polynomial interpolation (on arbitrary points) is much less
well-understood. Fortunately, this difficulty can be sidestepped by exploiting the relationship
between moment tensor norms and projections in (4.9).

LEMMA 4.3. Let U,U ′ be k-atomic random variables in Rd. Then for any j ≥ 2k,

∥Mj(U)−Mj(U
′)∥ ≤ 3j max

ℓ∈[2k−1]
∥Mℓ(U)−Mℓ(U

′)∥.

PROOF.

∥Mj(U)−Mj(U
′)∥ (a)

= sup
∥v∥=1

|mj(⟨U,v⟩)−mj(⟨U ′, v⟩)|

(b)

≤ 3j sup
∥v∥=1

max
ℓ∈[2k−1]

|mℓ(⟨U,v⟩)−mℓ(⟨U ′, v⟩)|

(c)
= 3j max

ℓ∈[2k−1]
∥Mℓ(U)−Mℓ(U

′)∥,

where (a) and (c) follow from (4.9), and (b) follows from [81, Lemma 10].

The lower bound part of Theorem 4.2 can be reduced to the one-dimensional case, which
is covered by the following lemma. The proof relies on Newton interpolating polynomials
and is deferred till Section 3 of the supplement [22].

LEMMA 4.4. Let γ, γ′ be k-atomic distributions supported on [−R,R]. Then for any
(2k− 1)-times differentiable test function h,

H(γ ∗N(0,1), γ′ ∗N(0,1))≥ c

∣∣∣∣∫ hdγ −
∫
hdγ′

∣∣∣∣ ,(4.12)

where c is some constant depending only on k, R, and max0≤i≤2k−1 ∥h(i)∥L∞([−R,R]). In the
particular case where h(x) = xi for i ∈ [2k − 1], c ≥ (Ck)−k for a constant C depending
only on R.

PROOF OF THEOREM 4.2. Since

H2(P,Q)≤KL(P∥Q)≤ χ2(P∥Q),(4.13)

(see, e.g., [74, Section 2.4.1]), it suffices to prove the lower bound for H2 and the upper
bound for χ2.
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Let U ∼ Γ and U ′ ∼ Γ′, X ∼ PΓ = Γ ∗ N(0, Id) and X ′ ∼ PΓ′ = Γ′ ∗ N(0, Id). Then
⟨θ,X⟩ ∼ PΓθ

and ⟨θ,X ′⟩ ∼ PΓ′
θ
. By the data processing inequality,

(4.14) H(PΓ, PΓ′)≥ sup
θ∈Sd−1

H(PΓθ
, PΓ′

θ
).

Applying Lemma 4.4 to all monomials of degree at most 2k− 1, we obtain
(4.15)
H(PΓ, PΓ′)≥ (Ck)−k sup

θ∈Sd−1

max
ℓ≤2k−1

|mℓ(⟨θ,U⟩)−mℓ(⟨θ,U ′⟩)|= (Ck)−k max
ℓ≤2k−1

∥∥Mℓ(U)−Mℓ(U
′)
∥∥ ,

for some constant C , where the last equality is due to (4.9). Thus the desired lower bound for
Hellinger follows from the tensor norm comparison in (4.6).

To show the upper bound for χ2, we first reduce the dimension from d to 2k. Without loss
of generality, assume that d ≥ 2k (for otherwise we can skip this step). Since both U and
U ′ are k-atomic, the collection of atoms of U and U ′ lie in some subspace spanned by the
orthonormal basis {v1, . . . , v2k}. Let V = [v1, . . . , v2k] and let V⊥ = [v2k+1, . . . , vd] consist of
orthonormal basis of the complement, so that [V,V⊥] is an orthogonal matrix. WriteX = U+
Z , where Z ∼N(0, Id) is independent of U . Then V ⊤X = V ⊤U + V ⊤Z ∼ ν ∗N(0, I2k) =
Pν , where ν = L(V ⊤U) is a k-atomic distribution on R2k. Furthermore, V ⊤

⊥ X = V ⊤
⊥ Z ∼

N(0, Id−2k) and is independent of V ⊤X . Similarly, (V ⊤X ′, V ⊤
⊥ X

′) ∼ Pν′ ⊗N(0, Id−2k),
where ν ′ = L(V ⊤U ′). Therefore,

χ2(PΓ∥PΓ′) = χ2(L(V ⊤X,V ⊤
⊥ X)∥L(V ⊤X ′, V ⊤

⊥ X
′)) = χ2(Pν ⊗N(0, Id−2k)∥Pν′ ⊗N(0, Id−2k))

= χ2(Pν∥Pν′).

For notational convenience, let B = V ⊤U ∼ ν and B′ = V ⊤U ′ ∼ ν ′.
To bound χ2(Pν∥Pν′), we first assume that E[B′] = 0. For each multi-index j =

(j1, . . . , jd) ∈ Z2k
+ , define the jth Hermite polynomial as

(4.16) Hj(x) =

2k∏
i=1

Hji(xi), x ∈R2k

which is a degree-|j| polynomial in x. Furthermore, the following orthogonality property is
inherited from that of univariate Hermite polynomials: for Z ∼N(0, I2k),

(4.17) E[Hj(Z)Hj′(Z)] = j!1{j=j′}.

Recall the exponential generating function of Hermite polynomials (see [1, 22.9.17]): for
x, b ∈ R, ϕ(x − b) = ϕ(x)

∑
j≥0Hj(x)

bj

j! . It is straightforward to obtain the multivariate
extension of this result:

ϕ2k(x− b) = ϕ2k(x)
∑
j∈Z2k

+

Hj(x)

j!

2k∏
i=1

bjii , x, b ∈R2k.

Integrating b over B ∼ ν, we obtain the following expansion of the density of Pν :

pν(x) = E[ϕ2k(x−B)] = ϕ2k(x)
∑
j∈Z2k

+

Hj(x)

j!
E

[
2k∏
i=1

Bji
i

]
︸ ︷︷ ︸

mj(B)

.

Similarly, pν′(x) = ϕ2k(x)
∑

j∈Z2k
+

1
j!mj(B

′)Hj(x). Furthermore, by the assumption that
E[B′] = 0 and ∥B′∥ ≤ ∥U ′∥ ≤R almost surely, Jensen’s inequality yields

pν′(x) = ϕ2k(x)E[exp(⟨B′, x⟩ − ∥B′∥2/2)]≥ ϕ2k(x) exp(−R2/2).



OPTIMAL ESTIMATION OF HIGH-DIMENSIONAL GAUSSIAN LOCATION MIXTURES 19

Consequently,

χ2(Pν∥Pν′)≤ eR
2/2

∫
R2k

dx
(pν(x)− pν′(x))2

ϕ2k(x)

(a)
= e

R2

2

∑
j∈Z2k

+

(mj(B)−mj(B
′))2

j!

(b)

≤ e
R2

2

∑
ℓ≥1

∥Mℓ(B)−Mℓ(B
′)∥2F

ℓ!
(2k)ℓ

(c)

≤ e
R2

2 e2k max
ℓ∈[2k−1]

∥∥Mℓ(B)−Mℓ(B
′)
∥∥2
F
+ e

R2

2

∑
ℓ≥2k

(4k2)ℓ

ℓ!

∥∥Mℓ(B)−Mℓ(B
′)
∥∥2

(d)

≤ e
R2

2

(
e2k +

∑
ℓ≥2k

(36k2)ℓ

ℓ!︸ ︷︷ ︸
≤e36k2

)
max

ℓ∈[2k−1]

∥∥Mℓ(B)−Mℓ(B
′)
∥∥2
F
,

where (a) follows from the orthogonality relation (4.17); (b) is by the fact that (|j|)!≤ j!(2k)|j|

for any j ∈ Z2k
+ ; (c) follows from the tensor norm comparison inequality (4.6), since the

symmetric rank of Mℓ(B)−Mℓ(B
′) is at most 2k for all ℓ; (d) follows from Lemma 4.3.

Finally, if E[B′] ̸= 0, by the shift-invariance of χ2-divergence, applying the following
simple lemma to µ= E[B′] (which satisfies ∥µ∥ ≤R) yields the desired upper bound.

LEMMA 4.5. For any random vectors X and Y and any deterministic µ ∈Rd,

∥Mℓ(X − µ)−Mℓ(Y − µ)∥ ≤
ℓ∑

k=0

(
ℓ

k

)
∥Mk(X)−Mk(Y )∥∥µ∥ℓ−k

PROOF. Using (4.9) and binomial expansion, we have:

∥Mℓ(X − µ)−Mℓ(Y − µ)∥= sup
∥u∥=1

|mℓ(⟨X,u⟩ − ⟨µ,u⟩)−mℓ(⟨Y,u⟩ − ⟨µ,u⟩)|.

≤ sup
∥u∥=1

ℓ∑
k=0

(
ℓ

k

)
|mk(⟨X,u⟩)−mk(⟨Y,u⟩)||⟨µ,u⟩|ℓ−k

≤
ℓ∑

k=0

(
ℓ

k

)
∥Mk(X)−Mk(Y )∥∥µ∥ℓ−k

where in the step we used the Cauchy-Schwarz inequality.

4.2. Local entropy of Hellinger balls. Before presenting the proof of Lemma 4.1, we
discuss the connection and distinction between our approach and the existing literature on
the metric entropy of mixture densities [32, 39, 40, 83, 58, 14, 70] and clarify the role of
the moment tensors. Both the previous work and the current paper bound the statistical dif-
ference between mixtures in terms of moment differences (through either Taylor expansion
or orthogonal expansion). For example, the seminal work [32] bounds the global entropy
of nonparametric Gaussian mixtures in one dimension by first constructing a finite mixture
approximation via moment matching, then discretizing the weights and atoms. The crucial
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difference is that in the present paper we directly work with moment parametrization as op-
posed to the natural parametrization (atoms and weights). As mentioned in Section 1.1, to
eliminate the unnecessary logarithmic factors and obtain the exact parametric rate in high
dimensions, it is crucial to obtain a tight control of the local entropy as opposed to the global
entropy, which relies on a good parametrization that bounds the Hellinger distance from
both above and below – see (1.13). This two-sided bound is satisfied by the moment tensor
reparametrization, thanks to Theorem 4.2, but not the natural parametrization. Therefore, to
construct a good local covering, we do so in the moment space, by leveraging the low-rank
structure of moment tensors.

PROOF OF LEMMA 4.1. Recall from Section 2 that N(ϵ,A,ρ) the ϵ-covering number of
the set A with respect to the metric ρ, i.e., the minimum cardinality of an ϵ-covering set Aϵ
such that, for any v ∈A, there exists ṽ ∈Aϵ with ρ(v, ṽ)< ϵ.

Let Mϵ = {M(Γ) : PΓ ∈ Pϵ}, where Pϵ is the Hellinger neighborhood of PΓ0
, M(Γ) =

(M1(Γ), . . . ,M2k−1(Γ)) consists of the moment tensors of Γ up to degree 2k − 1. Let c′k =√
ck and C ′

k =
√
Ck where ck ≜ (Ck)−4k and Ck ≜ C ′e36k

2

are the constants from Theo-
rem 4.2. To obtain a δ-covering of Pϵ, we first show that it suffices to construct a δ

2C′
k

-covering

of the moment space Mϵ with respect to the distance ρ(M,M ′)≜maxℓ≤2k−1 ∥Mℓ −M ′
ℓ∥F

and thus

(4.18) N(δ,Pϵ,H)≤N(δ/(2C ′
k),Mϵ, ρ).

To this end, let N be the optimal δ
2C′

k
-covering of Mϵ with respect to ρ, and we show that

N ′ = {PΓ : Γ = argminΓ′:PΓ′∈Pϵ
ρ(M(Γ′),M),M ∈N} is a δ-covering of Pϵ. For any PΓ ∈

Pϵ, by the covering property of N , there exists a tensor M ∈ N such that ρ(M,M(Γ)) <
δ

2C′
k

. By the definition of N ′, there exists PΓ̃ ∈N ′ such that ρ(M(Γ̃),M)< δ
2C′

k
. Therefore,

ρ(M(Γ̃),M(Γ))< δ
C′

k
and thus H(PΓ̃, PΓ)< δ by Theorem 4.2.

Next we bound the right side of (4.18). Since Γ0,Γ are both k-atomic, it follows from
Theorem 4.2 that

(4.19) Mϵ ⊆M(Γ0) + {∆ : ∥∆ℓ∥F ≤ ϵ/c′k, ranks(∆ℓ)≤ 2k,∀ℓ≤ 2k− 1},
where ∆ = (∆1, . . . ,∆2k−1) and ∆ℓ ∈ Sℓ(Rd). Let Dℓ = {∆ℓ ∈ Sℓ(Rd) : ∥∆ℓ∥F ≤
ϵ/c′k, ranks(∆ℓ) ≤ 2k}, and D = D1 × · · · × D2k−1 be their Cartesian product. By mono-
tonicity,

(4.20) N(δ/(2C ′
k),Mϵ, ρ)≤N(δ/(2C ′

k),D, ρ)≤
2k−1∏
ℓ=1

N(δ/(2C ′
k),Dℓ,∥·∥F ).

By Lemma 4.6 next,

(4.21) N(δ/(2C ′
k),Mϵ, ρ)≤

2k−1∏
ℓ=1

(
cC ′

kℓϵ

2c′kδ

)2dk(cC ′
kϵ

2c′kδ

)(2k)ℓ

,

for some absolute constant c. So we obtain, for constants C̃, C̃ ′ that does not depend on d or
k, that

N(δ/(2C ′
k),Mϵ, ρ)≤

(
C̃k4ke36k

2

kϵ

δ

)4dk2(
C̃k4ke36k

2

ϵ

δ

)(2k)2k

≤

(
C̃ ′k4k+1e36k

2

ϵ

δ

)4dk2+(2k)2k

.
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LEMMA 4.6. Let T = {T ∈ Sℓ(Rd) : ∥T∥F ≤ ϵ, ranks(T )≤ r}. Then, for any δ ≤ ϵ/2,

(4.22) N(δ,T ,∥·∥F )≤
(
cℓϵ

δ

)dr (cϵ
δ

)rℓ
,

for some absolute constant c.

PROOF. For any T ∈ T , ranks(T ) ≤ r. Thus T =
∑r

i=1 aiv
⊗ℓ
i for some ai ∈ R and

vi ∈ Sd−1. Furthermore, ∥T∥F ≤ ϵ. Ideally, if the coefficients satisfied |ai| ≤ ϵ for all i, then
we could cover the r-dimensional ϵ-hypercube with an ϵ

2 -covering, which, combined with a
1
2 -covering of the unit sphere that covers the unit vectors vi’s, constitutes a desired covering
for the tensor. Unfortunately the coefficients ai’s need not be small due to the possible can-
cellation between the rank-one components (consider the counterexample of 0 = v⊗ℓ− v⊗ℓ).
Next, to construct the desired covering we turn to the Tucker decomposition of the tensor T .

Let u= (u1, . . . , ur) be an orthonormal basis for the subspace spanned by (v1, . . . , vr). In
particular, let vi =

∑r
j=1 bijuj . Then

(4.23) T =
∑

j=(j1,...,jℓ)∈[r]ℓ
αj uj1 ⊗ · · · ⊗ ujℓ︸ ︷︷ ︸

≜uj

,

where αj =
∑r

i=1 aibij1 · · · bijℓ . In tensor notation, T admits the following Tucker decompo-
sition

(4.24) T = α×1 U · · · ×ℓ U

where the symmetric tensor α = (αj) ∈ Sℓ(Rr) is called the core tensor and U is a r × d
matrix whose rows are given by u1, . . . , ur .

Due to the orthonormality of (u1, . . . , ur), we have for any j, j′ ∈ [r]ℓ,

(4.25) ⟨uj, uj′⟩=
ℓ∏
i=1

⟨uji , uj′i⟩= 1{j=j′}.

Hence we conclude from (4.23) that

(4.26) ∥α∥F = ∥T∥F .

In particular ∥α∥F ≤ ϵ. Therefore,

(4.27) T ⊆ T ′ ≜

T =
∑
j∈[r]ℓ

αjuj1 ⊗ · · · ⊗ ujℓ : ∥α∥F ≤ ϵ, ⟨ui, uj⟩= 1{i=j}

 .

Let Ã be a δ
2 -covering of {α ∈ Sℓ(Rr) : ∥α∥F ≤ ϵ} under ∥·∥F of size ( cϵδ )

rℓ for some
absolute constant c; let B̃ be a δ

2ℓϵ -covering of {(u1, . . . , ur) : ⟨ui, uj⟩ = 1{i=j}} under the
maximum of column norms of size ( cℓϵδ )dr . Let T̃ ′ = {

∑
j∈[r]ℓ α̃jũj1 ⊗ · · · ⊗ ũjℓ : α̃ ∈ Ã, ũ ∈

B̃}. Next we verify the covering property.
For any T ∈ T ′, there exists T̃ ∈ T̃ ′ such that ∥α− α̃∥F ≤ δ

2 and maxi≤r ∥ui − ũi∥ ≤ δ
2ℓϵ .

Then, by the triangle inequality,
(4.28)∥∥∥T − T̃

∥∥∥
F
≤
∑
j

|αj| ∥uj1 ⊗ · · · ⊗ ujℓ − ũj1 ⊗ · · · ⊗ ũjℓ∥F +

∥∥∥∥∥∥
∑
j

(αj − α̃j)ũj1 ⊗ · · · ⊗ ũjℓ

∥∥∥∥∥∥
F

.
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The second term is at most ∥α− α̃∥F ≤ δ/2. For the first term, it follows from the triangle
inequality that
(4.29)

∥uj1 ⊗ · · · ⊗ ujℓ − ũj1 ⊗ · · · ⊗ ũjℓ∥F ≤
ℓ∑
i=1

∥uj1 ⊗ · · · ⊗ (uji − ũji)⊗ · · · ⊗ ũjℓ∥F ≤ δ

2ϵ
.

Therefore, the first term is at most δ
2ϵ ∥α∥F ≤ δ/2.

4.3. Efficient proper density estimation. To remedy the computational intractability of
the Le Cam-Birgé estimator, in this subsection we adapt the procedure for mixing distribution
estimation in Section 3 for density estimation. Let Γ̂ be the estimated mixing distribution as
defined in (3.4), with the following modifications:

• The grid size in (3.13) is adjusted to to ϵn = n−1/2. As such, in the set of k-atomic can-
didate distributions in (3.15), W denotes an (ϵn,∥·∥1)-covering of the probability simplex
∆k−1, and A denotes an (ϵn,∥·∥2)-covering the k-dimensional ball {x ∈Rk : ∥x∥2 ≤R}.

• In the determination of the best mixing distribution in (3.18), instead of comparing the
Wasserstein distance, we directly compare the projected moments on the directions over
an (ϵn,∥·∥2)-covering N of Sk−1:

γ̂ = argmin
γ′∈S

max
θ∈N

max
r∈[2k−1]

|mr(γ
′
θ)−mr(γ̂θ)|,

where γ′θ denotes the projection of γ′ onto the direction θ (recall (2.1)).

We then report PΓ̂ = Γ̂ ∗ N(0, Id) as a proper density estimate. By a similar analysis to
Remark 1, using those finer grids, the run time of the procedure increases to nO(k). The next
theorem provides a theoretical guarantee for this estimator in general k-GM model.

THEOREM 4.7. There exists an absolute constant C such that, with probability 1− δ,

H(PΓ, PΓ̂)≤C
√
k

(
d+ k2 log(k/δ)

n

)1/4

+
(eCk log(1/δ))

2k−1

2

√
n

.

PROOF. Recall the notation Σ, Σ̂, V̂ , Ĥ, γ defined in Section 3.3. By the triangle inequal-
ity,

(4.30) H(PΓ, PΓ̂)≤H(PΓ, PΓĤ
) +H(PΓĤ

, PΓ̂)≤H(PΓ, PΓĤ
) +H(Pγ , Pγ̂).

For the first term, we have

(4.31) H2(PΓ, PΓĤ
)≤KL(PΓ, PΓĤ

)
(a)

≤ 1

2
W 2

2 (Γ,ΓĤ)
(b)

≤ k∥Σ− Σ̂∥2,

where (a) follows from the convexity of the KL divergence (see [65, Remark 5]); (b) applies
Lemma 3.5.

Next we analyze the second term in the right-hand side of (4.30) conditioning on V̂ . By
Theorem 4.2, (4.6), and (4.9), the Hellinger distance is upper bounded by the difference
between the projected moments:

(4.32) H(Pγ , Pγ̂)≤ eCk
2

sup
θ∈Sk−1

max
r∈[2k−1]

|mr(γθ)−mr(γ̂θ)|.

It follows from Lemma 1.5 of the supplement [22] that

(4.33) min
γ′∈S

max
θ∈Sk−1

max
r∈[2k−1]

|mr(γ
′
θ)−mr(γθ)| ≤

2kR2k−1

√
n

.
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By (2.5) and (2.7) of the supplement [22], with probability 1− δ/2,

(4.34) max
θ∈N

max
r∈[2k−1]

|mr(γ̂θ)−mr(γθ)| ≤
(Ck2 log(k/δ))

2k−1

2

√
n

,

for an absolute constant C . Therefore, by (4.33) and (4.34),

(4.35) min
γ′∈S

max
θ∈N

max
r∈[2k−1]

|mr(γ
′
θ)−mr(γ̂θ)| ≤

(C ′k2 log(k/δ))
2k−1

2 +(C ′k)4k√
n

,

for an absolute constant C ′ ≥ C . Note that the minimizer of (4.35) is our estimator γ̂. Con-
sequently, combining (4.34) and (4.35), we obtain

max
θ∈N

max
r∈[2k−1]

|mr(γ̂θ)−mr(γθ)| ≤
2
(
(C ′k2 log(k/δ))

2k−1

2 +(C ′k)4k
)

√
n

.

Then it follows from Lemma 1.6 of the supplement [22] that

sup
θ∈Sk−1

max
r∈[2k−1]

|mr(γθ)−mr(γ̂θ)| ≤
(C ′′k2 log(k/δ))

2k−1

2 +(C ′′k)4k√
n

,

for an absolute constant C ′′. Applying (4.32) yields that, with probability 1− δ/2,

(4.36) H(Pγ , Pγ̂)≤
(eC

′′′k log(1/δ))
2k−1

2

√
n

,

for an absolute constant C ′′′. We conclude the theorem by applying Lemma 3.6, (4.31), and
(4.36) to (4.30).

Compared with the optimal parametric rate Ok(
√
d/n) in Theorem 1.2, the rate

Ok((d/n)
1/4) in Theorem 4.7 is suboptimal. It turns out that, for the special case of 2-

GMs, we can achieve the optimal rate using the same procedure with an extra centering step.
Specifically, using the first half of observations {X1, . . . ,Xn}, we compute the sample mean
and covariance matrix by

µ̂=
1

n

n∑
i=1

Xi, S =
1

n

n∑
i=1

(Xi − µ̂)(Xi − µ̂)⊤ − Id.

Let û ∈ Rd be the top eigenvector of the sample covariance matrix S. Then we center and
project the second half of the observations by xi = ⟨û,Xi+n − µ̂⟩ for i ∈ [n], which reduces
the problem to one dimension. Then we apply the one-dimensional DMM algorithm with
x1, . . . , xn and obtain γ̂ =

∑2
i=1 ŵiδθ̂i . Finally, we report PΓ̂ with the mixing distribution

Γ̂ =

2∑
i=1

ŵiδθ̂iû+µ̂.

The next result shows the optimality of PΓ̂.

THEOREM 4.8. With probability at least 1− δ,

H(PΓ, PΓ̂)≲

√
d+ log(1/δ)

n
.
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PROOF. Let Γ = w1δµ1
+ w2δµ2

, where ∥µi∥ ≤ R, i= 1,2. Denote the population mean
and covariance matrix by µ = EΓ[U ] and Ξ = EΓ(U − µ)(U − µ)⊤, respectively. We have
the following standard results for the sample mean and covariance matrix (see, e.g., [57,
Eq. (1.1)] and Lemma 3.6):

(4.37) ∥µ̂− µ∥2, ∥S −Ξ∥2 ≤C(R)

√
d+ log(1/δ)

n
,

with probability at least 1−δ/2. Let Γ′ =
∑2

i=1wiδ⟨û,µi−µ⟩û+µ, and Γ̃ =
∑2

i=1wiδ⟨û,µi−µ̂⟩û+µ̂.
By the triangle inequality,

(4.38) H(PΓ, PΓ̂)≤H(PΓ, PΓ′) +H(PΓ′ , PΓ̃) +H(PΓ̃, PΓ̂).

We upper bound three terms separately conditioning on µ̂ and û. For the second term of
(4.38), applying the convexity of the squared Hellinger distance yields that

H2(PΓ̃, PΓ′)≤
2∑
i=1

wiH
2
(
N(ûû⊤(µi − µ) + µ, Id),N(ûû⊤(µi − µ̂) + µ̂, Id)

)

=

2∑
i=1

wi

(
2− 2e−

∥(I−ûû⊤)(µ−µ̂)∥22
8

)
≤ ∥µ− µ̂∥22,(4.39)

where we used ex ≥ 1 + x. For the third term (4.38), note that conditioned on the (û, µ̂),
xi

i.i.d.∼ Pγ̃ where γ̃ =
∑2

i=1wiδ⟨û,µi−µ̂⟩. Note that Γ̂ and Γ̃ are supported on the same affine
subspace {θû+ µ̂ : θ ∈R}. Thus

(4.40) H(PΓ̂, PΓ̃) =H(Pγ̂ , Pγ̃)≲

√
log(1/δ)

n
,

with probability at least 1− δ/2, where the inequality follows from the statistical guarantee
of the DMM algorithm in [81, Theorem 3].

It remains to upper bound the first term of (4.38). Denote the centered version of Γ,Γ′ by
π,π′. Using µ= w1µ1 + w2µ2 and w1 + w2 = 1, we may write π = w1δλw2u + w2δ−λw1u,
π′ =w1δλw2ûû⊤u +w2δ−λw1ûû⊤u, where λ≜ ∥µ1 − µ2∥2, and u≜ µ1−µ2

∥µ1−µ2∥2
. Then

(4.41) H(PΓ, PΓ′) =H(Pπ, Pπ′).

By Theorem 4.2, it is equivalent to upper bound the difference between the first three moment
tensors. Both π and π′ have zero mean. Using w2

2 −w2
1 =w2−w1, their covariance matrices

and the third-order moment tensors are found to be

Ξ= Eπ[UU⊤] = λ2w1w2uu
⊤, T = Eπ[U⊗3] = λ3w1w2(w1 −w2)u

⊗3,

Ξ′ = Eπ′ [UU⊤] = λ2w1w2⟨u, û⟩2ûû⊤, T ′ = Eπ′ [U⊗3] = λ3w1w2(w1 −w2)⟨u, û⟩3û⊗3.

Applying Theorem 4.2 and Lemma 4.9 below yields that H(Pπ, Pπ′)≲ ∥S −Ξ∥. The proof
is completed by combining (4.37) – (4.41).

LEMMA 4.9.

∥Ξ− Ξ̃∥F + ∥T − T ′∥F ≲ ∥S −Ξ∥.

PROOF. Let σ = λ2w1w2 and cosθ = ⟨u, û⟩. Since λ≲ 1, we have

∥Ξ− Ξ̃∥2F = σ2(1− cos4 θ)≲ σ2 sin2 θ,

∥T − T ′∥2F = λ2σ2(w1 −w2)
2(1− cos6 θ)≲ σ2 sin2 θ.

Since Ξ = σuu⊤, by the Davis-Kahan theorem [19], sinθ ≲ ∥S−Ξ∥
σ , completing the proof.
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4.4. Connection to mixing distribution estimation. The next result shows that optimal
estimation of the mixing distribution can be reduced to that of the mixture density, both
statistically and computationally, provided that the density estimate is proper (a valid k-GM).
Note that this does not mean an optimal density estimate PΓ̂ automatically yields an optimal
estimator of the mixing distribution Γ̂ for Theorem 1.1. Instead, we rely on an intermediate
step that allows us to estimate the appropriate subspace and then perform density estimation
in this low-dimensional space.

THEOREM 4.10. Suppose that for each d ∈ N, there exists a proper density estimator
P̂ = P̂ (X1, . . . ,Xn), such that for every Γ ∈ Gk,d and X1, . . . ,Xn

i.i.d.∼ PΓ,

EH(P̂ ,PΓ)≤ ck(d/n)
1/2,(4.42)

for some constant ck. Then there is an estimator Γ̂ of the mixing distribution Γ and a positive
constant C such that

EW1(Γ̂,Γ)≤

(
(Ck)k/2

√
ck

(
d

n

)1/4

+Ck5c
1

2k−1

k

(
1

n

) 1

4k−2

)
.(4.43)

PROOF OF THEOREM 4.10. We first construct the estimator Γ̂ using X1, . . . ,X2n
i.i.d.∼ PΓ.

Let P̂ ∈ Pk,d be the proper mixture density estimator from {Xi}i≤n satisfying

(4.44) EH(P̂ ,PΓ)≤ ck
√
d/n,

for a positive constant ck, as guaranteed by (4.42). Since P̂ is a proper estimator, it can be
written P̂ = Γ̂′ ∗N(0, Id) for some Γ̂′ ∈ Gk,d.

Let V̂ ∈Rd×k be a matrix whose columns form an orthonormal basis for the space spanned
by the atoms of Γ̂′, Ĥ = V̂ V̂ ⊤, and γ =ΓV̂ . Note that conditioned on V̂ , {V̂ ⊤Xi}i=n+1,...,2n

is an i.i.d. sample drawn from the k-GM Pγ . Invoking (4.42) again, there exists an estimator
γ̂ =

∑k
j=1 ŵjδψ̂j

∈ Gk,k such that

(4.45) EH(Pγ̂ , Pγ)≤ ck
√
k/n.

We will show that Γ̂ ≜ γ̂V̂ ⊤ =
∑k

j=1 ŵjδV̂ ψ̂j
achieves the desired rate (4.43). Recall from

(3.19) the risk decomposition:

(4.46) W1(Γ, Γ̂)≤W1(Γ,ΓĤ) +W1(γ, γ̂).

Let Σ= EU∼Γ[UU
⊤] and Σ̂ = EU∼Γ̂′ [UU

⊤] whose ranks are at most k. Then Ĥ is the pro-
jection matrix onto the space spanned by the top k eigenvectors of Σ̂. It follows from Lemma

3.5 and the Cauchy-Schwarz inequality that W1(Γ,ΓĤ) ≤
√

2k∥Σ− Σ̂∥2. By Lemma 4.4
and the data processing inequality of the Hellinger distance,

∥Σ− Σ̂∥2 = sup
θ∈Sd−1

|m2(Γθ)−m2(Γ̂
′
θ)| ≤Ck sup

θ∈Sd−1

H(PΓθ
, PΓ̂′

θ
)≤CkH(PΓ, PΓ̂′),

where Ck = (Ck)k for a constant C . Therefore, by (4.44), we obtain that

(4.47) EW1(Γ,ΓĤ)≤

√
2kCkck

(
d

n

)1/2

.
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We condition on V̂ to analyze the second term on the right-hand side of (4.46). By Lemma
3.1 and Lemma 1.1 of the supplement [22], there is a constant C ′ such that

W1(γ, γ̂)≤ k5/2 sup
θ∈Sk−1

W1(γθ, γ̂θ)≤C ′k7/2 sup
θ∈Sk−1,r∈[2k−1]

|mr(γθ)−mr(γ̂θ)|
1

2k−1 .

Again, by Lemma 4.4 and the data processing inequality, for any θ ∈ Sk−1 and r ∈ [2k− 1],

|mr(γθ)−mr(γ̂θ)| ≤CkH (Pγ̂θ , Pγθ)≤CkH (Pγ̂ , Pγ) .

Therefore, by (4.45), we obtain that

(4.48) EW1(γ, γ̂)≤C ′k7/2

(
Ckck

(
k

n

)1/2
) 1

2k−1

.

The conclusion follows by applying (4.47) and (4.48) in (4.46).

At the crux of the above proof is the following key inequality for k-GMs in d dimensions:

(4.49) W1(γ, γ̂)≲k,d H(Pγ , Pγ̂)
1/(2k−1),

which we apply after a dimension reduction step. The proof of (4.49) relies on two crucial
facts: for one-dimensional k-atomic distributions γ, γ̂,

(4.50) W1(γ, γ̂)≲k max
ℓ∈[2k−1]

|mℓ(γ)−mℓ(γ̂)|1/(2k−1),

and

(4.51) max
ℓ∈[2k−1]

|mℓ(γ)−mℓ(γ̂)|≲k H(Pγ , Pγ̂).

Then (4.49) immediately follows from Lemma 3.1 and (4.9).
Relationships similar to (4.49) are found elsewhere in the literature on mixture models,

e.g., [15, 39, 40, 38], where they are commonly used to translate a density estimation guar-
antee into one for mixing distributions. For example, [39, Proposition 2.2(b)] showed the
non-uniform bound W r

r (γ, γ̂) ≤ C(γ)H(Pγ , Pγ̂), where r is a parameter that depends on
the level of overfitting in the model; see [39, 40] for more results for other models such as
location-scale Gaussian mixtures. For uniform bound similar to (4.49), [38, Theorem 6.3]
showed W 2k−1

2k−1 (γ, γ̂)≲ ∥pγ − pγ̂∥∞ in one dimension.
Conversely, distances between mixtures can also be bounded by transportation distances

between mixing distributions, e.g., the middle inequality in (4.31) for the KL divergence.
Total variation inequality of the form TV(F ∗ γ,F ∗ γ̂) ≲W1(γ, γ̂) for arbitrary γ, γ′ are
shown in [65, Proposition 7] or [14, Proposition 5.3], provided that F has bounded density.
See also [40, Theorem 3.2(c)] and [39, Proposition 2.2(a)] for results along this line.

5. Numerical studies. This section presents numerical experiments comparing the esti-
mator (3.4) to the classical EM algorithm. The EM algorithm is guaranteed only to converge
to a local optimum (and very slowly without separation conditions) [44], and its performance
depends heavily on the initialization chosen. It moreover takes a pass at the entire sample on
each iteration.

As opposed to the worst-case scenario considered in the minimax analysis, in the exper-
iments we consider fixed mixing distribution Γ that does not depend on n. The empirical
results demonstrate that in certain cases, the proposed algorithm, while not scalable to large
k, can be a good alternative to EM in terms of both accuracy and speed. However, we reit-
erate that this algorithm, which is meant to show that the minimax rate can be achieved in



OPTIMAL ESTIMATION OF HIGH-DIMENSIONAL GAUSSIAN LOCATION MIXTURES 27

time polynomial in n, is not practical even for modest values of k. The EM algorithm, while
hampered by its repeated accessing of all data points and the possibility of being derailed by
spurious local maxima, scales much better in k.

All simulations are run in Python. The DMM algorithm relies on the CVXPY [21] and
CVXOPT [5] packages; see Section 6 of [81] for more details on the implementation of
DMM. We also use the Python Optimal Transport package [24] to compute the d-dimensional
1-Wasserstein distance.

In all experiments, we set σ = 1, d = 100, with n ranging from 10,000 to 200,000 in
increments of 10,000. For each model and each value of n, we run 10 repeated experiments;
we plot the mean error and standard deviation of the error in the figures. We initialize EM
randomly, and our stopping criterion for the EM algorithm is either after 1000 iterations or
once the relative change in log likelihood is below 10−6. For the dimension reduction step
in the computation of (3.4), we first center our data then project onto the top k − 1 singular
vectors. Thus when k = 2, we project onto a one-dimensional subspace and only run DMM
once, so the grid search of Algorithm 1 is never invoked. While sample splitting is used for
the sake of analyzing the estimator (3.4), in the actual experiments we forgo this step.

When k = 3, the data are projected to a 2-dimensional subspace after centering. In this
case, we need to choose W,N , the ϵn,k-nets on the simplex ∆k−1 and on the unit sphere
Sk−2, respectively. Here W is chosen by discretizing the probabilities and N is formed
by by gridding the angles α ∈ [−π,π] and using the points (cosα, sinα). Note that here,
|W| ≤ (C1/ϵn,k)

k−1, |N | ≤ (C2/ϵn,k)
k−2. For example, when n= 10000, 1/ϵn,k ≈ 3. In the

experiments in Fig. 2, we choose C1 = 1,C2 = 2.
In Fig. 1, we compare the performance on the symmetric 2-GM, where the sample is drawn

from the distribution 1
2N(µ, Id) +

1
2N(−µ, Id). For Fig. 1(a), µ = 0, i.e., the components

completely overlap. And for Fig. 1(b) and Fig. 1(c), µ is uniformly drawn from the sphere of
radius 1 and 2, respectively. In Fig. 1(d), the model is PΓ = 1

4N(µ, Id) +
3
4N(−µ, Id) where

µ is drawn from the sphere of radius 2. Our algorithm and EM perform similarly for the
model with overlapping components; our algorithm is more accurate than EM in the model
where ∥µ∥2 = 1, but EM improves as the model components become more separated. There
is little difference in the performance of either algorithm in the uneven weights scenario.

In Fig. 2, we compare the performance on the 3-GM model 1
3N(µ, Id) +

1
3N(0, Id) +

1
3N(−µ, Id) for different values of separation ∥µ∥. In these experiments, we see the oppo-
site phenomenon in terms of the relative performance of our algorithm and EM: the former
improves more as the centers become more separated. This seems to be because in, for in-
stance, the case where µ = 0, the error in each coordinate for DMM is fairly high, and this
is compounded when we select the two-coordinate final distribution. The performance of our
algorithm improves rapidly here because as the model becomes more separated, the errors in
each coordinate become very small. Note that since we have made the model more difficult
to learn by adding a center at 0, the errors are higher than for the k = 2 example in every
experiment for both algorithms.

In Fig. 3, we provide further experiments to explore the adaptivity of the estimator pro-
duced by the algorithm in Section 3. The settings are the same as in the previous experiments
except we choose a finer grid with parameter C1 = 2 instead of C1 = 1, for otherwise the
quantization error of the weights is too large.

In Fig. 3(a), we let the true model be exactly as in Fig. 1(c), but we run the algorithm
from Section 3 using k = 3. As in Fig. 2, DMM seems to improve more rapidly than EM as
n increases. But here, DMM has higher error than EM for small n. In Fig. 3(b), we let k = 3
and create a model without the symmetry structures of the models in previous experiments by
drawing the atoms uniformly from the unit sphere and the weights from a Dirichlet(1,1,1)
distribution. This model is more difficult to learn for both DMM and EM, but DMM still
outperforms EM in terms of accuracy.
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(b) ∥µ∥= 1
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(c) ∥µ∥= 2
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(d) ∥µ∥= 2

FIG 1. In the first three figures, PΓ = 1
2N(µ, Id) +

1
2N(−µ, Id), for increasing values of ∥µ∥2. In the final

figure, PΓ = 1
4N(µ, Id) +

3
4N(−µ, Id) where ∥µ∥2 = 2.

Finally, we provide a table of the average running time (in seconds) for each experiment.
As expected, in the experiments in Fig. 1, the DMM algorithm is faster than EM. In the
experiments in Fig. 2, DMM manages to run faster on average than EM in the two more
separated models, Fig. 2(b) and Fig. 2(c). Also unsurprisingly, DMM is slower in the Fig. 2
experiments than those in Fig. 1, because grid search is invoked in the former. In the over-
fitted case in Fig. 3(a), DMM is much slower on average than EM, and in fact is slower on
average than DMM in any other experiment setup. In Fig. 3(b), where the model does not
have special structure, DMM nonetheless runs on average in time faster than for some of the
symmetric models in Fig. 2, and moreover again improves on the average run time of EM.

Experiment DMM EM

Fig. 1(a) 0.114407 0.678521
Fig. 1(b) 0.121561 1.163886
Fig. 1(c) 0.206713 0.573640
Fig. 1(d) 0.221704 0.818138
Fig. 2(a) 1.118308 0.985668
Fig. 2(b) 2.257503 2.582501
Fig. 2(c) 2.179928 3.576998
Fig. 3(a) 3.840112 1.350464
Fig. 3(b) 1.907299 2.546508

TABLE 1
Running time comparison (in seconds).
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(b) ∥µ∥= 1
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FIG 2. PΓ = 1
3N(µ, Id) +

1
3N(0, Id) +

1
3N(−µ, Id) for increasing values of ∥µ∥2.
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(a) PΓ = 1
2N(µ, Id) +

1
2N(−µ, Id) with ∥µ∥2 = 2.
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(b) PΓ =
∑3
j=1wjN(µj , Id) with

µj ’s drawn uniformly from the
unit sphere and (w1,w2,w3) ∼
Dirichlet(1,1,1).

FIG 3. Adaptivity and asymmetry.

6. Discussion. In this paper we focused on the Gaussian location mixture model (1.1)
in high dimensions, where the variance parameter σ2 and the number of components k are
known, and the centers lie in a ball of bounded radius. Below we discuss weakening these
assumptions and other open problems.

Unbounded centers. While the assumption of bounded support is necessary for estimating
the mixing distribution (otherwise the worst-case W1-loss is infinity), it is not needed for
density estimation [2, 52, 7]. In fact, [2] first uses a crude clustering procedure to partition
the sample into clusters whose means are close to each other, then zooms into each cluster
to perform density estimation. For the lower bound, the worst case occurs when each cluster
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is equally weighted and highly separated, so that the effective sample size for each compo-
nent is n/k, leading to the lower bound of Ω(kdn ). On the other hand, the density estimation
guarantee for NPMLE in [32, 83, 70] relies on assumptions of either compact support or tail
bound on the mixing distribution.

Location-scale mixtures. We have assumed that the covariance of our mixture is known and
common across components. There is a large body of work studying general location-scale
Gaussian mixtures, see, e.g., [60, 39, 7]. The introduction of the scale parameters makes the
problem significantly more difficult. For parameter estimation, the optimal rate remains un-
known even in one dimension except for k = 2 [35]. In the special case where all components
share the same unknown variance σ2, the optimal rate in one dimension is shown in [81] to
be n−1/(4k) for estimating the mixing distribution and n−1/(2k) for σ2, achieved by Lindsay’s
estimator [54]. Modifying the procedure in Section 3 by replacing the DMM subroutine with
Lindsay’s estimator, this result can be extended to high dimensions as follows (see Section 4
of the supplemental material [22] for details), provided that the unknown covariance matrix
is isotropic; otherwise the optimal rate is open.

THEOREM 6.1 (Unknown common variance). Assume the setting of Theorem 1.1, where
PΓ = Γ ∗N(0, σ2Id) for some unknown σ bounded by some absolute constant C and Γ ∈
Gk,d. Given n i.i.d. observations from PΓ, there exists an estimator (Γ̂, σ̂) such that

(6.1) EW1(Γ̂,Γ)≲k

(
d

n

)1/4

∧ 1 + n−1/(4k), E|σ̂2 − σ2|≲k n
−1/(2k).

Furthermore, both rates are minimax optimal.

Number of components. This work assumes that the parameter k is known and fixed. Since
the centers are allowed to overlap arbitrarily, k is effectively an upper bound on the number
of components. If k is allowed to depend on n, the optimal W1-rate is shown in [81, Theorem
5] to be Θ( log lognlogn ) provided k =Ω( logn

log logn), including nonparametric mixtures. Extending
this result to the high-dimensional setting of Theorem 1.1 is an interesting future direction.

The problem of selecting the mixture order k has been extensively studied. For instance,
many authors have considered likelihood-ratio based tests; however, standard asymptotics for
such tests may not hold [37]. Various workarounds have been considered, including method
of moments [54, 17], tests inspired by the EM algorithm [53], quadratic approximation of
the log-likelihood ratio [55], and penalized likelihood [26]. A common practical method is
to infer k from an eigengap in the sample covariance matrix. In our setting, this technique
is not viable even if the model centers are separated, since the atoms may all lie on a low-
dimensional subspace. However, under separation assumptions we may infer a good value of
k from the estimated mixing distribution Γ̂ of our algorithm.

Efficient algorithms for density estimation. As mentioned in Section 1.2, for the high-
dimensional k-GM model, achieving the optimal rate Ok(

√
d/n) with a proper density esti-

mate in polynomial time is unresolved except for the special case of k = 2. Such a procedure,
as described in Section 4.3, is of method-of-moments type (involving the first three mo-
ments); nevertheless, thanks to the observation that the one-dimensional subspace of spanned
by the centers of a zero-mean 2-GM can be extracted from the covariance matrix, we can re-
duce the problem to one dimension by projection, thereby sidestepping third-order tensor
decomposition which poses computational difficulty. Unfortunately, this observation breaks
down for k-GM with k ≥ 3, as covariance alone does not provide enough information for
learning the subspace accurately. For this reason it is unclear whether the algorithm in Sec-
tion 4.3 is capable to achieve the optimal rate of

√
d/n and so far we can only prove a rate

of (d/n)1/4 in Theorem 4.7. Closing this computational gap (or proving its impossibility) is
a challenging open question.
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Analysis of the MLE. A natural approach to any estimation problem is the maximum likeli-
hood estimator, which, for the k-GM model (1.6), is defined as Γ̂MLE = argmaxΓ∈Gk,d

∑n
i=1 log pΓ(Xi).

Although this non-convex optimization is difficult to solve in high dimensions, it is of interest
to understand the statistical performance of the MLE and whether it can achieve the optimal
rate of density estimation in Theorem 1.2.

A rate of convergence for the MLE is typically found by bounding the bracketing entropy
of the class of square-root densities; see, e.g., [77, 75]. Given a function class F of real-
valued functions on Rd, its ϵ-bracketing number N[](ϵ) is defined as the minimum number
of brackets (pairs of functions which differ by ϵ in L2-norm), such that each f ∈ F is sand-
wiched between one of such brackets. Suppose that the class F is parametrized by θ in some
D-dimensional space Θ. For such parametric problems, it is reasonable to expect that the
bracketing number of F behaves similarly to the covering number of Θ as

(
1
ϵ

)O(D) (see, for
instance, the discussion on [75, p. 122]). Such bounds for Gaussian mixtures were obtained
in [58]. For example, for d-dimensional k-GMs, [58, Proposition B.4] yields the following
bound for the global bracketing entropy:

(6.2) logN[](ϵ)≲ kd log
Cd

ϵ
.

Using standard result based on bracketing entropy integral (c.f. e.g. [75, Theorem 7.4]), this
result leads to the following high-probability bound for the MLE Γ̂ML:

(6.3) H(PΓ̂ML
, PΓ)≤C

√
dk log(dn)

n
,

which has the correct dependency on k, but is suboptimal by a logarithmic factor compared to
Theorem 1.2. It is for this reason that we turn to the Le Cam-Birgé estimator, which relies on
bounding the local Hellinger entropy without brackets, in proving Theorem 1.2. Obtaining a
local version of the bracketing entropy bound in (6.2) and determining the optimality (without
the undesirable log factors) of the MLE for high-dimensional GM model remains open.

Adaptivity. The rate in Theorem 1.1 is optimal in the worst-case scenario where the centers
of the Gaussian mixture can overlap. To go beyond this pessimistic result, in one dimen-
sion, [38] showed that when the atoms of Γ form k0 well-separated (by a constant) clusters
(see [81, Definition 1] for a precise definition), the optimal rate is n−1/(4(k−k0)+2), interpo-
lating the rate n−1/(4k−2) in the worst case (k0 = 1) and the parametric rate n−1/2 in the best
case (k0 = k). Furthermore, this can be achieved adaptively by either the minimum distance
estimator [38, Theorem 3.3] or the DMM algorithm [81, Theorem 2].

In high dimensions, it is unclear how to extend the adaptive framework in [38]. For the
procedure considered in Section 3, by Lemma 3.5, the projection V̂ obtained from PCA pre-
serves the separation of the atoms of Γ. Therefore, in the special case of k = 2, if we first
center the data so that the projection γ in (3.2) is one-dimensional, then the adaptive guar-
antee of the DMM algorithm allows us to adapt to the clustering structure of the original
high-dimensional mixture; however, if k > 2, Algorithm 1 must be invoked to learn the mul-
tivariate γ, and it does not seem possible to obtain an adaptive version of Lemma 3.2, since
some of the projections may have poor separation, e.g. when all the atoms are aligned with
the first coordinate vector.

SUPPLEMENTARY MATERIAL

Supplement to “Optimal estimation of high-dimensional Gaussian location mixtures”
(DOI: ).
In this supplemental material, we present the proofs of several remaining technical lemmas.
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