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We resolve a long-standing debate in statistics, known as the AIC-BIC dilemma: model 
selection/averaging methods like BIC, the Bayes factor, and MDL are consistent (they 
eventually infer the correct model) but, when used for prediction, the rate at which 
predictions improve can be suboptimal. Methods like AIC and leave-one-out cross-
validation are inconsistent but typically converge at the optimal rate. We give a novel 
analysis of the slow convergence of the Bayesian-type methods. Based on this analysis, 
we propose the switching method, a modification of Bayesian model averaging that 
achieves both consistency and minimax optimal convergence rates. The method is related 
to expert-tracking algorithms developed in the COLT literature, and has time complexity 
comparable to Bayes. Experiments with nonparametric density estimation confirm that 
our large-sample theoretical results also hold in practice in small samples. We also 
discuss how our results can coexist with seemingly incompatible results by Yang (2005), 
who proved that the strengths of AIC and BIC cannot always be shared.  
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