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We study the problem of data compression, gambling and 
prediction of a sequence zn = z1z2 ... z, from a certain al- 
phabet X ,  in terms of regret [4] and redundancy with respect 
to a general exponential family, a general smooth family, and 
also Markov sources. In particular, we show that variants 
of Jeffreys mixture asymptotically achieve their minimax val- 
ues. These results are generalizations of the work by Xie and 
Barron [5, 61 in the general smooth families. In particular 
for one-dimensional exponential families, they also extend the 
works of Clarke and Barron [I] to deal with the full natural 
parameter space rather than compact sets interior to it. 

The worst case regret of a probability density q with respect 
to a d-dimensional family of probability densities S = { p ( - l 9 )  : 
9 E 0) and a set of the sequences W, E X" is defined as 

where 6' is the maximum likelihood estimate (MLE) given zn. 
We consider minimax problems for sets of sequences such 

that W,, = X"(Q)  ef {z" : b E Q}, where Q is a certain 
nice subset (satisfies = @) of 0. That is, we construct 
probability densities which minimize the worst case regret. 

We let J ( 9 )  denote the Fisher information matrix of 9. For 
K c 0, define C j ( K )  ef s,d-d19. The Jeffreys 
mixture is the mixture density by the prior proportional to d-. We denote the Jeffreys mixture over the set K 
by mK. The value C j ( K )  is the normalization constant for 
the Jeffreys prior over the set K. 

For (i.i.d. ) exponential families, a sequence of Jeffreys 
mixtures achieves the minimax regret asymptotically, when Q 
is a compact subset included in the interior of 0. Let {Qn} be 
a sequence of subsets of 0 such that 4: 2 8. Suppose that 
B, reduces to Q as n -+ 00, where CJ(Q,) reduces to C J ( ~ ) .  
If the rate of that reduction is sufficiently slow, then we have 

where the remainder o(1) tends to zero uniformly over all se- 
quences with MLEin 4 .  This implies that the sequence {mc;,,} 
is asymptotically minimax. This is verified using the following 
asymptotic formula resulted by the Laplace integration: 

m d z " )  Jdet(j(zn,8)) 
-N 

P(X"l8)  C J ( Q ) J q q j J  ' 

where j (zn ,9)  is the empirical Fisher information. When 9 
is the natural parameter of an exponential family, J(zn, 9) = 
J ( 8 )  holds. 
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However, when the model S is not exponential type, the 
Jeffreys mixture is not minimax, because the empirical Fisher 
information is not close to the Fisher information a t  the MLE 
for a small set of sequences. For such S, a modified Jeffreys 
mixture obtained by adding the small contribution from a 
mixture of the enlarged set which consists of densities 

i 9 

where < is added parameters and A(9, <) is the normalization 
constant. The added component deals with the sequences for 
which the empirical Fisher information differs from the Fisher 
information. When S is the curved exponential family embed- 
ded in the exponential family s, we can use s as the enlarged 
model. 

Certain exponential families that permit dependence (not 
i.i.d.) can also be handled, in particular for the first order 
Markov sources with the alphabet size 2, we obtain modifi- 
cations of the Jeffreys mixture, which achieve the minimax 
regret for all sequences (including the case the MLE near the 
boundary), similarly to Xie and Barron's result for discreet 
memoryless sources 161. 

Also for one-dimensional exponential families, we show how 
to modify the Jeffreys mixture for dealing with the sequences 
with the MLE locating near the naturally determined bound- 
ary of the range of parameters. For this task, we have classi- 
fied the types of boundary or tail behavior for one-dimensional 
exponential families. Our modification must be designed de- 
pending on such types. The same modifications are also min- 
imax for the traditional redundancy Ee[log(~(."le)/q(z"))]. 

To summarize the answer, the asymptotics like (1) given for 
the stochastic complexity in Rissanen [3] and given in Clarke 
and Barron [I] for related minimax redundancy (expected re- 
gret) remain valid for minimax regret when dealing with expo- 
nential families of various boundary behavior and with general 
smooth families and in each case is achieved by modifications 
of Jeffreys mixture in some cases analogous to those suggested 
by Xie and Barron [5, 61. 
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