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Figure 1: Jorma Rissanen in his San Jose office in 1985. Figure 1: Jorma Rissanen in his San Jose office in 1985.
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Figure 2: Conference in Ann Arbor, Michigan: Jorma Rissanen and Claude Shannon. Jorma Rissanen has
received the Best Paper Award from IEEE Information Theory Group in 1986.

What can you recall about your life during the elementary, junior high and high school days?
Did you start showing any added aptitude in one subject over others at some stage?

For a couple of years I had trouble with arithmetic and mathematics, but then all of a sudden,
it seemed, I understood that arithmetic and mathematics is nothing but a game with certain
rules, which you have to learn. After that it became my favorite field.

Did you happen to meet inspiring teachers in science and mathematics?

Our mathematics teacher happened to be excellent. He kept on reminding the students that there
is nothing to learning mathematics and all of you are capable of getting at least the grade B. He
left me with the long lasting impression that I should be able to learn anything if it is explained
clearly.

Of science we were taught basic physics, the teacher of which was very good, too.

How about the matriculation examination in the early 1950s? What kind of thoughts does that
bring to your mind?

The examination itself took one whole day. I remember the 3-hour mathematics test, which
consisted of ten problems. One was an involved percentage type of problem, which was very hard
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Figure 3: Conference Dinner in Tampere Conference 1987: T. W. Anderson, Jorma Rissanen and Dorothy
Anderson.

So you were working and continuing your studies at the same time?

Yes.

When did your interests in mathematics and science begin to emerge?

They grew gradually during the undergraduate studies.

What was your dissertation about?

It was about the horrible problem of adaptive control.

Could you please be a bit more specific? Your answers makes me curious. . .

Although I feel the less said about the thesis the better, let me just add that the most important
and difficult part in problem selection is to pick a topic which both is tractable and reasonably
significant. Since nobody had been able to do anything worthwhile about the adaptive control
problem I should never have taken that as a PhD topic. Needless to say I wasted my time as
well as that of the examiner, Olli Lokki, and produced absolutely nothing worthwhile.
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Figure 4: Sauna Party in Tampere Conference 1987: Ted Hannan, Jorma Rissanen, and Heikki Hella.

Who was your thesis advisor and what kind of process it was to work for a doctoral degree at
that time at HUT?

My thesis advisor was Hans Blomberg, and since there were no formal lectures given on graduate
level I simply started by reading literature given to me by him. I continued studying mathematics
under the tutoring of Kalle Väisälä. The examination was done in my working out problems in
books as home work – not avoiding the more difficult ones as instructed by Professor Väisälä.

Often, work done for doctoral thesis shapes one’s future conception of the field. Is this the case
for you?

No.

Are there other people at HUT that you regard as influences on your career as it developed?

No.

You received the Doctor of Technology Degree in control theory and mathematics from the
Helsinki University of Technology in 1965. Were there many other doctoral students in your
field of research at HUT?

Since I did most of my work away from the university while working for IBM, I didn’t know of
any other doctoral student in any field at HUT.
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Did you have any contacts with the Department of Mathematics at the University of Helsinki?
At that time there were many world famous mathematicians like e.g. Rolf Nevanlinna, Paul
Kustaanheimo, P. J. Myrberg, Gustav Elfving and Olli Lehto.

I had no contact with the Department of Mathematics at the University of Helsinki, but I did
know the impressive Paul Kustaanheimo and of course I knew Olli Lokki who was at the HUT.
In fact, my first course in statistics were lectures given at HUT by Olli Lokki, who was the
pioneer of statistics teaching in HUT.

What were your plans for future after finishing your degree? How did you originally get interested
in research career?

It seems now that I have always regarded research as the only career for me, which was only
strengthened while working in IBM Research.

What about the teaching? Did you feel any call for teaching after finishing your degree?

I didn’t have a chance until later when I found out that teaching is too difficult to be left to the
professionals.
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Figure 5: Workshop in Tampere 1990. Jorma Rissanen talking on “Stochastic Complexity in Linear Models”.
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Figure 6: The IEEE announced that Jorma Rissanen is the recipient of the 1993 IEEE Richard W. Hamming
Medal (IEEE Information Theory Society Newsletter 1993).

Ted loved to work on the difficult analysis problems arising in time series. His forte was analysis
of existing problems rather than the creation of new ones. Among his many results was to derive
a rather exact form for the penalty term in a criterion to find the number of parameters consis-
tently. This also implies the consistency of the criterion BIC or the asymptotic approximation
of the MDL criterion. To show something of my two-month visit to the Australian National
University we had a joint Biometrika paper, written mostly by him, on estimation of ARMA
order (Hannan and Rissanen 1982).

In 1975 you introduced a new coding technique for data compression, called Arithmetic Coding,
which is certainly one of your main contributions (Rissanen 1976). We may guess that coding
theory was not one of your study subjects in the Helsinki University of Technology. Was it at
IBM when you became interested in coding theory?

I had never heard of the coding problem at the time I stayed at HUT. I got the idea of arithmetic
coding from the brief paper by Kolmogorov, ‘Three Measures of Information’ (Kolmogorov 1965),
during my stay as the professor of control theory in Sweden.
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Figure 7: Peter Grünwald and Jorma Rissanen during the 2002 IEEE Information Theory Workshop in Banga-
lore, India.

Your paper ‘Stochastic complexity and modeling’ in Annals of Statistics 1986 extends certain
fundamental results in information theory and statistics. Could you tell us in a few words about
the significance of this contribution.

At the time I wanted to prove that with a parametric family of distributions you cannot get a
shorter code length for or, equivalently, a greater probability assigned to data sequences than
a certain calculable bound – no matter how you construct the code. That is, such a bound,
which I called stochastic complexity, is inherent for the family of distributions at hand. Later
constructions were found with which the bound can be essentially achieved. This simply means
that there are some absolute restrictions in modeling which you have to live with, and if your
model gets away with such restrictions nobody can beat you. This is the aim with universal
models.

During the last three decades you have developed such ideas as stochastic complexity, univer-
sal model, and universal minimal sufficient statistics, which provide an information theoretic
foundation for statistics. How do you assess the present status of your theory now?

The universal minimal sufficient statistics in the algorithmic information theory, where a model
of data is simply any finite set that includes the data, is due to Kolmogorov. When we deal with
distributions as models, which must be estimated from data, there is a possibility to sharpen
Kolmogorov’s result at least in two respects: First, the code length of a model, represented by
the maximum likelihood estimate of its parameters, corresponds to the Kolmogorov complexity
of the model. But the model can actually be represented more completely by the sequence of the
maximum likelihood estimates, obtained from all the prefixes of the data sequence. This has no
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Figure 8: Jorma Rissanen and Stefano Zambelli at the home of K. Vela Velupillai in Galway, Ireland, March
2005.

What is your view on breadth versus depth in research? You have solved problems over a broad
range and reached many deep findings. Some people tend to think that working deeply on a small
topic is in contrast to having a wider interest.

I see no contradiction in the two views. I sometimes tell young people that you need mathematics
and deep analytic tools if you want to accomplish anything of lasting value; you cannot do that
simply by being clever in the small.

In this context I might mention a nice poem by Piet Hein, which I saw in the office door of
Terry Speed in Berkeley: Its name is Wide Road and it goes as follows:

To make a name for learning
when other roads are barred,
take something very easy
and make it very hard.

You have developed foundations of statistical modeling and carried out significant research in
many fields like e.g. prediction and system theories, information and coding theory, computer
learning, probability and statistics, and you have worked with computer scientists, engineers,
information theorists, mathematicians, and statisticians. Could you give us your projections for
statistical modeling in this new century?

In my view statistics needs a solid foundation rather than just a collection of isolated techniques
however clever.

It is not enough to claim to have found a method which works well or better than other
methods on some data. It’s even not enough to prove that the technique works on data generated
by an imagined ’true’ distribution. We need to understand why a technique works as it does,
and why it is better than the competing approaches. This is what’s missing in current statistics,
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What definition of probability do you use?

Strictly speaking I use the probability that satisfies Kolmogorov’s axioms. Sometimes, when it
is preferable to talk about code length I mean by probability the number two raised to the
negative power of the code length. After all, prefix codes are very concrete and there is nothing
fuzzy about them. An example is the assignment of probability to a closed curve on the plane.
It is easy to encode such curves by the chain link method, which then assigns a probability to
the curve. Compare this with the horrendous task of defining a prior distribution for the set of
all continuous closed curves on the plane.
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Figure 9: Jorma Rissanen with Wojciech Szpankowski and Jacob Ziv at the ITA Workshop, San Diego, Cali-
fornia, 2007.

Affiliations to Finland and current research

You were invited to “The 2nd International Tampere Conference in Statistics” in 1987. In
consequence of this meeting we had the privilege to learn to know you personally. Since then you
have been a regular visitor to Tampere. In 1987 Conference we had T. W. Anderson, George E. P.
Box, C. R. Rao and Ted Hannan as keynote speakers. You surely had met all of them before?

I do not recall having met Professor Box before that meeting. Actually, as you may know, I met
Tarmo Pukkila, who was in charge for the Tampere Conference, first time in 1985 in Las Vegas
in the ASA Conference – and there Tarmo invited me to Tampere in 1987.
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Figure 10: Jorma Rissanen looking at the sketch of a plot on sale in Kuru, Finland, April 2007.
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