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ABSTRACT. Concepts of universal data compression lead to minimal description-length criteria for nonparametric statistical model selection for the estimation of functions. In this paper we define general complexity regularization criteria and establish bounds on the statistical risk of the estimated functions. These bounds establish consistency, valid rates of convergence, and demonstrate the new asymptotic optimality of the model selection criterion in both parametric and nonparametric cases. A fundamental role is played by an index of resolvability that quantifies the tradeoff between complexity and accuracy of candidate models. Applications are given to polynomial regression and artificial neural networks.

1. Introduction

In the context of statistical estimation of functions, a list of parametric models is provided from which one is to be automatically selected from the data. These lists of parametric models have the property that for essentially any target function there exist a convergent sequence of approximating functions on the list. In the absence of knowledge of the true function, the problem is to estimate an appropriate size model that provides a good tradeoff between the approximation error, which is best for larger models, and the parameter estimation error, which is best for smaller models.

In this paper we present an index of resolvability that defines the best tradeoff between approximation error and the complexity of models. A complexity regularization criterion is defined which adds an information-theoretic complexity penalty to the empirical loss, and the estimator is taken which achieves the optimum value of this criterion. It is shown that the statistical risk of the estimated function is bounded by the index of resolvability.

The methods and theory we present here are closely related to minimum complexity density estimation as developed in Barron and Cover (1990). The difference is that here we do not necessarily stick to the minimum description-length paradigm from Rissanen (1983,1984) and Barron (1985). In that paradigm the model selection criterion is required to correspond to a total description length for the sample. That paradigm works quite well for density estimation, using the fact that the best codes
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for a given distribution have length equal to minus the logarithm of the density. The complexity penalty then serves as a length of a preample that describes what estimated distribution is used in the description of that sample. However, for other curve fitting problems we may be interested in estimating, say, a regression function using generalized squared-error criterion. If the distribution of the errors is known (and in particular non-Gaussian), then the squared error term in the criterion does not correspond to the length of an accurate code for the data. Nevertheless, regularization of the estimator by the addition of a complexity penalty is still fruitful in this context, despite the lack of a complete justification on grounds of optimal data compression.

A Bayesian formulation of the model selection problem as in Schwarz (1978) yields test statistics that are similar to criteria motivated by the minimum description-length principle. Although closely related, the complexity regularization criterion for the estimation of functions does not necessarily correspond to a Bayesian solution. Again, the reason is that the choice of an empirical loss function is not constrained to correspond to the log-likelihood for a model of the error distribution.

Other statistical performance criteria have been analyzed for their asymptotic statistical properties. In particular, Shibata (1981) has demonstrated asymptotic optimality properties of the Akaike's final prediction error and Akaike's AIC criterion in the case of Gaussian errors. For more general error distributions, Li (1987) demonstrates asymptotic optimality properties of Mallows' C_p criterion, cross-validation, and generalized cross-validation. Li's analysis applies only to linear models and requires a condition that indirectly restricts the number of candidate models that may be considered. The analysis that we give here is similar in spirit to the work of Shibata and Li.

An advantage of the complexity regularization criterion is that it is amenable to statistical analysis for essentially any list of candidate functions. In particular, linearity of the parametric models need not be assumed. Also, no truncation need be placed on the number of candidate models that is considered for each sample size. In essence the effect of the number of candidate models is automatically accounted for in the complexity penalty. To permit this increased generality, our bounds do not yield asymptotic optimality in the sense of Shibata for the nonparametric case. Nevertheless, the bounds do show that the statistical risk is within a logarithmic factor of the optimum. Moreover, our results are seen to be applicable both for parametrically represented functions and for nonparametric functions, without prior knowledge of whether the true function is in the list of parametric models.

Below we give two examples to which the convergence theory applies. The theory is not restricted to these cases. These examples provide lists of parametric families of functions $f_n(x, \theta)$ for $\mathbf{x} \in \mathbb{R}^d$ and $\mathbf{R}^m$, where the dimension $m$ depends on the model $M$. As a concession to computational feasibility, the size of the list of models may be truncated to depend on the sample size $n$, as long as the restrictions are relaxed in $n \to \infty$. Statistical and information-theoretical considerations show that there is no essential loss in restricting the coordinates of $\theta$ to a grid of points spaced at width equal to a small multiple of $\sqrt{n}$, where $n$ is the sample size. Because of the discretization of the parameters, the list of models leads to a countable list $\Gamma_n$ of candidate functions.

For each candidate function $f$, a complexity $C_n(f)$ is assigned. In general, these numbers $C_n(f)$ are arbitrary subject to a summability restriction on $2^{-C_n(f)}$. This restriction means that $C_n(f)$ may be interpreted as a code length for the description of $f$, or, what turns out to be operationally equivalent but motivationally quite distinct, $2^{-C_n(f)}$ may be interpreted as a prior probability of $f$. For example, we give, the complexity may be chosen to take on the following form

$$C_n(f_n(\theta; \mathbf{B})) = \frac{m}{2} \log n + c_n + c_\theta,$$

where the logarithm is taken with base 2. Here $(m/2) \log n + c_n$ may be interpreted as the code length for the parameter $\theta$, or $2^{-c_\theta}$ as a prior density for the parameter. Likewise, $c_\theta$ may be interpreted as a code length for the model $M$, or $2^{-c_\theta}$ as a prior probability, where $\sum_{M \in \mathcal{M}} 2^{-c_\theta} \leq 1$. The term $c_n$ indirectly accounts for the effect of the number of candidate models. When there are many competing models, this term helps to avoid overfitting problems due to selection bias.

The examples we study have the property that essentially every function $f$ is well approximated by functions in the list $\Gamma_n$. In particular, for every $L^2$ function with compact domain in $\mathbb{R}^d$, there is a sequence of functions $f_n \in \Gamma_n$ such that the $L^2$ approximation error converges to zero as $n \to \infty$. A consequence is that the index of resolvability $R_n(f^*) = \min_{f_n \in \Gamma_n} \| f - f_n \|^2_{L^2} + C_n(f)/n$, which quantifies the trade-off between the accuracy and complexity of the best approximations, is seen to converge to zero. The speed at which $c_n$ converges depends on how well tailored the list $\Gamma_n$ is to the function $f^*$. If $f^*$ is a member of one of the candidate families then $R_n(f^*) = O(\log n)/n$. In other cases, $R_n(f^*)$ converges at rate given by $c_n$ and $R_n(f^*)$ at rate given by $R_n(f^*)$.

EXAMPLE 1.1: MULTIVARIATE BASIS FUNCTION SELECTION

Let $B_k(x, \theta, k \in \{0, 1, 2, \ldots \}^d$ denote a collection of basis functions for multivariate functional expansions. In particular, we may take basis functions for polynomials, splines, or trigonometric series. For example, $B_k(x) = x_1^{k_1} \cdots x_d^{k_d}$ is the traditional basis for polynomials. Fixing sets $M$ of multi-indices $k$ yield candidate models

$$f_n(x, \theta) = \sum_{k \in M} \beta_k B_k(x).$$

The lists of candidate models consist of collections $\mathcal{M}$ of such $f_n$. In theory one may take the collection of all finite subsets $\mathcal{M}$, and use the complexity regularization criterion to choose a statistically suitable subset. However, in practice it is more feasible to impose sequences of bounds on the maximal degree and the interaction order of the basis functions, and perhaps to restrict to hierarchical sets of terms, thereby yielding a sequence of lists $\Gamma_n$ of candidate functions. Theoretically, the sequence of bounds should be fairly large (and tend to infinity as $n \to \infty$), so that we do not interfere with the desired approximation properties. The complexity regularization criterion makes the final choice of model within the possibly restricted class.

There are various statistical contexts in which such basis function expansions may be used, including least squares regression (see Cox (1988), Friedman (1990)).
maximum likelihood estimation of the log-density (see Stone (1990), Barron and Shen (1998)), and logistic regression for nonparametric discriminant functions. As we shall see, complexity regularization and indices of resolvability are defined for each of these contexts.

Suppose the target function \( f^* \) is in the Sobolev space of functions on \([0,1]^d\) for which all partial derivatives up to order \( r \) are square integrable. In the context of regression and log-density estimation using polynomials, splines, or trigonometric series, the index of resolvability converges at rate

\[
R_\varepsilon(f^*) = O\left(\frac{n \log d}{n}\right)^{2r+1}
\]

(3)

This is shown for \( d = 1 \) in Barron and Cover (1990) and extends by the same method to \( d > 1 \) using multivariate representation results in Shen (1989).

These bounds on the index of resolvability then apply, using the main results from Section 4, to show that the statistical risk of the estimated function converges to zero at rate \( O(\log n/n) \) in the case that the true function is in one of the candidate families and at rate \( O(\log n/n)^{2(2r+1)} \) when the function is in the Sobolev space. Again these rates are obtained without prior knowledge of the family or of the smoothness class.

EXAMPLE 1.2: ARTIFICIAL NEURAL NETWORKS

Feedforward artificial neural networks are a relatively flexible parametric family of functions \( f(x, \theta) \) on \( R^d \), which are expressed as the mathematical composition of fixed nonlinear functions of one variable and parameterized linear functions of several variables. The most popular nonlinear function in this context is the logistic \( \eta(x) = 1/(1+e^{-x}) \) for \( -\infty < x < \infty \), although polynomial nonlinearities have also had some practical success. The references Parlow (1984), Rumelhart, et. al. (1986), Anderson and Rosenfeld (1988), Burrin and Barbin (1988), Lippman (1987), and Lee and Lippman (1980) provide a starting point on network methods of empirical modeling. Despite the name "neural," these networks are intended for general purpose approximation and estimation of functions; they are connected to biological networks only through a loose analogy. Artificial neural networks are intended as competitors to other methods of nonparametric function estimation, particularly in high-dimensional contexts in which the networks have an advantage of dimensionality reduction by composition. That is, if the true response is a function of many variables, that depends on these variables through the composition of lower-dimensional smooth functions, then network methods may be larger suited that traditional series expansions which suffer from an exponentially large the number of candidate terms as a function of the dimension.

The architecture of an artificial neural network is the specification of the mathematical composition scheme. The layers of the network refer to the depth of composition. A basic network architecture is the multiple layer networks in which the output of the functions on one layer are inputs to every function on the next layer. Thus

\[
f(x, \theta) = \sum_{m=1}^{M} \alpha_m \eta_m(x, \beta_m),
\]

(4)

where each parameterized function \( \eta(x, \beta) \) takes the form

\[
g(x, \beta) = \alpha (\beta^T z),
\]

(5)

with \( z = (1, x_1, \ldots, x_n) \) for some \( K \), and \( \beta \in R^{K+1} \). These elementary functions (5) are called units, nodes, or artificial neurons. In the case of one layer of non-linear nodes, the \( x_i = x_i \) are original input variables. In the case of two-layer networks, each intermediate input \( z_i \) is itself the output of another parameterized function of the form (5). This process is repeated for any additional layers of the network. The parameter \( \alpha \) consists of the linear parameters \( \alpha \) and the parameters \( \beta \) from all of the nodes in the network.

Cybenko (1989) demonstrated an essential approximation-theoretic property of networks with the logistic non-linearity (or other bounded non-linearities with distinct left and right limits). Namely, the set of such networks with one layer of non-linear nodes is dense in the space of all bounded continuous functions with compact domain in \( R^d \). It follows that classes of multiple layer networks are also dense. Similar results show the density of networks in the space of \( L^1 \) functions with compact domain and show that the density of networks holds for unbounded nonlinearities such as polynomials, see Barbin (1989). Very little is known about the rates of approximation of networks. One result in this direction, based on the work of Jones (1980), is that if a sequence of network functions exist for which \( \| f - f^* \|_2 \) tends to zero and if the sum of the absolute values of the \( \alpha \) parameters is bounded, then there exists network functions \( f_\alpha \) of the form (4) with integrated squared error bounded by \( \| f - f^* \|_2 \leq O(\log n/n) \).

Without appropriate statistical control on the size of an artificial neural network and the control on the number of estimated parameters, artificial neural networks are subject to the same overfit problems (inadequacy of the generalization of the predictions to new observation) that are associated with other parameter intensive models, such as the models in Example 1.1 above. To realize the potential benefits of neural network approximations, it is important to have a statistically accurate model selection criterion. Moreover, the criterion should be demonstrably applicable to network models that can be highly nonlinear functions of the parameters. These considerations were motivating factors in the development and analysis of the complexity regularization criterion.

The statistical convergence theory we present shows that artificial neural network estimated from data achieve the best rates of approximation, as measured by the index of resolvability for the given class of networks. This convergence theory does not necessarily hold for arbitrary neural network training algorithms; it applies to network estimators that optimize the complexity regularization criterion.

Results on consistency of statistically estimated networks were announced in Barbin and Barron (1988). See also, White (1990) for consistency results for networks based on the method of sleeves. The bounds on the statistical risk of functions estimated by complexity regularization that are proved in the present paper were announced in the neural network context in Barron (1989).
2. Loss Functions for Functional Estimation

Before giving our convergence result for functions estimated by complexity regularization, we address the issue of the choice of the loss function and the measure of statistical risk.

Let \( (X_i, Y_i) \) be independent observations drawn from the unknown joint distribution of random variables \( X, Y \), where the support of \( X \) is in \( \mathbb{R}^d \). Here \( X \) is the vector of explanatory variables and \( Y \) is the response variable. Functions \( f(X) \) are used in predicting the response. The error incurred by a prediction is measured by a distortion function \( d(\hat{Y}, Y) \). (Informally \( d \) is sometimes referred to as a loss function, although in a strict decision-theoretic sense it is not, since it depends on the random variables \( X, Y \).) The empirical loss is \( \frac{1}{n} \sum_{i=1}^{n} d(\hat{Y}(X_i), Y_i) \). Functions \( f \) are typically estimated by minimizing the empirical loss over a class of candidate functions, or by minimizing the empirical loss with a penalty added for the complexity of the functions.

We use \( f^* \) to be a function which minimizes \( E(d(Y, f(X))) \) over all measurable functions on \( \mathbb{R}^d \). For the distortion functions we investigate, such as the uniform function \( f^*(x) \) exists and is related explicitly to the conditional distribution of \( Y \) given \( X = x \). When a function \( f \) is used in place of the optimum function \( f^* \), the regret is measured by the difference between the expected distortions

\[
\text{risk}(f, f^*) = E(d(Y, f(X))) - E(d(Y, f^*(X))).
\]

In our formulation, the quantity \( E(d(Y, f(X))) \) is the theoretical loss incurred by the function \( f \) when the true best function is \( f^* \). This loss function \( \text{risk}(f, f^*) \) depends on the function \( f \) over its whole domain (the support of the distribution of \( X \)) and not just on its values at one or several points. It quantifies the ability of an estimator to generalize, on the average, to new data from the distribution of \( X, Y \). The statistical risk is the expected value of the loss for a given estimator \( f \).

Moreover, we define \( d^* = \inf_{f} E(d(Y, f(X))) \), \( \text{risk}(f) = E(d(Y, f(X))) - d^* \), and \( \text{risk} = E(\text{risk}(f)) \), all of which are defined even if there does not exist an optimal function \( f^* \). This \( \text{risk}(f) \) is the same as the loss function \( \text{risk}(f, f^*) \) in the case that an optimal function \( f^*(x) \) exists.

The most common choice for the distortion function \( d(Y, f(X)) \) is the squared error \( (Y - f(X))^2 \), although other choices can also be handled in the theory, including the absolute error \( |Y - f(X)| \). In the case of a dichotomous random variable \( Y \), assumed to take values of either \( +1 \) or \( -1 \), reasonable choices include, in addition to the squared error, the zero-one distortion function

\[
1_{Y \neq \text{sign}(f(X))} + \log \left( e^{\text{sign}(f(X))} + 1 \right),
\]

which is not for a linear scaling of the distortion function used in traditional logistic regression.

A general class of distortion functions \( d \) includes those which take the form

\[
d(\hat{Y}, Y) = -\log p(Y|\hat{Y}) \text{ where } p(y|f(x)) \text{ models the conditional density of } Y \text{ given } X. \]

In particular, the squared error distortion corresponds to a Gaussian conditional density and the logistic distortion corresponds to the Bernoulli model written in exponential form \( p(y|x) = e^{\beta_0 + \beta_1 f(x)} / (1 + e^{\beta_0 + \beta_1 f(x)}) \), \( y \in \{1, 0\} \), where \( f(x) \) models one-half the log-odds ratio in favor of class \( +1 \) versus class \( -1 \). For the estimation of the density function for the random vector \( X \), we use \( d(Y, f(X)) = -\log f(X) \) and require that \( f(x) \) be non-negative and integrates to one with respect to a specified dominating measure.

For the squared error distortion, the loss function reduces to an integrated squared error

\[
\text{risk}(f, f^*) = E((Y - f(X))^2). \tag{8}
\]

and \( f^*(x) = E[Y|X=x] \) is the conditional mean of \( Y \) given \( X = x \). In particular, for the dichotomous case with squared error loss, \( f^*(x) \) is the difference between the conditional probabilities of class \( +1 \) and class \( -1 \). For the zero-one loss, \( f^*(x) \) is the difference between the probability of error based on \( f \) and the Bayes optimal probability of error.

For distortion functions based on a family of conditional densities, \( f^* \) is the choice which makes the conditional density \( p(y|f^*(x)) \) closest in the total variation distance to the true conditional density in the relative entropy sense. If the family of conditional densities is correctly specified, i.e., is the true cumulative distribution, then \( \text{risk}(f, f^*) \) is the average relative entropy distance between \( p(\cdot|f^*(x)) \) and \( p(\cdot|f(x)) \).

\[
\text{risk}(f, f^*) = E \log \frac{p(Y|f^*(X))}{p(Y|f(X))}. \tag{9}
\]

In this context, the role will also be played by the squared Hellinger distance

\[
d_H^2(f, f^*) = \int \left( \sqrt{p(\cdot|f(X))} - \sqrt{p(\cdot|f^*(X))} \right)^2 \mu(dx), \tag{10}
\]

where \( \mu \) is the measure assumed to dominate the family of conditional distributions for \( Y \) given \( X \).

3. Complexity Regularization and the Index of Resolvability

We have already indicated that the complexity regularization criterion is motivated in certain cases by the minimum description-length principle. Indeed, these criteria are seen to coincide when the distortion function of \( f \) is taken to be equal to minus the loglikelihood of likelihood and when the parameter \( \lambda \) in the definition of the criterion is set to equal one. Here we motivate the criterion in the context of uniform bounds on the statistical risk of estimators.

There are two contributions to the risk \( \text{risk}(f, f^*) \) of estimators based on the optimization of an empirical loss: namely, the approximation error \( \text{risk}(f, f^*) \) achieved by functions \( f \) in the given class as an approximation to the desired function \( f^* \), and the estimation error, which is due to the discrepancy between the empirical and theoretical loss. By techniques in Vapnik (1982), Devroye (1985), or Haussler (1989), this discrepancy between empirical and theoretical averages can be shown to be uniformly bounded by \( O(\sqrt{\frac{1}{n}}) \), in probability, for families of functions of complexity bounded by \( C_n \). (Essentially, \( C_n \) is taken here as the logarithm of the number of functions required to approximate functions in the class to within a prescribed accuracy.) By generalizations of these techniques, it is shown that the estimation error
can be bounded in probability by a multiple of $\sqrt{C(f)/(n)}$ for arbitrary bounded distortion functions and by $1/f(S(f)) = 1/C(f)$ for the squared error and for the likelihood-based distortion functions, uniformly for all on-line functions $f$. Here, instead of requiring a uniform complexity bound, we permit unbounded complexities $C(f)$ that may depend on the candidate functions. (These "complexities" $C(f)$ are arbitrary numbers satisfying a summability requirement, as given in equation (15) below, in accordance with an information-theoretic interpretation.) In the absence of colinearity among the on or number of candidate functions, the empirical loss is not necessarily uniformly accurate for all candidate functions. The complexity penalties used here in the smallest penalty we are able to impose to enforce the criterion to be accurate at least for the functions which achieve the minimum criterion value.

Thus we are led to complexity regularization criteria and to corresponding notions of approximation. Depending on whether bounds of order $\sqrt{C(f)/(n)}$ or $C(f)/(n)$ arise in controlling the estimation error, we add the appropriate complexity penalty to the empirical loss to define the criterion for function estimation, for in this way it seems that the minimum of any empirical criterion has a performance essentially as good as that achievable by the theoretical analysis of the criterion.

Definition: Given a collection $\Gamma_n$ of functions, numbers $C(f)$, $f \in \Gamma_n$, satisfying the summability condition (15), and a positive constant $\lambda$, the method of complexity regularization selects the function to minimize one of the following two criteria,

$$\frac{1}{n} \sum_{i=1}^{n} d(Y_i, f(X_i)) + \lambda \frac{1}{n} C_n(f)$$

or

$$\frac{1}{n} \sum_{i=1}^{n} d(Y_i, f(X_i)) + \lambda \frac{1}{n} C_n(f).$$

The theoretical analysis of these criteria leads to the following indices of resolvability, which quantify the tradeoff between the complexity and accuracy of approximations to $f^*$,

$$R_1^{(n)}(f^*) = \min_{f \in \Gamma_n} \{ d(Y_i, f(X_i)) + \lambda \frac{1}{n} C_n(f) \},$$

and

$$R_2^{(n)}(f^*) = \min_{f \in \Gamma_n} \{ d(Y_i, f(X_i)) + \lambda \frac{1}{n} C_n(f) \}.$$  

The latter quantity is the index of resolvability introduced in an information-theoretic context in Barron and Cover (1990).

The requirement that is imposed on the numbers $C(f)$ is the following summability condition:

$$\sum_{f \in \Gamma_n} 2^{-C(f)} \leq s,$$

for some finite constant $s$. There is an information-theoretic interpretation of the summability condition with $s = 1$: this is the Kraft-McMillan inequality which is necessary and sufficient for the existence of uniquely decodable binary codes, with codelengths $C_n(f)$, for $f \in \Gamma_n$. We shall also require that $C_n(f) \geq 1$ for all $f$ and all $n$, for some positive constant $\lambda$. This also is automatically satisfied, with $\lambda = 1$ in the case of binary codes for a set $\Gamma_n$ with more than one function. A trivial consequence of the latter requirement is that $R_2^{(n)}$ is not of order smaller than $1/n$ and $R_1^{(n)}$ is not of order smaller than $1/n$.

4. Bounds on the Statistical Risk

Now we present the main results on statistical convergence properties of functions using a complexity regularization criterion. Let

$$f_1^{(n)} = \arg\min_{f \in \Gamma_n} \{ \frac{1}{n} \sum_{i=1}^{n} d(Y_i, f(X_i)) + \lambda \frac{1}{n} C_n(f) \},$$

and

$$f_2^{(n)} = \arg\min_{f \in \Gamma_n} \{ \frac{1}{n} \sum_{i=1}^{n} d(Y_i, f(X_i)) + \lambda \frac{1}{n} C_n(f) \}.$$  

The first estimator is used for distortion functions such as the zero-one distortion and the absolute error for which the ideal rate of convergence of the risk would be close to $1/n$. The second estimator is used for squared error and log-likelihood based distortions for which close to $1/n$ would be the ideal rate.

Our main result, which we now give, shows that the statistical rate of convergence of functions estimated by complexity regularization is bounded by the index of resolvability.

The result requires in some cases that $d(Y, f(X))$ be almost surely bounded. This is forced by a constraint on the support of $Y$ and by clipping the functions $f(X)$, or by explicit choice of a bounded distortion function. For distortions based on the log-likelihood, with a correctly specified family of conditional densities, no boundedness of the distortion is required.

Convergence Theorem for Complexity Regularization: Assume that the indices of approximation $R_1^{(n)}(f^*)$ and $R_2^{(n)}(f^*)$ tend to zero as $n \to \infty$. If the range of $d(Y, f(X))$ for every $f \in \Gamma_n$ is in a fixed interval of length $b$, and if $\lambda > b + \log e$ in the definition of the complexity regularized estimator $f_1^{(n)}$, then the statistical risk of the estimator converges to zero at a rate bounded by $R_1^{(n)}(f^*)$, i.e.,

$$E[d(f_1^{(n)}, f^*)] \leq O(R_1^{(n)}(f^*)).$$  

Indeed, for all $n \geq 1$,

$$E[d(f_1^{(n)}, f^*)] \leq R_1^{(n)}(f^*) + \frac{c_1}{n},$$

where $c_1 = (\lambda + 1)b + \log e$.

For the squared error distortion function, if the support of $Y$ and the range of each function $f(X)$ is in a known interval of length $b$, then with $\lambda > b + 5/3 \log e$ in the definition of the estimator $f_1^{(n)}$, the mean squared error converges to zero at rate bounded.
by $R_f^2(f^*)$, i.e.,
\[ E((f_f^2(X) - f^*(X))^2) \leq O(R_f^2(f^*)). \]
(20)

If the distortion function is $d(Y, f(X)) = -\log p(Y | f(X))$, where the true conditional density is $p(Y | f^*(X))$, then for all $k > 1$ in the definition of the estimator $f^*_k$, the expected squared Hellinger distance between the conditional densities converges at rate bounded by the index of resolvability $R_f^2(f^*)$, i.e.,
\[ E(d^2(f_f^2(Y | f(X)), p(Y | f^*(X)))) \leq O(R_f^2(f^*)). \]
(21)

The $L^1$ distance, which takes the form $\int p(Y | f(x)) - p(Y | f^*(x))/p(dY)$, is known to not be greater than twice the Hellinger distance. Therefore, a consequence of (21) is that the expected square of the $L^1$ distance also converges at rate bounded by $R_f^2(f^*)$.

For the Gaussian error case, the Hellinger distance can be evaluated and lower bounded as in Barron and Cover (1996). It is seen that for any $c > 0$, the risk $E(\min(f_f(Y | f^*(X)) - f^*(Y))^2 | c))$ converges to zero at rate bounded by $R_f^2(f^*)$.

5. Proof of the Convergence Theorem for Complexity Regularization

For simplicity in the proof we assume, without loss of generality, that the complexities are quantized in base $\alpha$. This means that the summability condition becomes $\sum_{k=1}^{\infty} \alpha^{-k} C_k(f^*) \leq 1$. Accordingly, for the purpose of the proof, the logarithms in the theorem are now interpreted as base $\alpha$ instead of base 2.

For the first two conclusions of the theorem, the proof uses a bound on the probability of the event that $r(x, f^*) > x$ in terms of a sum of probabilities of related events for each $f = f_k$, to which inequalities of Hoeffding and Bernstein can be applied. The bounds on the probabilities are then integrated for $x > 0$ to obtain the indicated bounds on the risk. The proof of the third conclusion is based in part on results in Barron and Cover (1996) which uses inequalities of Chernoff.

The inequality of Hoeffding (1963, Theorem 2) states that if $(U_i)$ are independent random variables, each taking values in intervals of length $k$, then the distribution of the sample average $\bar{U} = \sum_{i=1}^{\infty} U_i/n$ has the following exponential bound for all $x > 0$,
\[ P(\bar{U} - E\bar{U} \geq x) \leq e^{-2x^2/n}. \]
(22)

The Bernstein-type inequalities make direct use of the variance as well as the expected values of the random variables. To state the Bernstein inequality, let $U_i$ be independent random variables that satisfy the moment condition that for some $h > 0$,
\[ E |U_i - E(U_i)|^4 \leq \frac{\text{var}(U_i)}{2} \alpha^{-4} k^{-2} \]
(23)
for $k \geq 2, i = 1, \ldots, n$. This is satisfied in particular if $U_i - E(U_i) \leq M$ with $h = h(M)$. Bernstein's inequality states that for $t > 0$,
\[ P(\bar{U} - E\bar{U} \geq t \alpha^2/n) \leq \exp(-t^2/2 + 2k \alpha^2/n) \]
(24)

see Craig (1933), Bennett (1962).

5.1. Proof of the Theorem: Bounded Loss Function Case

We examine the theoretical and empirical loss,
\[ r(f) = ED(Y | f(X)) - \mathcal{D} \]
(25)
and
\[ \mathcal{I}_k(f) = \frac{1}{n} \sum_{i=1}^{n} d(Y_i, f(X_i)) - \mathcal{D}, \]
(26)
where we have subtracted the constant $\mathcal{D}$ in $ED(Y | f(X))$. By Hoeffding's inequality and the union of events bound, for any $\epsilon > 0$,
\[ r(f) - \mathcal{I}_k(f) < \epsilon \]
(27)
except in an event of probability no greater than $\sum e^{-2k \alpha^2/n^2}$. Given $\delta > 0$, we choose $\epsilon_\delta(f)$ such that $3\epsilon_\delta(f) > \mathcal{C}_\delta(f) + \ln(1/\delta)/\sqrt{n}$, to obtain that
\[ r(f) - \mathcal{I}_k(f) < \frac{\mathcal{C}_\delta(f)}{n} + \frac{\ln(1/\delta)}{\sqrt{n}} \]
(28)
except in a set of probability not greater than $\frac{1}{n^2} \sum e^{-2k \alpha^2/n^2}$, which by the assumption on the complexities $\mathcal{C}_\delta(f)$ is not greater than $\delta$.

For the estimator $f_\delta$ defined to achieve the minimum value of $r(f_\delta) + \lambda(C_\delta(f_\delta)/n)^{1/2}$ and for $\lambda > k^{1/2} \alpha^2$, we have that the following bounds hold on the loss $r(f_\delta)$, except in a set of probability not greater than $\delta$k,
\[ r(f_\delta) < r(f) + \mathcal{I}_k(f) + \lambda(C_\delta(f)/n)^{1/2} + \frac{\mathcal{C}_\delta(f)}{n} + \frac{\ln(1/\delta)}{\sqrt{n}} \]
(29)
Taking $f_\delta$ to be a function that achieves the best resolvability, that is, a function minimizing $r(f) + \lambda(C_\delta(f)/n)^{1/2}$, and applying Hoeffding's inequality once more, to get that $r(f_\delta) \leq r(f_\delta) + \lambda(C_\delta(f)/n)^{1/2}$ except in a set of probability not greater than $\delta$, we obtain that
\[ r(f_\delta) < r(f) + \lambda(C_\delta(f)/n)^{1/2} + \frac{\mathcal{C}_\delta(f)}{n} + \frac{\ln(1/\delta)}{\sqrt{n}}, \]
(30)
except in a set of probability not greater than $(t+1)\delta$. This shows that the loss of the estimator is bounded in terms of the index of resolvability,
\[ r(f_\delta) \leq R^*_\delta + \lambda(C_\delta(f)/n)^{1/2}, \]
(31)
in probability, where the index of resolvability is
\[ R^*_\delta = \inf_{f_r} (r(f) + \lambda(C_\delta(f)/n)^{1/2}). \]
(32)
In particular, setting \( \delta = e^{-c/2|\omega|^2} \) for \( i > 0 \), we have
\[
P = \min R_{i+1} = \min R_{i+1} \leq (x+1)e^{-c/2|\omega|^2}.
\]
Integrating for \( 0 < t < \infty \), yields,
\[
E R(f') - R_{\infty} \leq \int_0^t \min R_{x+1} \, dt \leq (x+1)\int_0^\infty e^{-c/2|\omega|^2} \, dt
\]
\[
= (x+1)\frac{\sqrt{2\pi}}{\sqrt{c}}
\]
\[
= \frac{C_0}{\sqrt{c}}.
\]
Thus for all \( x \geq 1 \), the risk of the estimator is bounded by
\[
E R(f') \leq R_{\infty} + \frac{C_0}{\sqrt{c}}.
\]
This completes the proof of the bounds on the statistical risk of the complexity regularized estimator for bounded loss functions.

5.2. PROOF OF THE THEOREM: SQUARED ERROR CASE

For the squared error loss function, the ideal rate of convergence is close to \( 1/n \) instead of \( 1/\sqrt{n} \). For this case, we use the criterion and the index of resolvability with penalty \( L_2(f)/\sqrt{n} \) instead of \( L_2(f)/n^{1/2} \) and instead of Hoeffding's inequality we use a variant of Bernstein's inequality. Direct use of Bernstein's inequality is workable but cumbersome. We find it easier to use the following inequality, that Craig (1933) develops in his proof of Bernstein's inequality. If \( U_i \) are independent random variables satisfying Bernstein's moment condition, then
\[
P \left( \sum_{i=1}^n U_i \geq \frac{1}{n} + \frac{\text{max} |U_i|}{2(1-t)} \right) \leq \exp(-t).
\]
For \( 0 < \delta \leq c < 1 \) and \( t > 0 \),

Now to treat the complexity regularized estimator with the squared error distortion function, denote the difference in empirical loss at \( f \) and \( f' \) by
\[
A(f, f') = \frac{1}{n} \sum_{i=1}^n (Y_i - f(X_i))^2 - \frac{1}{n} \sum_{i=1}^n (Y_i - f'(X_i))^2
\]
\[
= \frac{1}{n} \sum_{i=1}^n U_i.
\]
Under the assumption that \( f(X_i) \) and \( Y_i \) take values in a fixed interval of length \( b \), we have that Bernstein's condition is satisfied with \( A = 2b^2/3 \). Next we bound the variance of \( U_i \). To this end, we expand the square in the definition of \( U_i \) to get
\[
U_i = 2(Y_i - f(X_i))(f(X_i) - f'(X_i)) = (f(X_i) - f'(X_i))^2.
\]
The variances between these two terms is zero. The expected square of the first term is \( 4c((1/2)\sigma_f(X_i)(X_i - f'(X_i)))^2 \), which is not greater than \( 8R^2(f(X_i) - f'(X_i))^2 \) (since the variance of a distribution constrained on an interval of length \( b \) is not greater than the variance \( b^2/4 \) achieved by the distribution that takes mass 1/2 at each endpoint). The expected square of the second term is also bounded by \( 8R^2(f(X_i) - f'(X_i))^2 \). Together these bounds yield
\[
U_i \leq 4\sqrt{2}R^2(f'(X_i)).
\]
It follows that \( \text{var}(U_i) \leq 2\sqrt{2}R^2(f'(X_i)). \) Now apply the union of events bound and the Bernstein-type inequality with \( t = C_0(f) + \ln 1/b \) and \( c = 1/c_0 \), to obtain
\[
r(f, f') = \frac{1}{n} \frac{C_0(f)}{n} + \frac{\sqrt{2}}{\sqrt{c}} \frac{C_0(f')}{n} + \frac{\lambda}{2} \ln 1/b
\]
for all \( f \) in \( \Gamma_n \), except in an event of probability not greater than \( \delta \). Set \( c = 4b^2(\ln \lambda - c) < 0 \). We collect the terms involving \( r(f, f') \) on the left side, and evaluate at the complexity regularization estimator \( f_\alpha \) to obtain
\[
(1 - \alpha)R(f_\alpha, f') \leq r(f, f') + \frac{\lambda}{n} \ln 1/b
\]
\[
\leq r(f, f') + \frac{\lambda}{n} \ln 1/b
\]
where \( f_\alpha \) is a function that achieves the best resolvability. Applying the Bernstein-type inequality once more, but now with \( t = \ln 1/b \), to get that \( r(f, f') \leq r(f, f') + \frac{\lambda}{n} \ln 1/b \) except in an event of probability not greater than \( \delta \), we obtain that
\[
(1 - \alpha)R(f_\alpha, f') \leq (1 + \alpha)R(f_\alpha, f') + \frac{\lambda}{n} \ln 1/b
\]
\[
\leq (1 + \alpha)R(f_\alpha, f') + \frac{\lambda}{n} \ln 1/b
\]
except in an event of probability not greater than \( (1 + \delta) \). Dividing through by \( (1 - \alpha) \), and integrating the index of resolvability, we have that
\[
r(f, f') \leq \frac{1}{1 - \alpha} U(f, f') + \frac{2\lambda}{n} \ln 1/b
\]
\[
\leq \frac{1}{1 - \alpha} U(f, f') + \frac{2\lambda}{n} \ln 1/b
\]
This completes the proof of the bound on the mean squared error of the complexity regularization estimator.

5.3. PROOF OF THE THEOREM: LIKELIHOOD CASE

The final conclusion of the Theorem is essentially given in Burman and Catter (1990). There it is shown that the squared Hellinger distance converges in probability at rate
given by the index of resolvability. Here we complete the reasoning to show that the expected squared Hellinger distance also converges at the same rate.

Let $P = P_1^{(r_1)}, P_2^{(r_2)}$ be the true distribution of $X$, let $P^*_1 = P_1^{(r_1)}, P^*_2 = P_2^{(r_2)}$ be the joint distribution obtained by plugging in the minimum complexity estimator $f_{21}$, and let $P^*_1 = P_{1|2}, P^*_2$ be the joint distribution obtained by plugging in a function $f_2$ that achieves the best resolvability. Using inequalities of Chernoff, exponential bounds are derived in Barron and Cover (1990) for the $P^*_1$ probability that the ratio of the squared Hellinger distance (between $f_2$ and $f_2$) and the index of resolvability is greater than an arbitrary positive constant. In particular,

$$E \left[ \frac{1}{(1-\alpha)D(f, f_2)} \right] > c \leq \frac{\epsilon}{r_1} \frac{\log(U_2)}{r_2},$$

where $\alpha = \frac{1}{\epsilon}$. Applying the Lemma with $U = (1-\alpha)D(f, f_2)/R_1(f_2)$, with $r_1 = nR_1(f_2)$ and $r_2 = nR_1(f_2) + 1$, it follows that

$$E \left[ \frac{1}{(1-\alpha)D(f, f_2)} \right] \leq \frac{1}{r_1} \frac{\epsilon}{r_2} \frac{\log(U_2)}{r_2} + \frac{nR_1(f_2) + nR_1(f_2) + \log(U_1) + \frac{\epsilon}{r_1}}{nR_1(f_2)^2/2} + \frac{\epsilon}{r_1} \frac{\log(U_2)}{r_2},$$

where we have used the fact that, in the present context, $r(f_2, f_2)$ is the relative entropy distance between $P$ and $P^*_1$. Also, in the last line we used $nR_1(f_2) \geq 1$. We conclude that the expected squared Hellinger distance between $f_2$ and $f_2$ is bounded by a constant times the index of resolvability, for all $\alpha > 1$,

$$E \left[ \frac{1}{(1-\alpha)D(f, f_2)} \right] \leq \frac{c_1}{R_1(f_2)},$$

where the constant is $c_1 = 2(1+(1+\epsilon^{-1})/(1-\alpha)$. Using the triangle inequality to get $D(f, f_2) \leq 2D(f, f_2) + D(f, f_2)$ and then using the fact that the squared Hellinger distance is bounded by the relative entropy $r(f_2, f_2)$ which in turn is less than $R_1(f_2)$, we obtain

$$E \left[ D(f, f_2) \right] \leq 2(1+(1+\epsilon^{-1})/(1-\alpha).$$

This completes the proof of the Theorem.

**Lemma:** For any nonnegative random variable $U$, any pair of distributions $P$ and $Q$, and constants $r_1 > 0$, and $r_2 \geq 0$,

$$E(U) \leq \frac{e^{-r_1}}{r_1} \int \frac{dP}{dQ} \frac{e^{-r_2}dU}{r_2} + \frac{D(P\|Q)}{r_1},$$

where the expectation is with respect to $P$, and $D(P\|Q)$ is the relative entropy distance between $P$ and $Q$.
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**ABSTRACT.** This article develops four principles for the design of good prediction bands for a random process. The issues addressed include: appropriate asymptotic convergence of conditional and unconditional coverage probabilities; probability centering of prediction bands; controlling dispersion of conditional coverage probabilities; and increasing the rate of convergence of unconditional coverage probabilities. Examples illustrate the design issues and a proposed bootstrap construction for good prediction bands.

1. Introduction

Prediction bands for a random process will be discussed in the following setting. An observed learning sample $Y_n$ and a potentially observable variable $Z$ have a joint distribution $P_{Y_n,Z}$. The unknown parameter $\theta$ lies in a parameter space $\Theta$. To be predicted is the potentially observable random process $Z = (Z(u); u \in U)$, where the index set $U$ may be infinite and the function $Z(\cdot, \cdot)$ is specified. In this article, both $\Theta$ and $U$ are metric spaces.

The treatment will emphasize the case where the process $Z$ is real-valued, the index set $U$ is finite, and the aim is to devise a good one-sided prediction band for $Z$. By careful axiomatization of the index set $U$ and of the function $Z(\cdot, \cdot)$, the analysis for this one-sided case also applies to two-sided prediction bands and to multivariate prediction regions. These possibilities will be illustrated through examples.

Let $Z = (Z(u); u \in U)$ denote a generic possible value of the random process $Z$. Define the one-sided prediction band for $Z$

$$D_n^u = \{z(u) \leq c_n(u) \text{ for every } u \in U\},$$

where the critical values $c_n(u)$ depend on the learning sample $Y_n$. Clearly, $D_n^u$ is equivalent to simultaneously asserting the one-sided prediction intervals
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