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Overview

Contemporary statistical modeling, as arises in many scientific and technological investigations, is strongly impacted by modern data gathering and computational capabilities. One encounters not only a possibly large number of observed variables but also the computational flexibility to consider a vast set of candidate models, so as to seek out one which is parsimonious and accurate, not only empirically on the given data but also theoretically in its statistical risk. Penalized likelihood methods, especially with the penalty favoring simple models, have been widely studied both in theory and computation, and they also have broad applications in modeling large and complex data in biology, social sciences and many other disciplines.

The criterion we consider in this dissertation is to seek the estimator \( \hat{f} \) to minimize the penalized likelihood \( \log{\text{likelihood}(f)} + \text{pen}(f) \). Special attention is given to estimators that use linear combinations of terms from a possibly large class of candidate functions; special cases include but are not restricted to polynomials, trigonometric terms, sigmoidals, splines, and wavelets, enlarging the flexibility to model the underlying \( f \) from various function classes.

Though we allow various forms of the penalty \( \text{pen}(f) \), we are particularly attracted to the popular \( \ell_1 \) penalty. There have been considerable research efforts in both theory and computation, especially in the \( \ell_1 \) penalized least squares case. This \( \ell_1 \) penalty has shown promising results for modeling high-dimensional data
when the number of variables is far bigger than the sample size. This scenario is now very common in many areas of application including, for example, microarray, fMRI, genome-wide association in biological research and many applications in astrophysics and politics. Important questions concerning the penalized likelihood procedures arise in applications as well as in mathematical statistics, and we hope to attach some of them here.

This dissertation starts by considering a generic density model where the computational accuracy and statistical risk bounds are derived. Interesting cases include least squares regression, Gaussian graphical models, and logistic regression. Corresponding computation and statistical risk results for the first two special models are reviewed, while the logistic model is omitted due to its close connection to the generic one. The proposed framework for obtaining these results is also fairly general, and the potential to extend to other density models arising in applications and theory is very attractive.

Research efforts in theory and practice have diverged. Theoretical results have shed light on the generalization of such estimators to future data, usually under conditions or assumptions that provide little guidance for use in practical applications. On the other hand, statistical practitioners choose to stick to methods preferred from their ample experience working with real data. This dissertation provides explicit procedures for practice as well as corresponding statistical risk bounds with minimal conditions.

Statistical methodologies face a computational challenge in practice when dealing with extremely large data sets, possibly in the hundreds of thousands of variables. Even for the case of least squares with the $\ell_1$ penalty, which is a special case of our likelihood criteria, there has been more than a decade of efforts to improve the computational efficiency. Working in Parallel to other theoretical efforts on this prob-
lem, we provide algorithmic and numerical strategies with favorable computational performance, compared to other existing strategies.

Modern data may come with a structure different than traditional response and explanatory variables, and the generic setting we consider accommodates a vast spectrum of models, beyond the simple regression model. Some structure specialties are studied in this dissertation and there is a continuing interest in the application to models for many other complex data sets.

In this dissertation, we will address these interesting topics in separate chapters. Each chapter will serve as a short version of a future publication, with introduction, results and summary.
Chapter 1

Log-density Estimation

1.1 Introduction

Likelihood estimation has been a major component in statistical modeling, and the variant using the $\ell_1$ penalty is currently a popular approach. Examples include applications in gene microarray, fMRI, climate studies and many other scenarios where simple and sparse models are favored for scientific investigation purposes, particularly when the sample size is far smaller than the number of variables. Computation of these estimators is challenging when applying this likelihood approach. The maximum likelihood principle requires the computed estimator to be at the optimum, or at least within a close neighborhood. Moreover, there have been recent efforts in studying statistical risk properties of $\ell_1$ penalized estimators, mostly in the regression setting. It is also important to understand analogous risk properties in penalized likelihood settings. These motivate us to study the problem of computation and risk bounds of $\ell_1$ penalized likelihood.

Concerning computation, algorithms have been proposed for solving the $\ell_1$ penalized likelihood criteria in specific settings. For a convex criterion, the existing
interior point methods (see [15] for example) may be applied, but with a time complexity of the order $O(p^3)$ where $p$ is the number of parameters of the search, usually related to the number of candidate variables. This kind of complexity is not realistic for $p$ in the tens of thousands. Other alternatives have been proposed to overcome the computational difficulty. For example in a recent popular topic on sparse Gaussian covariance matrix estimation, [24, 64] adapt the interior point method to solve the exact $\ell_1$ penalized likelihood, and [1, 35] apply coordinate descent type methods to optimize the dual problem of the same criterion. The latter is efficient for those $p$ in the tens of thousands, but runs into difficulty for ever larger problems. The algorithmic convergence rate of such can only be established locally using the general results by [51, 58]. Though these existing algorithms may tend to work well on specific numerical examples, it is still an open question how close the computed objective is to the global optimum in moderate time. We present in this paper a greedy algorithm to solve the $\ell_1$ penalized likelihood principle for a general class of densities, and we also establish results concerning the closeness of our estimator to the global optimum.

Relaxed greedy algorithms have been mostly studied in the case of least squares (see the work [45, 3, 48, 6] and references within). [42] recently introduced a relaxed greedy algorithm (called $\ell_1$ penalized greedy pursuit) to solve the $\ell_1$ penalized least squares problem. In chapter 3, I show that their algorithm and the modification I introduce is competitive with other methods of $\ell_1$ penalized least squares, also known as LASSO [57] or Basis Pursuit [22]. In the present chapter, I generalize the greedy principles shared by those regression counterparts to the $\ell_1$ penalized likelihood, and derive corresponding algorithmic bounds. Another related use of greedy algorithms for density estimation is in [66], but that work requires densities from convex smooth families. Our results do not place restriction on smoothness. The log density is
modeled as being a superposition of functions in a library of candidate functions, which we argue is quite common in statistic modeling. Though we will mainly focus on the $\ell_1$ penalty in this paper, other forms of the penalty could also be considered following the same relaxed greedy selection principle, and similar algorithmic results would apply.

Density estimation is closely related to data compression, following the pioneering work by Shannon [56]. Indeed $\log 1/p(data)$ corresponds to the length of a code for data if $p$ is given. More generally, if there is family of distributions for data, the Minimal Description Length (MDL) principle (e.g. [11] for a review) seeks the choice for which a total codelength is minimal. In particular, this may entail minimization of $\log 1/p(data) + pen(f)$ where the penalty $pen(f)$ is an information theoretic codelength needed to describe $f$ in a family $F$. An index of resolvability, the optimum sum of relative entropy approximation error and penalty, is used to upper bound the expected redundancy of data compression, as well as statistical risk in model estimation. Indeed, resolvability bounds have been developed in [2, 7, 50, 46, 47, 40] for $f$ in a countable set that discretizes $F$, and in [62, 5] for finite dimensional families. Recently, the $\ell_1$ penalty has been shown to be an also information theoretically valid penalty in [9, 8, 10], where a covering idea is used to extend the results for a countable set. We will summarize these recent developments and present an alternative proof for demonstrating the existence of covering properties.

Here, we are mainly interested in the performance of recovering the population density $p_f$ rather than good variable selection. This coincides with the MDL thinking of data compression and also is an indication of statistical estimation performance. Moreover, the goal of variable selection is not so transparent in over-complete flexible function fitting we are inclined to think here, whereas in parametric models (our result would also apply) the classification of zero and nonzero variables might
be important. Variable selection requires proper assumptions on the correlation structure of variables, which we don’t impose in this dissertation.

This chapter is organized as follows. We will present our main greedy algorithm in section 1.2, and discuss the risk bounds in section 1.3. We will include proof analysis in section 1.4 and then summarize. Examples of special cases as well as their numerical performance will be reported in the following chapters.

1.2 Algorithm

We consider i.i.d. observations $X_1, \ldots, X_n$ from a density function of the form

$$p_f(x) = \frac{e^{f(x)p_0(x)}}{C_f}$$

where $C_f = \int e^{f(x)p_0(x)}dx$ is the normalizing constant integrating over a known reference density $p_0(x)$. We are particularly interested in the estimation of the log density function $f(x)$ by a linear combination of element functions $h(x)$ from a library of functions, which we call a dictionary $\mathcal{H}$. Formally, we consider the estimator of the form $f_\theta(x) = \sum_h \theta_h h(x)$ summing over all $h \in \mathcal{H}$. We impose a $\ell_1$ penalty $\|\theta\|_1 = \sum_h a_h |\theta_h|$, where $a_h$ is a customarily chosen scale of $h$ to be specified later. It is then natural to consider minimizing the sum of minus per sample log likelihood and a $\ell_1$ penalty term, that is

$$L(X, f_\theta) = \frac{1}{n} \sum_{i=1}^{n} \log \frac{1}{p_\theta(X_i)} + \lambda_n \|\theta\|_1$$

(1.2.1)

where $\lambda_n \geq 0$ is an appropriate penalizing parameter, and we write $p_\theta$ for $p_f$ when $f = f_\theta$. We use $X = (X_1, \ldots, X_n)^T$ to refer to all the data.

In a special case when $p_\theta(y|x)$ is proportional to $\exp \left\{ - (y - x \cdot \theta)^2 / (2\sigma^2) \right\}$ with
a constant $\sigma$, the likelihood criterion $L(X, f_{\theta})$ is equivalent to the LASSO objective in regression with an appropriately rescaled $\lambda \geq 0$:

$$\frac{1}{n} \sum_{i=1}^{n} (y_i - x_i \cdot \theta)^2 + \lambda \| \theta \|_1.$$ 

In the regression setting, relaxed greedy algorithms and $\ell_1$ penalized greedy pursuit would build up the estimator in a iterative scheme, by adding an optimal weighted covariate while down-weighting the coefficients from the previous iterations. There is interest in generalizing this strategy for penalized likelihood and demonstrating its computational properties.

The greedy algorithm we propose is also an iterative strategy to reduce the objective $L(x, f_{\theta})$ by carefully introducing a new term, and we call it greedy likelihood pursuit (GLP). One initializes with an estimator $\hat{f}_0$, usually with $\hat{f}_0 = 0$ for simplicity. Given the previous estimator $\hat{f}_{k-1}$, an enhanced estimator $\hat{f}_k = (1 - \alpha_k)\hat{f}_{k-1} + \beta_k h_k$ is constructed with $(\alpha_k, \beta_k, h_k)$ chosen to minimize

$$L \left( x, (1 - \alpha)\hat{f}_{k-1} + \beta h \right)$$

over $\alpha \in [0, 1]$, $\beta \in \mathbb{R}$, and $h \in \mathcal{H}$. Repeat such iterations until the desirable computational accuracy is achieved. At each iteration, the minimization is in a lower-dimensional space than the original problem. Thus, there is a reduction of the computation complexity. For a finite dictionary $\mathcal{H}$, the minimization over $h$ is implemented easily by comparing objective values for each choice $h \in \mathcal{H}$ with optimal weights $\alpha$, $\beta$ correspondingly.

The accuracy of $\hat{f}_k$ to the global optimal $\hat{f}_0$ is measured in the objective value sense. We will establish this computational accuracy bound by an induction argument. First it is obvious to see that the objective value $L(x, \hat{f}_k)$ is not more than
\( L(x, \hat{f}_{k-1}) \). By considering the objective difference of our estimator to an arbitrary one (favorably a minimizer), significant improvement in the difference can be shown after each iteration. We interpret the difference in normalizing constants as a moment generating function and the rest of the terms is taken care of easily. The generating function term we identify is bounded by a Hoeffding type inequality when \( a_h \) is chosen to be not less than \( \|h\|_\infty \). We have the following theorem describing the computational accuracy for \( k \) iterations.

**Theorem 1.2.1.** For any given data set \( X \) and for all \( k \geq 1 \), the following computational accuracy bound holds for GLP

\[
\frac{1}{n} \sum_{i=1}^{n} \log \frac{1}{p_{\hat{f}}(x_i)} + \lambda_n v_k \leq \inf_{\theta} \left\{ \frac{1}{n} \sum_{i=1}^{n} \log \frac{1}{p_\theta(x_i)} + \lambda_n \|\theta\|_1 + \frac{2 \|\theta^*\|_1^2}{k+1} \right\}
\]

where \( v_k = \sum_h a_h \left| \hat{\theta}_{h,k} \right| \) for \( \hat{f}_k = \sum \hat{\theta}_{h,k} h \), and \( a_h \geq \|h\|_\infty \).

This bound reveals the optimal sum of the objective value and the computational accuracy term for appropriate \( \theta \). This is, in particular, not bigger than the sum of the objective at optimal \( \theta^* \) and the corresponding computational accuracy term \( 2 \|\theta^*\|_1^2/(k+1) \), as one may expect to see.

Clearly, our algorithm will produce an estimator within an order \( 1/k \) bound above the global minimal. Unlike the convergence rate analysis of other algorithms that make assumptions in a close neighborhood around \( L(x, \hat{f}) \) or assume the number of iterations \( k \) large, our proof does not impose such assumptions and the bound holds for all \( k \geq 1 \).

This result is particularly useful when considering statistical risk with an approximate minimizer where we can balance the computation accuracy and the risk term. Indeed, the overall risk bound corresponds to a sum of statistical risk for an exact
minimizer and a computation accuracy bound. We could seek \( k \) carefully so that the computational accuracy is of small order compared to the statistical risk. As we will show in section 1.3, this \( k \) for the overall risk consideration can be of significantly smaller order than \( n \) and \( p \).

Here we require bounded \( \|h\|_{\infty} \) in order to use the Hoeffding type bound on moment generating functions. Examples include bounded variables, as in categorical variable settings; or bounded function classes, as in neural net fitting. In addition, there is an interest in considering unbounded variables arising in Gaussian inverse covariance matrix estimation, where moment generating function control could be achieved via Bernstein type moment conditions. The extended results on this topic will be reported in chapter 4.

### 1.3 Risk Analysis

The risk analysis of the \( \ell_1 \) penalized estimator minimizing (1.2.1) is built on the early work of [50, 40] where the penalty term arises from a countable class of estimators. For the class of estimators with continuous \( \ell_1 \) norm of coefficients which is uncountable, a simple condition for valid penalty to satisfy a certain covering property is reviewed here, as detailed in [9, 8, 10].

The density distance measure we consider here is the Kullback divergence and a Bhattacharyya, Rényi, Hellinger divergence, which are used in examining the quality of statistical estimates and data compression. The Kullback divergence \( D(P_X\|Q_X) = E \log p(X)/q(X) \) is the total expected redundancy for data \( X \) described using joint density function \( q(x) \) but governed by a density \( p(x) \). Likewise the Bhattacharyya, Hellinger, Rényi divergence [12, 23, 55] is given by \( d(P_X, Q_X) = 2 \log 1/\int(p(x)q(x))^{1/2} \). We use \( D_n(f^*, f) \) and \( d_n(f^*, f) \) to denote the divergences.
between the joint distributions $p_{f^*}(x)$ and $p_f(x)$. In the i.i.d. modeling case these
take the form $D_n(f^*, f) = nD(f^*, f)$ and $d_n(f^*, f) = nd(f^*, f)$, respectively, where
$D(f^*, f)$ and $d(f^*, f)$ are the divergences between the single observation distributions
$p_{f^*}(x)$ and $p_f(x)$. The divergences measure how well $f$ approximates $f^*$.

Writing $D(P||Q) = -2E \log(q(X)/p(X))^{1/2}$ and employing Jensen's inequality
shows that $D(P||Q) \geq d(P, Q)$. The relationship to the squared Hellinger distance
$H^2(P, Q) = \int (p(x)^{1/2} - q(x)^{1/2})^2$ is $d(P, Q) = -2 \log\left(1 - \frac{1}{2}H^2\right)$, which is not less than
$H^2(P, Q)$. These divergences upper bound the square of the $L_1$ distance. Moreover,
d(P, Q) is locally equivalent to the Kullback-Leibler divergence when log $p(x)/q(x)$ is
upper-bounded by a constant. Moreover, it evaluates to familiar quantities in special
cases, e.g., for two normals of mean $\mu$ and $\hat{\mu}$ and variance $\sigma^2$, it is $\frac{1}{4}(\mu - \hat{\mu})^2/\sigma^2$.
The most important reason for our use of the Bhattacharyya, Rényi, Hellinger loss
function is that it allows clean examination of the risk, without putting any conditions
on the density functions $p_{f'}(x)$.

Statistical risk analysis of minimal complexity estimators like (1.2.1) traditionally
deals with penalty $pen(\hat{f})$ for $\hat{f}$ in a countable class $\hat{F}$, where $\hat{F}$ could be discretization
of an uncountable class $F$. The resolvability bound on statistical risk in [50, 40]
shows that for $pen(\hat{f}) \geq 2L_n(\hat{f})$ where $L_n(\hat{f})$ satisfies $\sum_{f \in \hat{F}} e^{-L_n(\hat{f})} \leq 1$, the minimal
complexity estimator $\hat{f}$ achieving

$$\min_{f \in F} \left\{ \frac{1}{p_f(X_n)} + pen(\hat{f}) \right\}$$

has the expected divergence of $p_f$ and $p^*$ bounded by the index of resolvability, that
is

$$Ed_n(f^*, \hat{f}) \leq \inf_{f \in F} \left\{ D_n(f^*, \hat{f}) + pen(\hat{f}) \right\}.$$
In particular with i.i.d. modeling, the risk satisfies

$$\mathbb{E}d(f^*, \hat{f}) \leq \inf_{\hat{f} \in \mathcal{F}} \left\{ D(f^*, \hat{f}) + \frac{\text{pen}(\hat{f})}{n} \right\}.$$  

Corresponding results for uncountable $\mathcal{F}$ were developed in [9, 8, 10], allowing application to optimization over real-valued parameters in standard statistical models. In that analysis an important role is played by a measure of the discrepancy between empirical and population values of the log-likelihood ratio at a candidate $f$. As explained there it is given by

$$\text{dis}(f) = \log \frac{p_{f^*}(X)}{p_f(X)} - 2 \log \frac{1}{\mathbb{E}(p_f(X)/p_{f^*}(X))^{1/2}}.$$  

In the proof of statistical risk bounds for the countable case, if an information-theoretically valid penalty $\text{pen}(f)$ is added to the discrepancy, then uniformly in $f$ (i.e., even with a data-based $\hat{f}$ in place of a fixed $f$) the expectation of the penalized discrepancy is positive.

This leads to consideration, in the uncountable case, of penalties which exhibit a similar discrepancy control. We say that an uncountable collection $\mathcal{F}$ with a penalty $\text{pen}(f)$ for $f \in \mathcal{F}$ has a variable-complexity variable-discrepancy cover suitable for $p_f$ if there exists a countable $\tilde{\mathcal{F}}$ and $L(\tilde{f}) = 2L(\hat{f})$ satisfying $\sum f e^{-L(\tilde{f})} \leq 1$, such that the following condition $(\star)$ holds for all $X$:

$$\inf_{\tilde{f} \in \tilde{\mathcal{F}}} \left\{ \text{dis}(\tilde{f}) + L(\tilde{f}) \right\} \leq \inf_{\hat{f} \in \mathcal{F}} \left\{ \text{dis}(f) + \text{pen}(f) \right\}.$$  

$(\star)$

This condition satisfies the aim that the penalty in the uncountable case mirrors an information-theoretically valid penalty in the countable case. The condition, above, yields the desired positivity of the expected penalized discrepancy. Indeed, because
the minimum over the countable \( \bar{f} \) is shown to have non-negative expectation, the
minimum over all \( f \) in \( \mathcal{F} \) will also when (*) holds.

Equivalent to condition (*)&), the following characterization (***) is convenient. For each \( f \) in \( \mathcal{F} \) there is an associated representer \( \bar{f} \) in \( \bar{\mathcal{F}} \) for which

\[
pen(f) \geq \log \frac{p_f(X)}{p_{\bar{f}}(X)} - 2 \log \frac{E(p_f(X)/p_{\bar{f}}(X))^{1/2}}{E(p_f(X)/p_{\bar{f}}(X))^{1/2}} + 2L(\bar{f}). 
\] (****)

The idea is that if \( \bar{f} \) is close to \( f \) then the discrepancy difference is small. Then
the complexity of such \( \bar{f} \) along with the discrepancy difference assesses whether a
penalty \( pen(f) \) is suitable. Nevertheless, the minimizer in \( \bar{\mathcal{F}} \) depends on the data and
accordingly we allow the representer \( \bar{f} \) of \( f \) to also have such dependence. With this
freedom, in cases of interest, the variable complexity cover condition indeed holds
for all \( X \), though it would suffice for our purposes that (*) hold in expectation.

Condition (***) specifies that there be a cover with variable distortion plus com-
plexity rather than a fixed distance and fixed cardinality. This is analogous to the
distortion plus rate trade off in Shannon’s rate-distortion theory. In our treatment,
the distortion is the discrepancy difference (which does not need to be a metric), the
codebook is the cover \( \bar{\mathcal{F}} \), the codelengths are the complexities \( L(\bar{f}) \). Valid penalties
\( pen(f) \) exceed the minimal sum of distortion plus complexity.

In the case that \( pen(f) = pen(f_0) = \lambda \| \theta \|_1 \), we focus on in this paper, condition
(***) requires that a suitable \( \lambda \) multiplying \( \ell_1 \) norm of continuously parametrized \( \theta \)
would indeed exceed the complexity of \( \bar{f} \) associated with some discretized \( \theta \) plus the
distortion. One may demonstrate the existence of such representer \( \bar{f} \) in a countable
cover by showing a representer with random samples of functions would be small
enough for the penalty to satisfy the requirement (**). An alternative is to use a
greedy algorithm to select those coefficients so as to construct the representer \( \bar{f} \) di-
rectly, and indeed the computational accuracy argument characterizing the distortion would also rely on similar sampling ideas.

As demonstrated in section 1.2, greedy algorithms on the likelihood would select an estimator in \( k \) iterations such that the distance to the target objective is of order \( 1/k \). The proof of such algorithms demonstrates that a sequence of estimators produced by a deterministic schedule of \( \alpha_k \) and \( \beta_k \) for \( k \geq 1 \) is good enough to achieve the improvement at each iteration, and then the overall computational accuracy bound after any \( k \) iterations. Using such a fixed schedule greedy algorithm, the coefficients of the estimator at any \( k \) is uniquely determined by the order of functions to be included, which is a product of \( \alpha_k \) and \( \beta_k \) for various \( k \). The complexity or codelength for such a estimator is proportional to the number of iterations.

Examining the condition (**) the discrepancy difference is to compare the log-likelihood ratio of \( f \) and \( \tilde{f} \) to its population counterpart. This difference is shown to be not bigger than a quantity over the number of iterations if \( \tilde{f} \) is indeed constructed by a greedy algorithm. Since the complexity is also determined by the number of iterations, the overall bound on the distortion plus complexity is achieved by balancing the two terms, and our penalty in the condition is at least such for an appropriate \( \lambda \) large enough.

Recall that the i.i.d. data each follows the density function

\[
p_f(x) = \frac{e^{f(x)}p_0(x)}{C_f}.
\]

Examining the difference in discrepancies at any estimator \( f = f_0 \) and a representing \( \tilde{f} \) we see that both \( p_0(x) \) and \( C_f \) cancel out. What remains in the discrepancy
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The difference is

\[ \text{dis}(f, \tilde{f}) = \text{dis}(\tilde{f}) - \text{dis}(f) \]

\[ = \sum_{i=1}^{n} (f(X_i) - \tilde{f}(X_i)) + 2n \log E \exp\{\frac{1}{2}(\tilde{f}(X) - f(X))\} \]

where the expectation is with respect to a distribution for \( X \) constructed to have density which is the normalized pointwise affinity \( p_a(x) = \left[p_{f^*}(x)p_f(x)\right]^{1/2}/A(f^*, f) \).

The representer \( \tilde{f} \) close to \( f \) is also sought similarly by a greedy algorithm as in the likelihood case. We also bound the discrepancy difference by a fixed schedule greedy algorithm where we allow optimizing over \( h \) only, with \( \alpha_k \) and \( \beta_k \) to be fixed functions of \( k \). For a clean result with small constants, we customarily choose the schedule \( \alpha_k = 2/(k + 1) \) and \( \beta_k = \alpha_k \|\theta\|_1/a_h \) where \( f = f_\theta \) in the discrepancy difference. Similar to the computational accuracy result, the estimator \( \tilde{f}_k \) produced by a fixed schedule greedy algorithm for discrepancy will have the discrepancy difference bounded by a term over \( k \).

**Theorem 1.3.1.** For any given data set \( X \) and for all \( k \geq 1 \), the greedy algorithm for discrepancy has the following bound for the difference

\[ \text{dis}(f_\theta, \tilde{f}_k) \leq \frac{n \|\theta\|_1^2}{k + 1} \]

The code length of \( \tilde{f}_k \) could be crudely coded by \( k \log(2M) \) for \( k \) terms where \( M = \text{Card}(\mathcal{H}) \). A valid \( \ell_1 \) penalty should exceed the optimal tradeoff of the discrepancy difference and the complexity, where the minimizing \( k \) occurs roughly at \( \|\theta\|_1 \sqrt{n}/(2\log 2M) \). The minimal value will follow using this minimizing \( k \). With the \( \ell_1 \) penalty satisfying the condition (**) by the above construction, we achieve a similar bound on the statistical risk as the countable case.
Theorem 1.3.2. The $\ell_1$ penalized likelihood estimator $\hat{f} = f_\theta$ achieving

$$\min_\theta \left\{ \log \frac{1}{p_{f_\theta}(X_n)} + \lambda_n ||\theta||_1 \right\}$$

has the risk bound

$$\mathbb{E}d(f^*, \hat{f}) \leq \inf_{f_\theta} \left\{ D(f^*, f_\theta) + \frac{\lambda_n ||\theta||_1}{n} \right\}$$

for every sample size, provided $\frac{\lambda_n}{n} \geq 2 \left[ \frac{2 \log(2M)}{n} \right]^{1/2}$.

The bound shown here uses the minimal sum of the approximation error and the $\ell_1$ penalty decaying with the sample size. $D(f^*, f_\theta)$ quantifies the error of approximation and $(\lambda_n/n)||\theta||_1$ quantifies additional error from finite sample estimation.

If $f^* = f_{\theta^*}$ is in the linear span of the dictionary with a small or moderate $||\theta^*||_1$, then the risk is of order $\sqrt{\log(M)/n}$ which is small even with variable size $M$ large as long as the logarithm of $M$ is small. This allows $M$ to be nearly exponentially large in $n$ while still having small risks. Even if $f^*$ does not have a moderate size $\ell_1$ norm representation by linear combination in the dictionary, the risk bound expresses the best tradeoff in approximation error and $\ell_1$ norm of the approximation suitable for the given sample size.

A similar bound is proven by constructing $\tilde{f}$ as random samples of functions in $\mathcal{H}$ (see [9, 8, 10]). That result will have a saving of constant 2 in $\lambda_n$ with the same rate, and plus asymptotically smaller order terms due to rounding. What is enlightening in the proof reported here is that the algorithmic results are adapted to prove risk bounds. The former one is considerably transparent in technical details. Nevertheless, by the proof strategy we use here we will handle more general settings in verifying condition (**), for example when considering unbounded functions $h$.
arising in the Gaussian covariance matrix estimation.

The risk bound does not restrict the algorithm to compute the exact minimizer of the $\ell_1$ penalized likelihood criterion. It is shown in this chapter that the GLP algorithm has the advantage of an explicit guarantee of the closeness to the minimum. The risk bound proof could also incorporate the computational accuracy term, we could then demonstrate the statistical risk of the sequence of approximate estimators produced by our GLP algorithm.

**Theorem 1.3.3.** The $k$ step approximate estimator $\hat{f}_k$ of the GLP algorithm for the $\ell_1$ penalized likelihood objective

$$
\min_{\theta} \left\{ \log \frac{1}{p_{f_0}(X_n)} + \lambda_n ||\theta||_1 \right\}
$$

has the risk bound

$$
\mathbb{E}d(f^*, \hat{f}_k) \leq \inf_{f_0} \left\{ D(f^*, f_{\theta}) + \frac{\lambda_n ||\theta||_1}{n} + \frac{2||\theta||_1^2}{k + 1} \right\}
$$

for every sample size, provided $\frac{\lambda_n}{n} \geq 2 \left[ \frac{2\log(M)}{n} \right]^{1/2}$.

Ideally we would like to have $k$ large enough so that the computation accuracy term vanishes in the risk bound, but the improvement from a super accurate estimator is not significant compared to other terms in the risk bound which are of order $\frac{\log(M)}{n}^{1/2}$. In the situation that exact minimization is not possible, we would like to choose $1/k$ to be of the same order to save the computation. This is quite advantageous in practice where $n$ could be in thousands and $M$ could be in hundreds of thousands, the $k$ of our choice is just not more than hundreds.
1.4 Proofs

We now show the proof for the computation as well as the risk bound. The proof of computational accuracy bound is an extension of the proof for the $\ell_1$ penalized least squares case [42], generalized to handle the log density estimation problem.

1.4.1 Proof of Theorem 1.2.1

It is equivalent to show that for each $f$ in the linear span that

$$\frac{1}{n} \left[ \log \frac{p_f(X_n)}{p_{f_k}(X_n)} + \lambda(v_k - V_f) \right] \leq \frac{2V_f^2}{k + 1}$$

where $V_f = \|\theta\|_1$ with $f = f_0$. The left side of this desired inequality which we shall call $e_k$ is built from the difference in the criterion values at $f_k$ and an arbitrary $f$. It can be expressed as

$$e_k = \frac{1}{n} \sum_{i=1}^{n} [f(X_i) - \hat{f}_k(X_i)] + \log p_f(x) e^{\hat{f}_k(x) - f(x)}$$

where the integral arising from the ratio of the normalizers for $p_{f_k}$ and $p_f$. Without loss of generality, making $\mathcal{H}$ closed under sign change, we restrict our attention to positive $\beta$. This $e_k$ is evaluated with $\hat{f}_k(x) = (1 - \alpha)\hat{f}_{k-1}(x) + \beta h(x)$ and $v_k = (1 - \alpha)v_{k-1} + \beta a_h$ at the optimized $\alpha, \beta$ and $h$, so it is as least as good as at an arbitrary $h$ with $\beta = \alpha V_f / a_h$. Thus for any $h$ we have that $e_k$ is not more than

$$\frac{1}{n} \sum_{i=1}^{n} [f(X_i) - \alpha\hat{f}_{k-1}(X_i) - \alpha V_f h(X_i)/a_h] + \log \int p_f(x) e^{[\alpha\hat{f}_{k-1}(x) + \alpha V_f h(x)/a_h - f(x)]} + \alpha \lambda [v_{k-1} - V_f].$$
where \( \bar{\alpha} = (1 - \alpha) \). Now we reinterpret the integral using the expectation of \( e^{\alpha[vh(x)/ah - f(x)]} \) with respect to \( p(x) = e^{\alpha[f_{k-1}(x) - f(x)]} p_f(x) / c \), where \( c \) is its normalizing constant. Accordingly, we add and subtract \( \log c = \log \int e^{\alpha[f_{k-1}(x) - f(x)]} p_f(x) \) which, by Jensen's inequality using \( \bar{\alpha} \leq 1 \), is not more than \( \bar{\alpha} \log \int e^{\alpha[f_{k-1}(x) - f(x)]} p_f(x) \). Recognizing that this last integral is what arises in \( \epsilon_{k-1} \) and distributing \( f \) between the terms with coefficients \( \bar{\alpha} \) and \( \alpha \), we obtain that \( \epsilon_k \) is not more than

\[
\bar{\alpha} \epsilon_k + \alpha \frac{1}{n} \sum_{i=1}^{n} [f(X_i) - v h(X_i)/a_h] + \log \int e^{\alpha[vh(x)/ah - f(x)]} p(x).
\]

This inequality holds for all \( h \) so it holds in expectation with a random selection in which each \( h \) is drawn with probability \( a_h |\theta_h|/v \) where the \( \theta_h \) are the coefficients in the representation \( f(x) = \sum_{h \in \mathcal{H}} \theta_h h(x) \) with \( V_f = \sum_{h} |\theta_h| a_h \). We bring this expectation for random \( h \) inside the logarithm, and then inside the integral, obtaining an upper bound by Jensen's inequality. For each \( x \) and random \( h \) the quantities \( [V_f h(x)/a_h - f(x)] \) have mean zero and have range of length not more than \( 2V_f \) since \( a_h \geq \|h\|_\infty \). So by Hoeffding's moment generating function bound, the expectation for random \( h \) of \( e^{\alpha[vh(x)/ah - f(x)]} \) is not more than \( e^{\alpha^2 v^2/2} \). Thus

\[
\epsilon_k \leq (1 - \alpha) \epsilon_{k-1} + \frac{1}{2} \alpha^2 V_f^2
\]

for all \( 0 \leq \alpha \leq 1 \), and so in particular with \( \alpha = 2/(k+1) \). Also \( \epsilon_0 \leq 2V_f^2 \), so by induction

\[
\epsilon_k \leq \frac{2V_f^2}{k+1},
\]

which is the desired result.
1.4.2 Proof of Theorem 1.3.1

The proof is analogous to the computation analysis shown before but without the penalty term (or correspondingly set $\lambda = 0$). Using a fixed schedule of $\alpha = 2/(k+1)$ and $\beta = \alpha V_f/a_h$ at the $k$ step, the discrepancy difference could be bounded similarly to $e_k$ as

$$\text{dis}(f, \tilde{f}_k) \leq \tilde{\alpha}\text{dis}(f, \tilde{f}_k) + 2n\log E\exp\left\{\frac{1}{2} \alpha [V_f h/a_h - f]\right\}$$

where the expectation is taken over a density function proportional to $\exp\{[\tilde{\alpha}\tilde{f}_{k-1} + \alpha f + f^*]/2\}$. The Hoeffding bound is also used here to bound the moment generating function, and we obtain a similar iterative inequality as the one for $e_k$:

$$\text{dis}(f, \tilde{f}_k) \leq \tilde{\alpha}\text{dis}(f, \tilde{f}_k) + \frac{1}{4}n\alpha^2 V_f^2.$$ 

Then by induction it follows that

$$\text{dis}(f, \tilde{f}_k) \leq \frac{nV_f^2}{k+1}.$$ 

1.4.3 Proof of Theorem 1.3.2

For completeness, we briefly sketch the proof for the countable cases as was first as shown in [50], as well as in [9, 8, 46, 40]. Adding and subtracting the pointwise redundancy to the Bhattacharyya, Renyi, Hellinger loss for the minimizer $\hat{f}$ in a
countable class of estimators, we reorganize terms to show

\[ d(f^*, \hat{f}) = 2 \log \left( \frac{p_f(X)}{p_{f^*}(X)} \right)^{1/2} e^{-L(f)} + \log p_{f^*}(X) \frac{p_f(X)}{p_{f^*}(X)} + 2L(\hat{f}) \]

\[ \leq 2 \log \sum_f \left( \frac{p_f(X)}{p_{f^*}(X)} \right)^{1/2} e^{-L(f)} + \log \frac{p_{f^*}(X)}{p_f(X)} + 2L(\hat{f}). \]

The expectation used here is with respect to \( p_f \) and the last inequality is due to the positivity of summands. The rest of the proof takes expectations again with respect to \( p_f \) on both sides. By Jensen's inequality, the expectation is taken inside the log of the first term on the right side and the whole term then can be discarded, since the summation inside the log is not bigger than 1 when \( L(f) \) is a valid codelength satisfying the Kraft inequality. The rest in the upper bound is the expected redundancy which is not more than the index of resolvability.

When condition (**) is satisfied, for each \( f \) uncountable \( \mathcal{F} \), there is a \( \tilde{f} \) in countable \( \tilde{\mathcal{F}} \) such that

\[ \log \frac{p_{f^*}(X)}{p_f(X)} + \text{pen}(f) - d(f^*, f) \geq \log \frac{p_{f^*}(X)}{p_f(X)} + 2L(\tilde{f}) - d(f^*, \tilde{f}). \]

Rearranging terms this shows that the Bhattacharyya, Rényi, Hellinger loss for the minimizer \( \tilde{f} \) in a uncountable \( \mathcal{F} \) is bounded by

\[ d(f^*, \tilde{f}) \leq d(f^*, \tilde{f}) - \log \frac{p_{f^*}(X)}{p_f(X)} - 2L(\tilde{f}) + \log \frac{p_{f^*}(X)}{p_f(X)} + \text{pen}(\tilde{f}). \]

All terms involving \( \tilde{f} \) can be thrown away, upon taking expectation with respect to \( p_f^* \) for all \( \tilde{f} \) in a countable \( \tilde{\mathcal{F}} \) using the same argument as above. Then an index of
resolvability bound on the rest terms reveals

$$Ed_n(f^*, \hat{f}) \leq \inf_f \{ D_n(f^*, f) + pen(f) \}. $$

In the i.i.d. modeling case, it specializes to show that the risk satisfies

$$Ed(f^*, \hat{f}) \leq \inf_f \left\{ D(f^*, f) + \frac{pen(f)}{n} \right\}. $$

Now we only need to demonstrate the condition (**) for the $\ell_1$ penalty and then the risk result will follow by the argument above. We consider finding $\hat{f}$ by a greedy algorithm on discrepancy for $k$ steps, then the discrepancy difference is shown by Theorem 1.3.1 bounded by

$$dis(f, \hat{f}) \leq \frac{nV_f^2}{k + 1} $$

and the complexity for such $\hat{f}$ is $k \log(2M)$, where we code the integer crudely by $k \log 2$ and the function included at each step has a codelength of $\log M$. Altogether, the condition (**) requires that the penalty satisfies

$$pen(f) \geq \frac{nV_f^2}{k + 1} + 2k \log(2M).$$

The minimal $k$ is achieved at $k = V_f \sqrt{n/2 \log(2M)} - 1$, and we round up for an integer $k$ for which it reveals a minimal condition

$$pen(f) \geq \lambda_n V_f$$

provided $\lambda_n \geq 2\sqrt{2n \log(2M)}$, which is the required minimal $\lambda_n$ in the theorem.
1.4.4 Proof of Theorem 1.3.3

The proof for an approximate estimator \( \hat{f}_k \) will replace the pointwise redundancy by the minimizer \( \hat{f} = f_\theta \) of the pointwise redundancy plus an extra computational accuracy term as in the computation bound. An index of resolvability bound with computational accuracy modification easily follows.

1.5 Summary

We propose a greedy algorithm for \( \ell_1 \) penalized likelihood estimation and demonstrate the risk bound for such estimators. We obtain an explicit guarantee of the computational accuracy of our iteratively computed estimators, which is inverse proportional to the number of iterations. The risk bound is shown to be optimal sum of the approximation error and the \( \ell_1 \) penalty. The valid penalizing parameter \( \lambda_n \) required to satisfy the risk result has to exceed the order \( \sqrt{n \log M} \). In particular the i.i.d. modeling case reveals a choice of order \( \left[ \frac{\log M}{n} \right]^{1/2} \) where the risk bound shares the same rate. The computation and risk results together suggest valid approximate computation when the computational accuracy term is comparable or smaller than the risk terms. The number of steps required using our algorithm for computing such valid approximate estimators is far smaller than the sample size \( n \) or the variable size \( M \). We will consider important applications of the computation and risk results in following chapters.
Chapter 2

Adaptive $\ell_1$ Penalized Least Squares

2.1 Introduction

Consider the problem of estimating a mean response $X\beta$ from the i.i.d. data $Y_1, \ldots, Y_n$ following the linear model

$$Y = X\beta + z$$

where $X$ is an $n \times p$ matrix of explanatory variables, $\beta$ is a $p$-dimensional vector of interest, and $z$ are independent random errors. We will assume each $z_i$ follows the Gaussian distribution $N(0, \sigma^2)$, though our theory could easily accommodate other distributions as well. The mean vector $X\beta$ presented here is for convenience only and we do not restrict the population mean to have such a linear form. We assess the statistical risk of the estimator $X\hat{\beta}$ by the expected mean square error, for a fixed design $X$; results for a random design are implied by this work. A popular scenario we are accustomed to think is the $p > n$ situation, and this motivates this work but is not an imposed condition.
A widely studied technique to handle this situation is the $\ell_1$ penalized least squares criterion, also known as LASSO [57] or Basis Pursuit [22], which seeks the coefficients $\beta$ to minimize

$$\frac{1}{n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2 + \lambda \sum_{j=1}^{p} |\beta_j|$$

where $\lambda \geq 0$ is an appropriate penalization parameter. For simplicity, we assume the predictors $X$ and response $Y$ are properly standardized with mean zero, and all predictors are normalized to have $(1/n) \sum_{i=1}^{n} x_{ij}^2 = 1$ for every $j = 1, \ldots, p$.

An important property of $\ell_1$ penalized least squares is that the resulting estimator of $\beta$ is nonzero only at a few coordinates, and the sparsity is controlled by the choice of penalization parameter $\lambda$. The discussions on the optimal choice of $\lambda$ diverge in the past literature.

In practice, one may conveniently use cross validation to pick $\lambda$ minimizing the prediction error. The resulting coefficients can have more nonzero coordinates than the population counterparts, and it is known in theory that having extra variables correlated with those in the true model can help the prediction performance. Cross validation is an computationally intensive practice with large data sets having $n$ or $p$ in the hundreds of thousands. This usually involves solving the $\ell_1$ penalized least squares criterion for several folds of training data sets with various $\lambda$, and the $\lambda$ with smallest average prediction error on corresponding testing data sets is chosen to produce the fitted coefficients.

The theoretical analysis studies various performance aspects of $\ell_1$ penalized least squares under conditions of the design matrix $X$ as well as the choice of $\lambda$. The recent literature [36, 26, 16, 17, 21, 39, 38, 52, 67, 68, 42, 59, 14, 18] in this direction demonstrated that $\ell_1$ penalized least squares is effective in some nice situations. A
typical analysis assumes that a risk optimal $\lambda$ is given, or relates $\lambda$ to underlying parameters in a manner leading to a successful analysis. Such assumptions could hardly be checked in practice, and thus hardly address the problem of choosing $\lambda$ in practical situations.

One popular choice of $\lambda$ shown by theory is proportional to a constant variance $\sigma$ with a critical rate $\sqrt{\log p/n}$, for example in [16, 17, 67, 42, 20, 14]. We obtain a similar form of $\lambda$ with clean constants, and the statistical risk bounds for finite samples. Our results are different in several important ways. We don’t require the assumption of an almost independent design matrix; the constants we obtain are explicit and applicable in practice; and the case with unknown $\sigma$, common in practice, can be handled in our framework where a risk bound with the estimated $\sigma$ is obtained.

How to estimate $\sigma$ alone in the regression setting with $p > n$ is an important question. One may favor a good estimator of $\sigma$ for use in statistical inference. The estimator we provide is closely connected to the $\ell_1$ penalized estimation of $\beta$, where the general likelihood principle is considered. Indeed, it is a generalized version of the conventional estimator of the residual sum of squares with the modification of the $\ell_1$ penalty.

In the penalized least squares setting, adaptation as well as new penalty forms are important topics in the statistics literature, for example SCAD in [30, 31], Adaptive LASSO in [69, 65], Group LASSO [63] and Fused LASSO [33]. Though we consider here mainly the $\ell_1$ penalty, other suitable forms satisfying our information theoretic condition could also be studied in our framework, as well as their adaptation to data.
2.2 Risk Analysis

We first consider a fixed $\sigma$ that is assumed to be known. The proof for the risk is an application of the log-density estimation results. From now on, to be consistent with the log-density analysis, we use $f^*$ in place of $X\beta$ for the underlying signal, and accordingly we consider the estimator of the form $f_\theta = \sum h \theta_h h$. We take the empirical $\ell_2$ norm squares to be $\|h\|^2 = (1/n) \sum_{i=1}^n h^2(x_i)$, and denote the $\ell_1$ norm of the coefficients by $\|\theta\|_1 = \sum_h |\theta_h| \|h\|_2$. Here we could apply the density results in the chapter 1, but we use the log density results in [10] to show better constants. Consequently, we show the following theorem on $\ell_1$ penalized least squares.

**Theorem 2.2.1.** The $\ell_1$ penalized least squares estimator $\hat{f} = f_\hat{\theta}$ achieving

$$\min_{\hat{\theta}} \left\{ \frac{1}{n} \sum_{i=1}^n (y_i - f_\theta(x_i))^2 + 2\sigma \frac{\lambda_n}{n} \|\theta\|_1 \right\}$$

has the risk bound

$$\mathbb{E}\|\hat{f} - f^*\|^2 \leq 2 \inf_{\theta} \left\{ \|f_\theta - f^*\|^2 + 2\sigma \frac{\lambda_n}{n} \|\theta\|_1 \right\} + \frac{8\sigma^2 \log(2p)}{n}$$

for every sample size, provided that $\frac{\lambda_n}{n} \geq \left[ \frac{2\log(2p)}{n} \right]^{1/2}$.

The penalizing parameter suggested by theory is $\frac{\lambda_n}{n} = \left[ \frac{2\log(2p)}{n} \right]^{1/2}$ which reveals the smallest order of risk bounds, which is also the critical rate for these problems. The constants in the bound are explicit for every sample size and the bound also has the advantage of trading off optimally the approximation error (between $f_\theta$ and the underlying $f^*$) and the $\ell_1$ penalty term. For people with more theoretical taste, it is pointed out in the manuscript [42] that an improved rate can be shown, taking advantage of this tradeoff, as long as certain refined covering properties exist.

We now consider the case of unknown $\sigma$. The likelihood principle would suggest
the optimization over $\sigma$ as well as $\theta$. This is the approach we take to analyze the problem, leading to the following theorem.

**Theorem 2.2.2.** The $\ell_1$ penalized least squares estimator $\hat{f} = f_\hat{\theta}$ achieving

$$\min_{\theta, \sigma} \left\{ \frac{1}{2\sigma^2} (1 + \frac{1}{n}) \frac{1}{n} \sum_{i=1}^{n} (y_i - f_\theta(x_i))^2 + \frac{\lambda_n}{n\sigma} \|\theta\|_1 + \frac{\log(\sigma^2)}{2} (1 + \frac{4}{n}) \right\}$$

has the risk bound

$$\frac{1}{n} \mathbb{E}d(P_{Y|X,f_*;\sigma}, P_{Y|X,f,\sigma}) \leq \inf_{\theta, \sigma^2} \left\{ \frac{1}{n} D(P_{Y|X,f_*;\sigma} \| P_{Y|X,f,\sigma}) + \frac{\lambda_n}{n\sigma} \|\theta\|_1 \right.$$

$$\left. + \frac{\|y - f_\theta\|_2}{2\sigma^2 n} + \frac{2\log(\sigma^2)}{n} \right\} + \frac{2\log(4pn)}{n}$$

for every sample size, provided that $\frac{\lambda_n}{n} \geq (2 + \frac{1}{n})\sqrt{\log(2p)/n}$.

*Comment on computation for regression:* The optimization producing $\hat{\theta}, \hat{\sigma}^2$ is reasonably straightforward. Each value of $\sigma^2$ corresponds to a multiplier of the $\ell_1$ penalty. For each value of $\sigma^2$ one may optimize over $\theta$ by standard $\ell_1$-penalized least squares algorithms. A particularly fast theoretical method with computational guarantees is the greedy algorithm in the manuscript [42], and new modified proposals with real computational advantages in practice are included in this dissertation in chapter 3. The log-likelihood version has also been discussed where, rather than picking the multiplier by some auxiliary cross-validation method, MDL chooses it (or equivalently chooses the single parameter $\sigma^2$) to optimize the above criterion.

Alternatively, we note that for $\theta$ the best $\sigma^2 = \sigma^2_{f_\theta}$ solves a quadratic

$$(1 + \frac{4}{n})\sigma^2 = \sigma \frac{\lambda_n}{n} \|\theta\|_1 + (1 + \frac{1}{n})\|y - f_\theta\|^2_2.$$

Then one may plug in the solution $\sigma^2_{f_\theta}$ and optimize the resulting function of $\theta$. 
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2.3 Proofs

The risk analysis is built on the earlier result for log-densities and we will only briefly sketch the proofs and results here. We will use $f(x)$ to denote the fitted value $x\beta$ from now on, in accordance with the general theory on $f = \sum_{h} \theta_{h} h$ for $h \in \mathcal{H}$. The key step in the proof is to check that the condition (**) holds for a suitable representer $\tilde{f}$. As detailed in [10], we here demonstrate the existence of such a representer $\tilde{f}$ by showing that the condition holds for a random $\tilde{f}$.

The countable set $\mathcal{F}$ of representers is taken to be the set of all functions of the form $\tilde{f}(x) = V \frac{1}{K} \sum_{k=1}^{K} h_{k}(x)/a_{h_{k}}$ for terms $h_{k}$ in $\mathcal{H} \cup -\mathcal{H} \cup \{0\}$, where the number of terms $K$ is in $\{1, 2, \ldots\}$ and the nonnegative multipliers $V$ will be determined from $K$ in a manner we will specify later. We let $p$ be the cardinality of $\mathcal{H} \cup -\mathcal{H} \cup \{0\}$, allowing for $h$ or $-h$ or $0$ to be a term in $\tilde{f}$ for each $h$ in $\mathcal{H}$.

The main part of the code length $L(\tilde{f})$ is $K \log p$ nats to describe the choices of $h_{1}, \ldots, h_{K}$. The other part is for the description of $K$ and it is negligible in comparison, but to include it simply, we may use a possibly crude code length for the integer $K$ such as $K \log 2$. Adding these contributions of $K \log 2$ for the description of $K$ and of $K \log p$ for the description of $\tilde{f}$ given $K$, we have

$$L(\tilde{f}) = K \log(2p).$$

To establish existence of a representer $\tilde{f}$ of $f$ with the desired properties, we put a distribution on choices of $h_{1}, \ldots, h_{K}$ in which each is selected independently, where $h_{k}$ is $h$ with probability $|\theta_{h}|a_{h}/V$ (with a sign flip if $\theta_{h}$ is negative). Here $K = K_{f} = \lfloor V_{f}/\delta \rfloor$ is set to equal $V_{f}/\delta$ rounded up to the nearest integer, where $V_{f} = \sum_{h} |\theta_{h}|a_{h}$, where a small value for $\delta$ will be specified later. Moreover, we set $V = K \delta$, which is $V_{f}$ rounded up to the nearest point in a grid of spacings $\delta$. When
$V_f$ is strictly less than $V$ there is leftover an event of probability $1 - V_f/V$ in which $h_k$ is set to $0$.

As $f$ varies, so does the complexity of its representer $s$. Yet for any one $f$, with $K = K_f$, each of the possibilities for the terms $h_k$ produces a possible representer $\tilde{f}$ with the same complexity $K_f \log 2p$.

The key property of our random choice of $\tilde{f}(x)$ representing $f(x)$ is that, for each $x$, it is a sample average of i.i.d. choices $Vh_k(x)/a_{h_k}$. Each of these terms has expectation $f(x)$ and variance $V \sum_{h_k} |h_k|^2(x)/a_{h_k} - f^2(x)$ not more than $V^2$.

As the sample average of $K$ such independent terms, $\tilde{f}(x)$ has expectation $f(x)$ and variance $(1/K)$ times the variance given for a single draw. We will also need expectations of exponentials of $\tilde{f}(x)$ which is made possible by the representation of such an exponential of sums as the product of the exponentials of the independent summands.

### 2.3.1 Proof of Theorem 2.2.1

Consider the linear regression case with fixed design first. At each $x_i$ we seek a fit $f(x_i)$ to a corresponding outcome $Y_i$. We use the Gaussian model of independent outcomes $Y_1, \ldots, Y_n$ with joint density function

$$p_f(y|x) = \frac{1}{(2\pi \sigma^2)^{n/2}} \exp \left\{ - \frac{\sum_{i=1}^n (y_i - f(x_i))^2}{2\sigma^2} \right\}.$$

The case of fixed (known) variance $\sigma^2$ is considered first. In this Gaussian regression setting, the divergence $d(P_{Y|\mathbf{x}, f^*}, P_{Y|\mathbf{x}, f})$ for fixed $\mathbf{x}$ can be written explicitly as

$$\frac{1}{4\sigma^2} \sum_{i=1}^n (f(x_i) - f^*(x_i))^2.$$
Then in accordance with (**) we check the validity of a penalty $\text{pen}(f)$ by verifying, for a suitable representor $\tilde{f}$, that

\[ \text{pen}(f) \geq 2L(\tilde{f}) + \frac{1}{2\sigma^2} \sum_{i=1}^{n} \left[ (y_i - \tilde{f}(x_i))^2 - (y_i - f(x_i))^2 \right] - \frac{1}{4\sigma^2} \sum_{i=1}^{n} \left[ (f^*(x_i) - \tilde{f}(x_i))^2 - (f^*(x_i) - f(x_i))^2 \right]. \]

In this section we adapt the general strategy developed in the previous section to the regression setting to demonstrate that the $\ell_1$ penalty on coefficients with suitable multipliers is also an information-theoretic penalty for regression. The result presented here is fascinating as it also reveals what penalty parameter $\lambda$ should employed for $\ell_1$ penalized regression to be justifiable for the MDL interpretation and statistical risk analysis.

We allow the weights $a_n$ in this section to be the empirical $\ell_2$ norm $\|h\|_2$ where $\|h\|^2_2 = \frac{1}{n} \sum_i h^2(x_i)$ instead of $\|h\|_\infty$ in the density case. We no longer need a bounded range condition nor an appeal to the Hoeffding inequality. The same sampling strategy for generating a random $\tilde{f}$ also applies here.

We bound similarly the minimum over $\tilde{F}$ of the complexity-penalized discrepancy difference by the quantity obtained by the sample average of randomly selected $h_k$.

For the discrepancy difference, adding and subtracting $f(x_i)$ in each square, the squared terms of $y_i - f(x_i)$ and $f^*(x_i) - f(x_i)$ cancel out when expanding out the squares and their cross product terms with $(f(x_i) - \tilde{f}(x_i))$ vanish in expectation under the random $\tilde{f}(x_i)$. What remains for the expected discrepancy difference is the expectation of

\[ \frac{1}{4\sigma^2} \sum_{i=1}^{n} (\tilde{f}(x_i) - f(x_i))^2. \]

Each summand $(\tilde{f}(x_i) - f(x_i))^2$ for fixed $x_i$ under random $\tilde{f}$ has mean not more than
the \((1/K)\) times the bound \(V \sum_h \|	heta_h\|^2(x_i)/a_h\) on the variance given for a single draw \(h\). The aggregated bound over \(x_i\) yields

\[
\frac{V}{4\sigma^2 K} \sum_{i=1}^n \sum_h \|	heta_h\|^2(x_i)/a_h = \frac{nVV_f}{4\sigma^2 K}
\]

where \(n\) appearing in the equality is by the fact that \(\sum_{i=1}^n h^2(x_i)/a^2_h = n\) for each \(h\).

Now the discrepancy difference plus twice the complexity penalty is bounded by

\[
2K \log(2p) + \frac{nVV_f}{4\sigma^2 K}.
\]

With our choice of \(K = \lceil V_f/\delta \rceil = V/\delta \) not more than \(V_f/\delta + 1\), we show that the penalty of the form

\[
pen(f) \geq \lambda V_f + C
\]

is valid as long as \(\lambda\) is not smaller than \(2V_f(\log 2p)/\delta + nV_f\delta/(4\sigma^2)\) and \(C = 2 \log(2p)\).

Setting \(\delta = 2\sigma(2(\log 2p)/n)^{(1/2)}\) to optimize the bound for \(\lambda\), the critical value is \(\lambda^* = (2n \log(2p))^{(1/2)}/\sigma\) and our analysis shows that \(\ell_1\) is valid as long as the penalty parameter exceeds \(\lambda^*\).

### 2.3.2 Proof of Theorem 2.2.2

Next we generalize the result to the unknown \(\sigma\) case. Following the MDL principle we are motivated to estimate \((\hat{f}, \hat{\sigma}^2)\) by optimizing

\[
\frac{1}{2\sigma^2} \sum_{i=1}^n (y_i - f(x_i))^2 + \frac{1}{2} \log 2\pi \sigma^2 + \frac{1}{\sigma} \lambda_n \|	heta\|_1 + \frac{pen(\sigma^2)}{n}
\]

where the first two terms form the \(-\frac{1}{n}\) log likelihood and the next term is the penalty used in the fixed \(\sigma^2\) case. With \(pen(f, \sigma^2)\) similar to this, we show that such an
optimization indeed satisfies the requirement (***) for validity of statistical risk analysis. For the representor \((\tilde{f}, \tilde{\sigma}^2)\) in a countable cover, we adapt the same strategy of random \(K\)-term \(\tilde{f}\) and use for \(\tilde{\sigma}^2\) of a logarithmic discretization of \(\sigma^2\), that is, \(\log \tilde{\sigma}^2 = [(\log \sigma^2)/\epsilon] \epsilon = K' \epsilon\) with the choice of \(\epsilon\) to be specified and \(K'\) an integer.

We set the codelength in this case to be \(L(\tilde{f}, \tilde{\sigma}^2) = K \log(2p) + 2 \log(K' + 1)\) where we crudely encode \(K'\) by \(2 \log(K' + 1)\) for simplicity. The Bhattacharyya, Renyi, Hellinger divergence \(d(P_{Y|X,f^*,\sigma}, P_{Y|X,f,\sigma})\) can be written explicitly as

\[
\frac{1}{2(\sigma^2 + \tilde{\sigma}^2)} \sum_{i=1}^{n} (f(x_i) - f^*(x_i))^2 + \log \frac{\sigma^2 + \tilde{\sigma}^2}{2\sqrt{\sigma^2 \tilde{\sigma}^2}}.
\]

Now checking (***)) involves the difference of these divergences at \((f, \sigma^2)\) and at \((\tilde{f}, \tilde{\sigma}^2)\) as well as the differences in the log-likelihood. Some of the resulting terms in the difference are negative (and can be dropped) because of our choice of \(\tilde{\sigma}^2\) not more than \(\sigma^2\) (by rounding down). What remains to verify is that

\[
\text{pen}(f, \sigma^2) \geq 2L(\tilde{f}, \tilde{\sigma}^2) + \sum_{i=1}^{n} \left[ \frac{(y_i - \tilde{f}(x_i))^2}{2\tilde{\sigma}^2} - \frac{(y_i - f(x_i))^2}{2\sigma^2} \right] - \sum_{i=1}^{n} \left[ \frac{(f^*(x_i) - \tilde{f}(x_i))^2}{2(\sigma^2 + \tilde{\sigma}^2)} - \frac{(f^*(x_i) - f(x_i))^2}{2(\sigma^2 + \sigma^2)} \right].
\]

To show existence of a suitable representor \(\tilde{f}\) we bound again the sample average version. The same bound for \((\tilde{f}(x_i) - f(x_i))^2\) is used and we drop all non-positive terms for cleanness. The discrepancy difference plus twice the complexity is then bounded by

\[
\frac{1}{2\sigma^2} \left[ (e^\epsilon - 1) \sum_{i=1}^{n} (y_i - f(x_i))^2 + e^\epsilon nVf \right] + 2K \log(2p) + 2 \log(K' + 1).
\]

With \(K' = [(\log \sigma^2)/\epsilon] \leq (\log \sigma^2)/\epsilon\) and \(K = V/\delta \leq V_f/\delta + 1\), we set \(\delta = \]
$2\sigma((\log 2p)/n)^{1/2}e^{-1/2}$ to optimize the bound first assuming fixed $\epsilon$. For simplicity, we pick $\epsilon = 1/(2n)$ to optimize over $\epsilon$ crudely and use $e^{1/2n} < 1 + 1/n$ to simplify the multiplying constants. The resulting satisfactory penalty requirement takes the form

$$\text{pen}(f, \sigma^2) \geq \frac{1}{2\sigma^2} \|y - f\|_2^2 + \frac{\lambda V_f}{\sigma} + 2\log \sigma^2 + 2\log(4pn),$$

valid as long as $\lambda \geq (2 + \frac{1}{n})\sqrt{n \log(2p)}$, where we denote $\|y - f\|_2^2 = \frac{1}{n} \sum_{i=1}^{n} (y_i - f(x_i))^2$.

### 2.4 A Numerical Example

Consider a simulation case with sparse signals first. Many other examples as well as real data sets are currently being studied, and could be added in the future for a full journal paper.

The design matrix we study is generated from correlated Gaussians, where the correlation between $x_j$ and $x_{j'}$ is $1/2|j - j'|$. We consider a sparse $\beta$ with almost all zeros except that $\beta_1 = 3$, $\beta_2 = 1.5$, and $\beta_5 = 2$. The normal error $z$ has a variance such that the signal-to-noise ratio is 3.

We compare the performance of our adaptive procedures, for $\lambda$ with known and unknown $\sigma$, to the one with $\lambda$ picked solely by cross validation. The measures of estimation performance illustrated here include the Euclidean distance of fitted value, the same distance for $\beta$, and the Hamming distance for identifying the support of $\beta$ as well.

As pointed by several authors, for example [21, 67, 20] (under assumptions), a good estimation of the support using $\ell_1$ penalized least squares could lead to an improved estimation of the fitted value if an ordinary least squares on the identified support is used as a second stage procedure to recompute the estimated $\beta$. Based on
the set of nonzero coefficients produced by $\ell_1$ penalized least squares, with $\lambda$ chosen by cross validation or our procedures, we regress on the same set to recalculate the coefficients as a second stage correction. We will also impose such a second stage procedure for our adaptive estimation as well as for cross validation.

We compare the performance with large $p = 2000$ and varying $n$, and we run the simulation for 1000 repetitions. We will use CV to denote the results by cross validation, and APR($\sigma$) and APR for our adaptive penalized regression procedures with known and unknown $\sigma$, respectively.

From tables 2.1-2.3, it can be seen for all performance measures that our proposal has great advantages for intermediate sample sizes and is comparable to cross validation for small sample sizes. Cross validation tends to select more variables than the true model as the sample size increases, where our methods outperform it significantly for all sample sizes. The procedure with unknown $\sigma$ is comparable to the procedure with fixed $\sigma$, though the latter one has slight performance improvement. Two-stage correction does improve the estimation performance and our proposals with this correction greatly beats cross validation across all sample sizes.
<table>
<thead>
<tr>
<th>n</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>23(24)</td>
<td>34(43)</td>
<td>46(71)</td>
<td>69(130)</td>
</tr>
<tr>
<td>APR</td>
<td>2(2.2)</td>
<td>1(0.78)</td>
<td>0(0.43)</td>
<td>0(0.27)</td>
</tr>
<tr>
<td>APR</td>
<td>3(2.9)</td>
<td>2(1.5)</td>
<td>0(0.021)</td>
<td>0(0.005)</td>
</tr>
</tbody>
</table>

Table 2.1: Median(mean) of the Hamming distance $\sum_{j=1}^{p} |\{\hat{\beta}_j = 0\} - \{\beta^*_j = 0\}|$.

<table>
<thead>
<tr>
<th>n</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>4.6(0.92)</td>
<td>3.3(0.75)</td>
<td>2.6(0.96)</td>
<td>2.1(1.2)</td>
</tr>
<tr>
<td>APR</td>
<td>4.9(0.85)</td>
<td>3.4(0.58)</td>
<td>2.3(0.39)</td>
<td>1.4(0.24)</td>
</tr>
<tr>
<td>APR</td>
<td>8.7(0.14)</td>
<td>7(0.39)</td>
<td>4.9(0.36)</td>
<td>2.6(0.23)</td>
</tr>
</tbody>
</table>

Two-stage Correction

<table>
<thead>
<tr>
<th>n</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV-ts</td>
<td>5.4(0.88)</td>
<td>4.4(0.64)</td>
<td>4.1(0.74)</td>
<td>4(1.3)</td>
</tr>
<tr>
<td>APR(σ)-ts</td>
<td>3.8(1.5)</td>
<td>1.8(0.91)</td>
<td>1.1(0.6)</td>
<td>0.62(0.34)</td>
</tr>
<tr>
<td>APR-ts</td>
<td>8.5(0.74)</td>
<td>5.4(0.82)</td>
<td>0.8(0.53)</td>
<td>0.48(0.22)</td>
</tr>
</tbody>
</table>

Table 2.2: Mean(sd) of $\|\hat{\beta} - \beta\|^2$. All numbers reported here are multiplied by 100.

<table>
<thead>
<tr>
<th>n</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>28(6.3)</td>
<td>16(5.4)</td>
<td>9.5(4.5)</td>
<td>4.6(2.7)</td>
</tr>
<tr>
<td>APR</td>
<td>33(5.6)</td>
<td>17(2.7)</td>
<td>8.1(1.3)</td>
<td>3.2(0.54)</td>
</tr>
<tr>
<td>APR</td>
<td>65(3.8)</td>
<td>37(1.9)</td>
<td>18(0.99)</td>
<td>6.1(0.49)</td>
</tr>
</tbody>
</table>

Two-stage Correction

<table>
<thead>
<tr>
<th>n</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV-ts</td>
<td>35(4.9)</td>
<td>23(4)</td>
<td>15(3.4)</td>
<td>8.6(2.7)</td>
</tr>
<tr>
<td>APR(σ)-ts</td>
<td>21(7.2)</td>
<td>7.4(3.7)</td>
<td>3.2(1.8)</td>
<td>1.1(0.63)</td>
</tr>
<tr>
<td>APR-ts</td>
<td>61(11)</td>
<td>22(3.6)</td>
<td>2.2(1.4)</td>
<td>0.87(0.38)</td>
</tr>
</tbody>
</table>

Table 2.3: Mean(sd) of $\|X\hat{\beta} - X\beta^*\|^2$. All numbers reported are multiplied by 100.
Chapter 3

Computation of $\ell_1$ Penalized Least Squares

3.1 Introduction

Modern technology and computerized sampling enable us to collect humongous data sets in many scientific and technological studies. For example, microarray data have tens of thousands of genes, while Google is web crawling billions of web pages. Statistical inference provides vital tools for answering important questions in those fields, though traditional statistical computation may not be easily applied due to the expensive computational cost. For example, ordinary linear regression requires solving a large linear system. When the data are in the tens of thousands, the regression fit may not be computed in a timely manner or the package may simply refuse to run due to the memory shortage. There are two basic constraints in computational statistics, time and memory costs. Our algorithms achieve a balance of both and they have explicit guarantee of computational accuracy.

Consider an observed data matrix $X$ of size $n \times p$, corresponding to $n$ observations
and $p$ predictors, and a response vector $Y$ of size $n$. The LASSO [57] criterion, also known as Basis Pursuit [22], is to fit the coefficient vector $\beta$ to the $\ell_1$ regularized least squares

$$
\frac{1}{n} \sum_{i=1}^{n} \left( y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2 + \lambda \sum_{j=1}^{p} |\beta_j| \quad (3.1.1)
$$

where $\beta_0$ is the intercept. Here, we do not penalize the intercept and each predictor is standardized to have unit $\ell_2$ norm. Without loss of generality, we assume the response and predictors are centered so the optimal intercept is $\beta_0 = 0$ and can be ignored.

Unlike the ridge regression with $\ell_2$ penalty, which shrinks the coefficients proportionally towards zero, the LASSO solution shrinks a equal amount of the ordinary least squares fit towards zero, thus it may produce sparse solutions even for large $p$. Though bias is introduced by the penalty term while reducing the variance, the prediction performance is enhanced as with other shrinkage estimations. The prediction performance is empirically studied in [57] and theoretically justified in [17, 42]. Another feature of LASSO is its ability to do automatic variable selection, even in the situation where the number of observations $n$ is far smaller than the number of predictors $p$. This has been illustrated in many practical situations and recently studied in theory by [52, 65, 68].

Solving the LASSO criterion in general is not trivial computationally even though the objective is convex in $\beta$. Generic convex programming or quadratic programming, such as interior point methods [15] for example, can be used for solving a general design $X$ but is reported to be much slower than other alternative algorithms devised specifically for LASSO, see the survey [32].

Iterative procedures have been well known in statistics for efficiently solving such problems, particularly forward procedures that add one term at a time into the
model, building up the model from a simple starting one. The computational cost
and memory requirements can be greatly reduced when simple calculations are em-
ployed at each iteration, as compared to fitting all coordinates simultaneously. For
example, Forward Selection, or Forward Stepwise Regression, described in [60], se-
lects the predictor that has the largest absolute correlation with the response \( y \) at
the first iteration, say \( x_{j_1} \). Regress \( y \) on \( x_{j_1} \), using a simple linear model, and the
residual vector is treated as the new response. It then projects all other predictors
orthogonally to \( x_{j_1} \) and repeats the process. The \( k \) predictors selected after \( k \) steps
are used to construct the linear model. However, Forward Selection can be overly
greedy in the sense that other useful predictors outside the model have less chance
to be selected at a later stage if they are highly correlated with the ones previous
selected for the model.

The least angle regression [28], henceforth LARS, is a more cautious version of
Forward Selection and its modification solves the LASSO problem. Similar proposals
of LARS are in [53, 54]. In the first iteration, LARS employs a smaller coefficient
\( \hat{\gamma}_{j_1} \) than the ordinary least squares coefficient \( \hat{\beta}_{j_1} \) such that the angle of \( x_{j_1} \) and a
next correlated predictor, say \( x_{j_2} \), is bisected by the residual projected on the linear
span of \( x_{j_1} \) and \( x_{j_2} \). The LARS fitted vector then moves along the bisector until
the projected residual is equally correlated between \( x_{j_1} \), \( x_{j_2} \) and a third predictor,
say \( x_{j_3} \). It repeats this procedure while adding the corresponding bisector at each
iteration until the projected residual bisects the angles between all the predictors in
the model. Another procedure similar to LARS is Forward Stagewise Regression. At
each iteration, it moves along the direction of the selected predictor chosen by the
same correlation criterion as Forward Selection, but with a tiny constant multiplier
\( \epsilon \) instead of the least squares coefficient.

These two procedures are thought to improve upon Forward Selection in the sense
that the multiplier for a new predictor to be added to the model is down scaled to give other predictors more chance to be included in the model, perhaps with a larger coefficient, at a later stage. Instead of down-weighting the coefficient of the predictor to be added, we down-weight, or "relax", the previous fit, while applying the best possible coefficient selected by our objective. It is closely related to the relaxed greedy algorithm [45, 6] in approximation theory, which solves the least squares without penalty, but here is mainly devised for the LASSO that includes an $\ell_1$ penalty on the coefficients. As with the other two modifications, it avoids the overly greediness of Forward Selection as the other two modifications, and moreover by relaxation we have explicit control over the computational accuracy for any iterative step $k$.

While LARS is very efficient for LASSO if the data size is moderate, the performance of LARS deteriorates sharply when the data set is on the scale of tens of thousands. As reported in [33] and its precursors [37, 25], the coordinate descent algorithm is very competitive with LARS in general and outperforms it dramatically for large problems. Coordinate descent is easy to implement and its computation can be organized as a closed form calculation at each iteration. However, the number of iterations needed for convergence is unclear. We differ from coordinate descent in two ways at each iteration: we pick the best coordinate (as do other forward procedures) instead of cycling through one predictor at a time; and we down-weight the previous fit by $(1 - \alpha)$ instead of fixing all but one coordinates of the previous fit. The calculation of the down-weighting factor is in a closed form as will be shown later and fewer iterations are required than for coordinate descent, so that the total computation is particularly efficient.

Our algorithms have explicit control of the global computational accuracy for finite $k$, iterations while a similar analysis of other procedures is not readily accessible to the best of our knowledge. Interior point methods can be shown to converge lin-
early [15] but may require a constant that is a high order (perhaps three) polynomial of the number of parameters, and the coordinate descent procedure may have limited convergence results using the general theorems in [58]; the global rate is unclear for finite numbers of iterations.

For statistical problems, we argue that extremely accurate solutions are not necessary. The effect of computational improvements in prediction can be dominated by other sources of statistical variability. It is well understood that the prediction error is comprised of computation, approximation and estimation errors [4]. The latter two together are of order $\sqrt{(\log p)/n}$ for the LASSO problem [17, 42]. Therefore, a solution with a computational accuracy matching the order $\sqrt{(\log p)/n}$ is sufficient for the whole prediction error to be of the same order. We establish theoretically that the global computation error of our algorithms is decaying with order $1/k$. With the explicit guarantee on the computation error, we have the potential to solve extremely large problems, where by choosing to solve them approximately, the statistical performance does not suffer from the use of an approximate solution. Other algorithms fail to characterize their performance if not convergent numerically in finite time.

Fast algorithms solving for LASSO are also important for other statistical problems. In particular, some complex problems can be solved by iterative algorithms with the LASSO problem being the inner iteration. For example, [52] proposes to construct a sparse graphical model by regressing each variable on the others using the LASSO model, and [1] shows that the maximum likelihood criterion in the Gaussian inverse covariance estimation can be converted exactly to LASSO by a dual argument. These, for instance, reduce the complexity and memory requirement compared to the original problems. According to their constructions, we solve the original problem by fitting a LASSO model in a loop and iterate over different LASSO problems. Indeed, decomposing a large problem into iterative LASSO models can
be very efficient, as shown for the covariance estimation reported in [35]. Accurate solutions may not be needed until near convergence for the outer iterations. Approximate solutions in the early iterations are acceptable since the LASSO problem will vary as the outer iterations move forward. Our algorithms exhibit the speediness and computational accuracy control, and are therefore promising to be embedded for complex problems.

This chapter is organized as follows. We will formally introduce our algorithms in section 3.2 and state our main theorems on computational accuracy. The basic algorithms solve for a fixed $\lambda$ but will be extended by a path-following argument in section 3.3. We compare our algorithms with some existing packages on simulated data in section 3.4 and conclude in 3.5.

3.2 Algorithm

In this section, we first introduce the $\ell_1$ penalized greedy pursuit algorithm from [42] and its corresponding computation guarantee. I call their $\ell_1$ penalized greedy pursuit approximate LPGP here to differentiate with the improved versions I develop here. My variants improve over approximate LPGP in two directions, strategy-wise, and I will address extensive numerical proposals next for efficient implementations. One can also optimize over the exact $\ell_1$ norm at each iteration rather than using the bound of the norm allowed by the computational theorem. I show that exact optimization of the relaxation parameter over the full range is a computational improvement.

The approximate LPGP algorithm builds up the fitted coefficient $\beta$ for the LASSO criterion using iterative steps. Starting from $\beta^{(0)} = 0$, we seek the $k^{th}$ step fit of the form $\beta^{(k)} = (1 - \alpha)\beta^{(k-1)} + \gamma I_l$ where the relaxation parameter is $\alpha \in [0, 1]$, the new coefficient is $\gamma \in R$ and the index vector $I_l$ is a zero vector except at the $l^{th}$
component, where it is 1, for \( l = 1, 2, \ldots, p \). One chooses the optimal \( \alpha^{(k)}, \gamma^{(k)} \) and \( I_{(k)} \) to minimize the approximate-norm LASSO criterion

\[
L^{(k)}(\alpha, \gamma, t) = \frac{1}{n} \sum_{i=1}^{n} \left( y_i - (1 - \alpha) \sum_{j=1}^{p} x_{ij} \beta_j^{(k-1)} - \gamma x_{ii} \right)^2 + \lambda \left[ (1 - \alpha) v^{(k-1)} + |\gamma| \right]
\]

(3.2.1)

where \( v^{(k-1)} = \sum_{j=0}^{p} |\beta_j^{(k-1)}| \) is the \( \ell_1 \) norm of coefficients at iteration \( k - 1 \). It is approximate LPGP since the term \( [(1 - \alpha) v^{(k-1)} + |\gamma|] \) representing the \( \ell_1 \) norm is approximate. Indeed, it is the exact \( \ell_1 \) norm of the resulting \( \beta^{(k)} \) when \( \beta_j^{(k-1)} \) has the same sign as \( \gamma \) or \( \beta_j^{(k-1)} = 0 \). It differs by \( 2 |\gamma| \) when \( \beta_j^{(k-1)} \) has the opposite sign of \( \gamma \).

Through the iterations, the objective will have a value not larger than that of the previous iteration since the minimal objective achieved at \( (\alpha^{(k)}, \gamma^{(k)}, l^{(k)}) \) will have the objective value not bigger than \( L^{(k)}(1, 0, l) \) for any \( l \), which is not larger than the minimal \( L^{(k-1)} \). Moreover, one can bound the objective improvement with respect an arbitrary reference so that the closeness of the approximate LPGP fit to the infimum can be shown. A simplified version of the result in [42] is reported here for convenience.

**Theorem 3.2.1.** The \( k \)-step fit \( \beta^{(k)} \) from the approximate LPGP algorithm achieves that the computational accuracy with difference from the solution that decays with order \( 1/k \). Indeed

\[
\frac{1}{n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \beta_j^{(k)} \right)^2 + \lambda v^{(k)} \leq \inf_{\beta} \left\{ \frac{1}{n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2 + \lambda V_{\beta} + \frac{4V_{\beta}^2}{k + 1} \right\}
\]

where \( V_{\beta} = \sum_{j=1}^{p} |\beta_j| \).

The proof of the theorem is obtained by induction. One bounds the difference in objective values between the \( k^{th} \) step \( L^{(k)}(\alpha, \gamma, l) \) and an arbitrary reference by a
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particular choice of $\alpha$, $\gamma$ and random $l$, and then shows that the bounding difference decays with order $1/k$. Any iterative algorithm that achieves an objective value no larger than $L^{(k)}(\alpha, \gamma, l)$ at the $k^{th}$ step will have the computational accuracy as stated in the theorem. The difference between the approximate and exact norm is an insignificant term by construction in the proof. However, the computational cost of tracking the exact norm is low, and we can do better numerically with this exact norm tracking. We advocate a modified algorithm, which we call \textit{exact} LPGP, which tracks the $\ell_1$ norm exactly.

The exact LPGP algorithm follows the same iteration strategy as the approximate version except that the objective at each iteration is to minimize the exact LASSO criterion

$$L^{(k)}_\text{exact}(\alpha, \gamma, l) = \frac{1}{n} \sum_{i=1}^{n} \left( y_i - (1 - \alpha) \sum_{j \neq l} x_{ij} \beta_j^{(k-1)} - \gamma x_{il} \right)^2 + \lambda \left[ (1 - \alpha) \bar{\beta}_{l}^{(k-1)} + |\gamma| \right]$$

where $\bar{\beta}_j^{(k-1)} = \sum_{j \neq l} |\beta_j^{(k-1)}|$. What is different here is the new fit at the next step, $\hat{\beta}_j^{(k)} = (1 - \alpha) \hat{\beta}_j^{(k-1)}$ for $j \neq l$, where $l$ is the fixed coordinate index minimizing the criterion, and $\hat{\beta}_l^{(k)} = \gamma$. Such a modification is necessary only when the previous fit $\hat{\beta}_l^{(k-1)} \neq 0$; it is equivalent to (3.2.1) when $\hat{\beta}_l^{(k)} = 0$. In a sparse situation, such a computation overhead for removing the $l^{th}$ nonzero coordinate in the current model is only increased by the order of sparsity. Moreover, by carefully organizing the factors in the objective (to be shown later), we show that only a few simple operations are needed to compute the exact objective.

The exact algorithm has the ability to eliminate a coordinate of the previous iteration if the optimizing $\gamma$ equals 0. It enjoys the benefit of tracking the exact $\ell_1$ norm of our fitted coefficients. This deviates from the basic LPGP algorithm which shrinks a nonzero coordinate by $(1 - \alpha)$ at each iteration and variable elimination
will take quite a number of steps if a nonzero component is wrongfully included in the early iterations.

We can allow unrestricted $\alpha \in \mathbb{R}$ instead of limiting it to be within the range $[0, 1]$. One customarily thinks of $(1 - \alpha) \in [0, 1]$ first as a relaxation parameter as in [45]. Values in this range play a role in the demonstration of the algorithmic results. By allowing the $\alpha \in R$ it is easier to solve an unconstrained optimization for $\alpha$, though numerical studies show that the optimal $\alpha$ is within $[0, 1]$ in most cases, with only occasional exceptions.

The choice of $\alpha$ can be more restricted since the objective is minimized in the previous iteration and the new fit should not deviate far from the previous one. We show that only positive $1 - \alpha$ are feasible as solution for our objective. Indeed, let $L^{(k)}(\alpha)$ denote the minimal objective value of $(\gamma, l)$ at iteration $k$ (given the fit at $k - 1$) with a fixed $\alpha$. Suppose that it were the case that the optimal $1 - \alpha^{(k)} \leq 0$, that is $\alpha^{(k)} \geq 1$, at iteration $k \geq 3$. By minimization and convexity then

$$L^{(k)}(\alpha^{(k)}) \leq L^{(k)}(1) = L^{(1)}(\alpha^{(1)}) \leq L^{(k)}(0) \leq L^{(k-1)}(\alpha^{(k-1)}).$$

Since the objective does not increase at any iteration (for all algorithms in this paper), the above line of inequalities all hold with equality. Objective values on successive iterations should equal each other whenever the optimal $1 - \alpha^{(k)} \leq 0$. By ignoring uninteresting cases such as ties, we can that solution holds in the region where $1 - \alpha > 0$. We call the algorithms with optimization of $\alpha$ over $(-\infty, 1)$ the extended algorithms.

**Proposition 3.2.2.** The feasible range for $\alpha$ in the extended LPGP algorithms is $(-\infty, 1)$ when $k \geq 3$. 
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Accordingly, the extended approximate LPGP at each iteration minimizes

\[
L_{\text{ext}}^{(k)}(\alpha, \gamma, l) = \frac{1}{n} \sum_{i=1}^{n} \left( y_i - (1 - \alpha) \sum_{j=1}^{p} x_{ij} \beta_j^{(k-1)} - \gamma x_{il} \right)^2 + \lambda \left[ |1 - \alpha| v_{l}^{(k-1)} + |\gamma| \right]
\]

over \((\alpha, \gamma) \in (-\infty, 1) \times \mathbb{R}\) and \(l \in \{1, \ldots, p\}\) and the extended exact LPGP minimizes

\[
L_{\text{ext-exact}}^{(k)}(\alpha, \gamma, l) = \frac{1}{n} \sum_{i=1}^{n} \left( y_i - (1 - \alpha) \sum_{j \neq l} x_{ij} \beta_j^{(k-1)} - \gamma x_{il} \right)^2 + \lambda \left[ |1 - \alpha| v_{l}^{(k-1)} + |\gamma| \right]
\]

over the same ranges for \((\alpha, \gamma, l)\). We will examine various strategies of each in practice, as well as numerical tricks in the next section.

Our algorithms have smaller objective values at each iteration than the approximate LPGP would give if started from the same coefficients given by the previous iteration. Thus, the same algorithmic bounds for the approximate LPGP would also hold. Numerically, the approximate algorithm is extremely slow compared to the alternatives we propose here, and it is still an open question how to demonstrate a faster rate or even a smaller constant in the computational bound.

**Theorem 3.2.3.** The \(k\) step fit \(\beta^{(k)}\) from exact LPGP, or extended LPGP, or extended exact LPGP, achieves computational accuracy with difference from the solution that decays with order \(1/k\). Indeed,

\[
\frac{1}{n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \beta_j^{(k)} \right)^2 + \lambda v^{(k)} \leq \inf_{\beta} \left\{ \frac{1}{n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2 + \lambda V_\beta + \frac{4V_\beta^2}{k+1} \right\}
\]

where \(V_\beta = \sum_{j=1}^{p} |\beta_j|\).

Our algorithms differ from the coordinate descent algorithm in two ways. First, we pick the best descending coordinate to modify instead of looping through all coordinates; coordinate sweeping according to the index order is inefficient. For
example, suppose the set $T_1$ of true nonzero coefficients are at later indexes in the sweep than the set of true zero coefficient $T_0$. Some computed coefficients of $T_0$ may be set to be nonzero in the first few rounds of sweeps and have to be reset to be zero only after subsequent rounds of sweeps. Such an inefficiency may be dramatic when the correlations between the variables are high. The magnitude of computed coefficients in $T_0$ may be comparable to the true coefficients in $T_1$ since they are highly correlated. Thus, more time may be needed to correctly adjust the coefficients of $T_0$ and $T_1$. We will show in our simulation study that coordinate descent may converge very slowly on highly correlated datasets. Moreover, from the theoretical prospective, our strategy of picking the best coordinate at a time will enable us to prove the computational accuracy bound for any finite $k$ iterations. In contrast, the convergence analysis of coordinate descent falls short in this respect.

Finally, we differ from coordinate descent (and other pure greedy algorithms) by relaxing the previous fit by an optimal factor $(1 - \alpha)$ instead of fixing all but the one coordinate picked for updating. This enables our algorithm to update multiple coordinates (those in the current model, i.e. with nonzero coefficients) in addition to the one picked. This helps obtain more accurate coefficients before considering the addition of variables outside the current model. Indeed, this type of strategy will improve the computation performance in a manner similar to active shooting, which was found to be even faster than coordinate descent by [34]. The active shooting strategy loops through the current set of nonzero coordinates, called the active set, to achieve highly accurate coefficients before looping through the full set of coordinates to enter another variable into the model. Again theoretically, such a relaxation is advantageous for us as well, to achieve a better computational accuracy compared to other pure greedy algorithms.
3.3 Computation

In this section, we will discuss the implementation of our algorithms and extend them to compute multiple penalty levels $\lambda$.

3.3.1 Analytical Minimization

The most essential computations are the minimization over $\alpha$ and $\gamma$ for a fixed coordinate $l$ at each iteration, and comparison to determine the minimal objective for varying $l$. All the algorithms at the $k^{th}$ iteration require minimization of the objective form

$$L_f(\alpha, \gamma) = \frac{1}{n} \sum_{i=1}^{n} \left( y_i - (1 - \alpha) f_i^{(k-1)} - \gamma x_{il} \right)^2 + \lambda \left[ |1 - \alpha| v_f^{(k-1)} + |\gamma| \right]$$  \hspace{1cm} (3.3.1)

where $f_i^{(k-1)}$ could be either the previous fit $\sum_{j=1}^{p} x_{ij} \beta_j^{(k-1)}$ or the one $\sum_{j \neq l} x_{ij} \beta_j^{(k-1)}$ with $l^{th}$ component removed. The corresponding $\ell_1$ norm of the coefficients for $f^{(k-1)}$, denoted as $v_f^{(k-1)}$ is therefore either $v_f^{(k-1)} = \sum_{j=0}^{p} \left| \beta_j^{(k-1)} \right|$ or $v_f^{(k-1)} = \sum_{j \neq l} \left| \beta_j^{(k-1)} \right|$ respectively. For the minimization in (3.3.1), we can first consider each fixed coordinate $l \in \{1, \ldots, p\}$ and pick the $l$ with the smallest objective value in (3.3.1) produced by the optimal $\alpha$ and $\gamma$. Thus the essential optimization is over $\alpha$ and $\gamma$ when holding $l$ fixed. This objective function is convex in $(\alpha, \gamma)$ where any general convex optimization algorithms could be applied. However, we will derive the closed form formulas for the optimal $(\alpha, \gamma)$ to achieve a better performance.

We will first consider the feasible range for $\alpha$ to be $\mathbb{R}$, because of its simplicity. The constrained version for $\alpha \in [0, 1]$ (and others) can be then obtained by projecting the corresponding full range optimal $(\alpha, \gamma)$ into the constrained set. For a fixed $\alpha$, as the LASSO solution in a single dimension, the minimizing $\gamma$ in (3.3.1) is a soft-
thresholded coefficient from regressing $y - (1 - \alpha)f^{(k-1)}$ on $x_i$, see [27, 33]. On the other hand, the minimizing $\bar{\alpha} = 1 - \alpha$ (we work with $\bar{\alpha}$ instead of $\alpha$ since this simplifies the expression) for a fixed $\gamma$ is also analogous to a LASSO solution in a single dimension. The optimization for $\bar{\alpha}$ and $\gamma$ together is then a two-dimensional extension of the known solution in a single dimension, and we will show that our optimization over $\bar{\alpha}$ and $\gamma$ can be achieved by a closed form formula like the one obtained in one dimension. We denote the empirical $\ell_2$ norm $\|\bar{x}\|_2^2 = \frac{1}{n} \sum_{i=1}^{n} \bar{x}_i^2$ for a vector $\bar{x}$ of length $n$ and also the inner product $\langle y, z \rangle = \frac{1}{n} \sum_{i=1}^{n} y_i z_i$. For a general two-dimensional LASSO problem, the closed form minimization will be derived. The rest of the calculation involves applying these formulas to our setting.

First, suppose the minimizer occurs outside the axes (where both coordinates are nonzero), then the minimization is achieved at the point with zero derivatives.

**Lemma 3.3.1.** If the minimizer for $(\beta_1,\beta_2)$ is nonzero in the both coordinates that minimizes the LASSO criterion

$$L(\beta_1,\beta_2) = \left\{ \frac{1}{n} \sum_{i=1}^{n} (y_i - x_{i1}\beta_1 - x_{i2}\beta_2)^2 + \lambda_1 |\beta_1| + \lambda_2 |\beta_2| \right\},$$

and $x_1$ and $x_2$ are linearly independent, then the solution set $(\tilde{\beta}_1^*,\tilde{\beta}_2^*)$ under these conditions can be written explicitly as

$$
(\tilde{\beta}_1^*,\tilde{\beta}_2^*) = \begin{cases} 
(C_1 - S_1^+, C_2 - S_2^+) & \text{if } C_1 > S_1^+ \text{ and } C_2 > S_2^+ \\
(C_1 + S_1^+, C_2 + S_2^+) & \text{if } C_1 < -S_1^+ \text{ and } C_2 < -S_2^+ \\
(C_1 + S_1^-, C_2 - S_2^-) & \text{if } C_1 < -S_1^- \text{ and } C_2 > S_2^- \\
(C_1 - S_1^-, C_2 + S_2^-) & \text{if } C_1 > S_1^- \text{ and } C_2 < -S_2^- 
\end{cases}
$$

where we denote $d = \|x_1\|_2^2 \|x_2\|_2^2 - (\langle x_1, x_2 \rangle)^2$, $C_1 = (\|x_2\|_2^2 \langle y, x_1 \rangle - \langle x_1, x_2 \rangle \langle y, x_2 \rangle) / d$, $C_2 = (\langle y, x_1 \rangle - \langle x_1, x_2 \rangle \langle y, x_2 \rangle) / d$. 
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\[ C_1 = \left(\|x_1\|_2^2 \langle y, x_2 \rangle - \langle x_1, x_2 \rangle \langle y, x_1 \rangle\right) / d \text{ and } S_1^\pm = \left(\lambda_1 \|x_2\|_2^2 \mp \lambda_2 \langle x_1, x_2 \rangle\right) / (2d), \]
\[ S_2^\pm = \left(\lambda_2 \|x_1\|_2^2 \mp \lambda_1 \langle x_1, x_2 \rangle\right) / (2d). \]

The proof of the lemma involves setting the subgradients of the objective to be zero and solving a two-dimensional linear system for the optimal \((\beta_1^*, \beta_2^*)\). It could also be thought to set the derivatives to zero by considering one of the four combinations with \(\beta_1\) and \(\beta_2\) each either positive or negative. Our solution uses the exact regression coefficients \((C_1/d, C_2/d)\) for ordinary linear models in two dimensions, but with shrinkage factors from the \(\ell_1\) penalty. The shrinkage factors \(S_1^\pm\) and \(S_2^\pm\) (and analogously the soft-thresholding solution in one dimension) are subtracted from the regression coefficients. The divider \(d\) stays positive simply by Cauchy-Schwartz because of linear independence.

When \(d = 0\) (or equivalently, that \(x_1 = \theta x_2\) for some constant \(\theta\)), the coefficient for the variable with smaller norm, say \(x_2\) with \(\|x_1\|_2 \geq \|x_2\|_2\), will have a negligible coefficient \(\beta_2 = 0\). Moreover, fixing either \(\beta_1\) or \(\beta_2\) is zero, say \(\beta_2 = 0\), the solution for \(\beta_1\) is then the known soft-thresholded regression coefficient, that is

\[ \beta_{1,\text{thresh}} = \text{sgn} \left(\langle y, x_1 \rangle\right) \frac{\max\left(|\langle y, x_1 \rangle| - \lambda_1 / 2, 0\right)}{\|x_1\|_2^2} \]

and \(\beta_{2,\text{thresh}}\) follows a similar form if \(\beta_1 = 0\). Thus we have now handled all special cases in a two-dimensional LASSO problem not covered by Lemma 3.3.1.

The objective \(L(\beta_1, \beta_2)\) is convex and continuous except on the axes. Thus, the minimum is achieved at the point either with zero derivative values or on the axes with the smallest objective value. We have the following lemma that shows the solution explicitly for \(L(\beta_1, \beta_2)\).

Lemma 3.3.2. The solution set \((\beta_1^*, \beta_2^*)\) for the two-dimensional LASSO equals \((\tilde{\beta}_1^*, \tilde{\beta}_2^*)\) when the conditions of Lemma reflect two lasso are met, and otherwise it
equals one of the two candidate solutions \((\beta_{1,\text{thresh}}, 0)\) and \((0, \beta_{2,\text{thresh}})\) that produces the smallest objective value \(L(\beta_1, \beta_2)\).

Now that the minimization in (3.3.1) can be reduced to a two-dimensional LASSO problem with an explicit solution. We can substitute the factors in the general solution with appropriate ones in our specific problem to obtain an explicit minimizer set. Moreover, the choice of setting \(\beta = 0\) will not produce a better objective value when \(k \geq 2\) since \(f^{(1)} = x_i\) already minimizes the LASSO criterion with a single variable. For a fixed \(l \in \{1, \ldots, p\}\) and \(k \geq 1\), we use the following notation for simplicity:

\[
C^{(k)}_{\alpha, l} = \langle y, f^{(k-1)} \rangle - \langle f^{(k-1)}, x_l \rangle, \quad C^{(k)}_{\gamma, l} = \|f^{(k-1)}\|_2^2 \langle y, x_l \rangle - \langle f^{(k-1)}, x_l \rangle \langle y, f^{(k-1)} \rangle
\]

\[
S^{(k)}_{\alpha, l, \pm} = \lambda \left( \|f^{(k-1)}\|_2^2 + \frac{1}{2} \langle f^{(k-1)}, x_l \rangle \right) / 2, \quad S^{(k)}_{\gamma, l, \pm} = \lambda \left( \|f^{(k-1)}\|_2^2 + \frac{1}{2} \langle f^{(k-1)}, x_l \rangle \right) / 2,
\]

and \(d_i^{(k)} = \|f^{(k-1)}\|_2^2 - \langle f^{(k-1)}, x_l \rangle^2\). We also define the following two cases:

- **case positive:** \(sgn(C^{(k)}_{\alpha, l}) = sgn(C^{(k)}_{\gamma, l})\), \(|C^{(k)}_{\alpha, l}| > S^{(k)}_{\alpha, l, +}\), and \(|C^{(k)}_{\gamma, l}| > S^{(k)}_{\gamma, l, +}\);
- **case negative:** \(sgn(C^{(k)}_{\alpha, l}) = -sgn(C^{(k)}_{\gamma, l})\), \(|C^{(k)}_{\alpha, l}| > S^{(k)}_{\alpha, l, -}\), and \(|C^{(k)}_{\gamma, l}| > S^{(k)}_{\gamma, l, -}\).

Applying Lemma 3.3.1, we have the following nonzero solution at iteration \(k\) for a fixed \(l\),

\[
\begin{pmatrix}
\alpha^{(k)}_l \\
\gamma^{(k)}_l
\end{pmatrix} = \begin{cases}
\left(\frac{sgn(C^{(k)}_{\alpha, l})(S^{(k)}_{\alpha, l} - S^{(k)}_{\alpha, l, +})/d_i^{(k)}}{sgn(C^{(k)}_{\gamma, l})(S^{(k)}_{\gamma, l} - S^{(k)}_{\gamma, l, +})/d_i^{(k)}}\right) & \text{if case positive} \\
\left(\frac{sgn(C^{(k)}_{\alpha, l})(S^{(k)}_{\alpha, l} - S^{(k)}_{\alpha, l, -})/d_i^{(k)}}{sgn(C^{(k)}_{\gamma, l})(S^{(k)}_{\gamma, l} - S^{(k)}_{\gamma, l, -})/d_i^{(k)}}\right) & \text{if case negative},
\end{cases}
\]

and also the soft thresholding ones

\[
(\tilde{c}^{(k)}_{1,\text{thresh}}, 0) = \text{sgn} \left( \langle y, f^{(k-1)} \rangle \max \left( \frac{|\langle y, f^{(k-1)} \rangle - \lambda d_i^{(k-1)}/2, 0 \rangle}{\|f^{(k-1)}\|_2^2} \right) \right)
\]

\[
(0, \gamma_{\text{thresh}}) = \text{sgn} \left( \langle y, x_l \rangle \max (|\langle y, x_l \rangle| - \lambda/2, 0) \right).
\]
Naturally, we let $\tilde{\alpha}_l^{(k)} = 1 - \tilde{\alpha}_l^{(k)}$ and likewise $\alpha_{l,\text{thresh}}^{(k)} = 1 - \tilde{\alpha}_{l,\text{thresh}}^{(k)}$. The following proposition gives the closed form formula for our algorithms at each iteration.

**Proposition 3.3.3.** The extended approximate LPGP or extended exact LPGP at iteration $k$ solves for an objective of the form $L_f^{(k)}(\alpha, \gamma, l)$ for a fixed coordinate $l$, and the solution for $k \geq 2$ can be written explicitly as

\[
(\alpha_l^{(k)}, \gamma_l^{(k)}) = \arg\min_{(\alpha_l, \gamma_l) \in \{(\alpha_l^{(k)}, \gamma_l^{(k)}), (\alpha_{l,\text{thresh}}^{(k)}, 0)\}} L_f^{(k)}(\alpha, \gamma, l)
\]

with

\[
l^{(k)} = \arg\min_{l \in \{1, \ldots, p\}} L(\alpha_l^{(k)}, \gamma_l^{(k)}, l).
\]

The solution for $k = 1$ is

\[
(\gamma^{(1)}, l^{(1)}) = \arg\min_{l \in \{1, \ldots, p\}} L(0, \gamma_{l,\text{thresh}}, l)
\]

with arbitrary $\alpha_l^{(1)}$.

This proposition is an application of Lemma 3.3.1 replacing the two variables with $f^{(k-1)}$ and $x_l$ for a fixed $l$. Our iterative fit will never increase the objective value since the objective with the optimal $(\alpha, \gamma, l)$ will have an objective value not exceeding the one with $(0, 0, l)$, the objective value from the previous iteration. Therefore, we can drop the solution $(0, \gamma_{l,\text{thresh}})$ because it will reduce to the fit $f^{(1)}$, which cannot have smaller objective than $f^{(k)}$ when $k \geq 2$.

For the non-extended algorithms that restrict $\alpha$ to be within $[0, 1]$ for each fixed $l$, we can project the extended solution to the convex set $[0, 1] \times \mathbb{R}$ by convex projection. A suitable simple solution is to take the extended solution shown above if it is indeed within this convex set, and otherwise, to compute the solution along the closest boundary $\alpha = 0$ or $\alpha = 1$. 
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3.3.2 Update Rules

For our analysis, we need to compute various inner products and norms to produce the minimizing $(\alpha, \gamma)$. Among those, $\langle y, x_l \rangle$ for $l \in \{1, \ldots, p\}$ does not change with the iteration step $k$ and we can store these products after they are precomputed. The others are $\langle y, f^{(k-1)} \rangle$, $\|f^{(k-1)}\|_2^2$, $v_f^{(k-1)}$ and $\langle f^{(k-1)}, x_l \rangle$ for every $l$. They all depend on $f^{(k-1)}$ and we need to update those quantities when we move to the next iteration.

A naive update rule would be to compute those things on the fly requiring $O(n)$ operations for a fixed $l$ with total computations needed being $O(kpn)$ for $k$ iterations, with one each picking $l$ out of $p$ coordinates. However, notice at iteration $k + 1$ the computation of

$$\langle f^{(k)}, x_l \rangle = (1 - \alpha^{(k)}) \langle f^{(k-1)}, x_l \rangle + \gamma^{(k)} \langle x_{l(k)}, x_l \rangle.$$

We can just compute $\langle x_{l(k)}, x_l \rangle$ with the same $O(n)$ operations and then use the iterative updating formula to update $\langle f^{(k)}, x_l \rangle$ with $\langle f^{(k-1)}, x_l \rangle$ already computed in the previous iteration. We call this improved rule a covariance update, analogous to the proposal for coordinate descent in [33].

The naive update requires an $O(n)$ update that takes the form $f^{(k)} = (1 - \alpha^{(k)}) f^{(k-1)} + \gamma^{(k)} x_l$ for the $n$ coordinates and another $O(n)$ operations to compute inner product with $x_l$ for a fixed $l$; the total computation is $O(2n)$. On the other hand, the covariance update will only require $O(n)$ computations for $\langle x_{l(k)}, x_l \rangle$. This can be improved even further by storing those inner products between $x_l$ and $x_j$ in all previous iterations. Thus, no $O(n)$ computation is needed if the required inner product has been already computed and stored. Similar arguments can be applied to other inner products and norms involving $f^{(k-1)}$. Most significantly, we may not
need $O(n)$ operations for each $l$ at each iteration. Depending on the problem, the covariance update can have far fewer operations than the $O(kpn)$ of naive updates if we only hit a small set of coordinates all the way to convergence. We will use the covariance update in practice.

The coordinate descent method requires the same order of operations, $O(pm)$, for each iteration and a total of $O(Kpn)$ for $K$ iterations. However, the number of iterations needed is unclear with coordinate descent, and $K$ could be very large. Our algorithm has the same order $O(kpn)$ (or better with numerical improvement) with a specific control over the $k$ iterations needed with the computation accuracy theorem. Small prices (with a constant order) we pay are to optimize for the $\alpha$, and to track a few inner products and norms, which may not need as much extra computation as in the covariance update rule.

3.3.3 Compressed Storage

To store the computed covariances in the covariance update rule, we use a compressed row storage for simplicity and effectiveness. We have a vector storing the inner products between $x_i$ and $x_j$ and a vector storing the starting index of $(x_i, x_j)$ for varying $j$ and fixed $i$ if $i^{th}$ coordinate is picked by our algorithms at a certain step. Notice that in our covariance updating rule, only the inner product $(x_{i(k)}, x_i)$ is needed for a fixed $l^{(k)}$ at iteration $k$, and we would not expect the set of coordinates picked by all previous iterations to be large because we only pick the best coordinate at each iteration. In the situation that $p \gg n$ for example, we will only need our storage to be slightly bigger than $n \times p$ in the worst case with small $\lambda$. Another option for storage is to use an existing sparse matrix package, but we think our implementation is very effective in handling these particular cases where the column index always loops through all the coordinates.
3.3.4 Path Sweep

Our algorithms compute the coefficient for a single penalty level $\lambda$ in the LASSO problem. We can extend the algorithms to compute for multiple $\lambda$ along a grid. A considerable speedup is achieved by solving the multiple lasso problems sequentially from the largest $\lambda$ to the smallest, and then using the computed coefficients from a slightly larger $\lambda$ as the initializing $\beta^{(0)}$ for the next computation. This is called warm start in [33], and a more general treatment is in [41].

A large $\lambda$ tends to have smaller coefficients as a solution compared to a small $\lambda$, but our algorithms, especially the extended algorithms, have opportunity in the first step to boost up the all the initializing coefficients by multiplying all coordinates with a $\alpha$ fraction to be bigger than 1 if it is numerically best. The coordinate descent algorithms, on the other hand, have to update each coordinate one at a time.

3.3.5 Hybrid

Computation to a high precision, though not really needed for statistical computation as discussed earlier with respect to adaptive $\ell_1$ penalized least squares, can be very expensive. Once we use our LPGP algorithms to identify the right set of coefficients, we can allow a coordinate descent in the inner loop to refine a higher-precision solution. Our algorithms accommodate coordinate descent very easily, which corresponds to setting $\alpha = 0$ and looping through coordinates instead of picking the best coordinate. This hybrid does improve the computation speed in practical settings, as will be shown in the next section.
3.4 Comparisons

We compare the numerical performance of our algorithms with other leading algorithms. Our main numerical work is coded in C and linked to the R interface. We compare with the R package “glmnet”, implementing coordinate descent, and the least angle implementation of package “lars”. The same data set is used across all algorithms and we use the same grid values of \( \lambda \) and convergence precision for “glmnet” and ours. “lars” solves for the whole solution path for varying \( \lambda \), and “glm” mimics the path by obtaining the coefficients for a great number of \( \lambda \) values in a grid. Ours are like “glm” to solve for the same grid values of \( \lambda \) that it uses. We will report only a small number of variants of our algorithms that have particularly good computation speed.

The computation does not need to obtain high-precision solutions as because of the computational accuracy and statistical risk tradeoff in adaptive \( \ell_1 \) penalized least squares discussed earlier. For a fair comparison, we run our algorithms long enough to obtain smaller objective values than produced by “glm” and “lars”.

3.4.1 Simulation

We generate Gaussian data for \( n \) observations and \( p \) predictors. Each pair of predictors \( X_j \) and \( X_j' \) has a correlation of \( \rho \). The response is generated by

\[
Y = \sum_j \beta_j X_j + \eta Z
\]

where \( \beta_j = (-1)^j exp(-2(j + 1)/20) \), \( Z \sim N(0, 1) \) and \( \eta \) is chosen so that the signal to noise ratio is 3. We compare the average running time of ours with others, varying \( n, p \) and \( \rho \). As shown in the attached table, our algorithms are faster in almost all
situations. "glm" has a slight advantage when the design is near orthogonal but ours have comparable performance in that situation as well. The hybrid variant has an advantage when $p > n$ but may suffer from high correlations as does the coordinate descent method in the same situation.

3.5 Summary

We provide fast computational algorithms for the $\ell_1$ penalized least squares problem. We consider numerous modifications of the original LPGP algorithm to achieve better computation compared with other competitors. The same computation guarantee of LPGP applies to our algorithms, and our new proposals enjoy significant improvement in computation speed. It is still an open question as to whether improved theoretical results could also be established for our proposals.
<table>
<thead>
<tr>
<th>( \rho )</th>
<th>0</th>
<th>0.1</th>
<th>0.5</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPGP</td>
<td>0.027</td>
<td>0.024</td>
<td>0.032</td>
<td>0.113</td>
</tr>
<tr>
<td>LPGP-cord</td>
<td>0.028</td>
<td>0.049</td>
<td>0.635</td>
<td>8.058</td>
</tr>
<tr>
<td>lars</td>
<td>0.577</td>
<td>0.583</td>
<td>0.488</td>
<td>0.531</td>
</tr>
<tr>
<td>glm.na</td>
<td>0.103</td>
<td>0.352</td>
<td>6.083</td>
<td>62.259</td>
</tr>
<tr>
<td>glm</td>
<td>0.023</td>
<td>0.043</td>
<td>0.508</td>
<td>4.997</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>0</th>
<th>0.1</th>
<th>0.5</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPGP</td>
<td>0.079</td>
<td>0.081</td>
<td>0.115</td>
<td>0.235</td>
</tr>
<tr>
<td>LPGP-cord</td>
<td>0.111</td>
<td>0.137</td>
<td>0.831</td>
<td>6.67</td>
</tr>
<tr>
<td>lars</td>
<td>2.331</td>
<td>2.236</td>
<td>2.551</td>
<td>2.483</td>
</tr>
<tr>
<td>glm.na</td>
<td>0.389</td>
<td>1.786</td>
<td>36.992</td>
<td>320.014</td>
</tr>
<tr>
<td>glm</td>
<td>0.053</td>
<td>0.072</td>
<td>0.608</td>
<td>4.753</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>0</th>
<th>0.1</th>
<th>0.5</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPGP</td>
<td>0.023</td>
<td>0.028</td>
<td>0.54</td>
<td>0.023</td>
</tr>
<tr>
<td>LPGP-cord</td>
<td>0.029</td>
<td>0.037</td>
<td>0.3</td>
<td>0.075</td>
</tr>
<tr>
<td>lars</td>
<td>0.803</td>
<td>0.715</td>
<td>0.684</td>
<td>0.668</td>
</tr>
<tr>
<td>glm.na</td>
<td>0.115</td>
<td>0.131</td>
<td>0.433</td>
<td>0.416</td>
</tr>
<tr>
<td>glm</td>
<td>0.131</td>
<td>0.131</td>
<td>0.391</td>
<td>0.232</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>0</th>
<th>0.1</th>
<th>0.5</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPGP</td>
<td>0.604</td>
<td>0.196</td>
<td>0.195</td>
<td>0.849</td>
</tr>
<tr>
<td>LPGP-cord</td>
<td>0.285</td>
<td>0.147</td>
<td>0.324</td>
<td>0.571</td>
</tr>
<tr>
<td>lars</td>
<td>2.854</td>
<td>2.72</td>
<td>2.893</td>
<td>2.899</td>
</tr>
<tr>
<td>glm.na</td>
<td>0.316</td>
<td>0.265</td>
<td>0.74</td>
<td>1.767</td>
</tr>
<tr>
<td>glm</td>
<td>0.564</td>
<td>0.443</td>
<td>1.251</td>
<td>2.057</td>
</tr>
</tbody>
</table>

Table 3.1: Average running time in seconds. LPGP-cord is an hybrid of our LPGP and coordinate descent; glm.na is also an variant of glm.
3.6 Appendix: Another Variant and Proof

A variant of LPGP is to pick

\[ f^{(k)} = \arg \max \langle x_1, y - f^{(k-1)} \rangle \]

instead of minimizing the original criterion along with \( \alpha \) and \( \gamma \). Then, we optimize over \( \alpha \) and \( \gamma \) to minimize

\[ L^{(k)}(\alpha, \gamma) = \| y - \alpha f^{(k-1)} - \gamma x_{l(a)} \|_2^2 + \lambda \left[ \alpha v_f^{(k-1)} + |\gamma| \right]. \]

We will show a slightly better constant in computational accuracy than the ones in [42] in some situations.

**Theorem 3.6.1.** The LPGP algorithm variant has a similar computational accuracy bound as the other LPGP algorithms, that is

\[
\frac{1}{n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \beta_j^{(k)} \right)^2 + \lambda v^{(k)} \leq \inf_{\beta} \left\{ \frac{1}{n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2 + \lambda V_{\beta} + \frac{4b_f}{k+1} \right\}
\]

where \( b_f = 3V_f^2 + 2V_f \| y - f \|_2 + \| y \|_2^2 - \| y - f \|_2^2. \)

**Proof.** Denote the difference in the objective value between the \( k \)th fit \( f^{(k)} \) and an arbitrary fixed reference \( f \) by

\[ e^{(k)} = \| y - f^{(k)} \|_2^2 - \| y - f \|_2^2 + \lambda \left[ v_f^{(k)} - V_f \right]. \]

Substitute \( f^{(k)} = \alpha^{(k)} f^{(k-1)} + \gamma^{(k)} x_{l(a)} \) and the bound \( v_f^{(k)} \leq \alpha^{(k)} v_f^{(k-1)} + |\gamma^{(k)}| \), then \( e_k \) is not smaller when its minimizer \((\alpha^{(k)}, \gamma^{(k)})\) is replaced by a customary choice \((\alpha_k, \alpha_k V_f)\) for a \( l^{(k)} \) picked first and with a fixed \( \alpha_k \) to be specified later. Rearrange...
terms to show that
\[
\begin{align*}
  e^{(k)} & \leq \alpha_k e^{(k-1)} + (1 - \alpha_k)^2 V_f^2 \\
 & \quad - \alpha_k(1 - \alpha_k) \| f^{(k-1)} \|^2_2 - (1 - \alpha_k) \| f \|^2_2 + 2(1 - \alpha_k) \langle f, y \rangle \\
 & \quad + 2\alpha_k(1 - \alpha_k)V_f \langle x_l, f^{(k-1)} - y \rangle - 2(1 - \alpha_k)^2 V_f \langle x_l, y \rangle .
\end{align*}
\]
(3.6.1)
(3.6.2)
(3.6.3)

The absolute value of the inner product in the last term is $|\langle x_l, y \rangle| \leq |\langle x_l, y - f \rangle| + |\langle x_l, f \rangle| \leq \| y - f \|_2 + V_f$ (by the standardization), and the last term can be bounded by a function not of $l^{(k)}$. The next to the last term is minimized with our choice of $l^{(k)}$ and thus is bounded by the average of all possible coordinates. In particular, for $f = \sum_l \beta_l x_l$ we choose the probability of picking a particular $l$ to be $\beta_l/V_f$, and then the average over random $x_l$ is $f/V_f$. We then write the bound in the square form that
\[
\begin{align*}
  e^{(k)} & \leq \alpha_k e^{(k-1)} + (1 - \alpha_k)^2 \left[ 3V_f^2 + 2V_f \| y - f \|_2 \| y \|_2 - \| y - f \|_2^2 \right] \\
 & \quad - \alpha_k(1 - \alpha_k) \| f^{(k-1)} - f \|^2_2 .
\end{align*}
\]
(3.6.4)
(3.6.5)

We choose $\alpha_k = (k-1)/(k+1)$ and then the last negative squares can be disregarded for the purpose of upper bounding. The iterative bound is therefore
\[
\begin{align*}
  e^{(k)} & \leq \frac{k-1}{k+1} e^{(k-1)} + \frac{4}{(k+1)^2} b_f
\end{align*}
where we write $b_f = 3V_f^2 + 2V_f \| y - f \|_2 \| y \|_2 - \| y - f \|_2^2$. Likewise we check that $e^{(1)} \leq b_f$. Assume $e^{(k-1)} \leq 4b_f/k$ and by an induction argument we show that
\[
\begin{align*}
  e^{(k)} & \leq \frac{4b_f}{k+1} .
\end{align*}
\]

60
The sampling argument over the choice of $x_i$ is due to [45] and is used in [42] to show similar bounds with different $b_f$, which could be larger for constant multipliers than our $b_f$ proved here in some situations where $y \neq f$. Consider a trivial example in regression with $\lambda = 0$ where $x_1 = (\sqrt{2}, 0)^T$, $y = (1, 1)^T$ and the fitted $f = (1, 0)^T = x_1/\sqrt{2}$. The two $b_f$ given by them is either $[V + \|y\|^2$ or $[2V + \|y - f\|^2$, and equals $3 + \sqrt{5}$ and 8 correspondingly in this explicit example, as compared to ours with a smaller numerical value 4.
Chapter 4

Gaussian Graphical Models

4.1 Introduction

Large covariance matrix estimation is an important topic, particularly when the sample size $n$ is much smaller than the number of variables $p$. There are many reasons for its importance, both in theory and applications. Principle examples include principle component analysis, linear discriminant analysis, and graphical models. There is also a wide range of applications, for example genetic association, brain imaging, climate data and many others.

The usual sample covariance matrix is an unstable estimator for the population covariance matrix, see [44] for a review. There is an upsurge in the literature on the improvements of such problems with different focuses. One may be interested in the asymptotic behavior in various matrix norms under special models, for example [29, 13] and references within, and also a recent minimax result in [19]. A different goal that we share is to identify the sparse entries of the inverse covariance matrix. The latter is especially important for constructing graphical models, representing the dependence structure of multiple variables.
The $\ell_1$ penalty approach has been widely adopted for sparse graphical models, see [61, 43, 52, 64, 1, 35, 49], and one popular model used in these results is multivariate Gaussian. We will generalize our log-density estimation result to study this problem. Computational results will be reported here. The corresponding risk bound may be obtained by extending the computational result as we did in chapter 1, and is still a topic for further research efforts.

4.2 Model

Consider the data $X_1, X_2, \ldots, X_n$ i.i.d. from zero mean multivariate Gaussian data with an unknown covariance matrix $\Sigma_{p 	imes p}$, and we write the data matrix as $X = (X_1, X_2, \ldots, X_n)^T$ of size $n \times p$. The twice per-sample $\ell_1$ penalized negative loglikelihood criterion seeks a matrix estimator $M$ for $\Sigma^{-1}$ to minimize

$$L(M) = \text{tr} [MS] - \log \det (M) + \rho \|M\|_1$$

(4.2.1)

where $\|M\|_1$ is the sum of absolute values of all entries, $S = x^T x / n$ is the sample covariance matrix and $\rho \geq 0$ is the penalization parameter.

A slightly more general $\ell_1$ penalty replaces the scalar parameter $\rho$ with various levels such that the entry $M(i, j)$ is associated with the corresponding penalty parameter $\rho_{ij}$. This permits, for example, penalizing only the off-diagonal entries by assigning $\rho(i, i) = 0$ for $1 \leq i \leq p$, as one may prefer non-penalized diagonal entries. For simplicity, we will stick to the setting with a single parameter $\rho$. The result for general $\rho$ is analogous.
4.3 Algorithm

One initializes with a diagonal matrix $M_0$ with a sensible choice of diagonal entries, for example one possible choice is $M_0(i,i) = 1/(S(i,i) + \rho)$ for $1 \le i \le p$. At the $(k+1)^{th}$ iteration given $M_k$ at the previous iteration, we select the entry $(i,j) \in \{1,\ldots,p\}^2$, $\alpha \in [0,1]$ and $\beta \in \mathbb{R}$ to minimize

$$
\text{tr} \left[ ((1 - \alpha) M_k + \beta \delta_{ij}) S \right] - \log \det \left[ (1 - \alpha) M_k + \beta \delta_{ij} \right] + \rho \left[ (1 - \alpha) v_k + |\beta| \right] \quad (4.3.1)
$$

where $v_k = \|M_k\|_1$ and $\delta_{ij}$ is a zero matrix except that it takes the value $1/2$ at the entries $(i,j)$ and $(j,i)$ if $i \neq j$; if $i = j$ the matrix $\delta_{ij}$ is non-zero only at the diagonal entry (where it take the value 1). The $(k + 1)^{th}$ fit is taken to be $M_{k+1} = (1 - \alpha_k) M_k + \beta_k \delta_{i_k,j_k}$ where $(i_k,j_k)$, $\alpha_k$ and $\beta_k$ are optimal. We repeat until achieving the desired accuracy. We call this algorithm greedy likelihood pursuit (GLP).

It is easy to see that the optimal update $(1 - \alpha) M_k + \beta \delta_{ij}$ from the GLP algorithm will have the objective value not bigger than the one $M_k$ would give. The GLP algorithm, as a down-hill strategy, for the convex objective $L(M)$ will eventually converge to the global minimum for any given data when the number of iterations is big enough. More importantly, the computational accuracy bound controlling the number of iterations needed can be established as discussed in the next section.
4.4 Main Result

We denote the level set of matrices with smaller objective value than a positive symmetric $M_0$ by

$$\Omega(M_0) = \{ \text{positive, symmetric } M : L(M) \leq L(M_0) \}.$$ 

In order to establish a computation theorem, we will study the eigenvalue characteristics of these matrices. Indeed, by Lemma 4.5.2, there exists an eigenvalue bound depending on the initializing $M_0$ for all $M \in \Omega(M_0)$, that is

$$\lambda(M) \geq e^{-\|(L(M_0)-\rho)^{-1} \det(S_\rho)/(\lambda_m + \rho)}$$

where $\lambda_m$ is the maximum eigenvalue of $S$ and $S_\rho = S + \rho I$ with $I$ being the identity matrix. For simplicity, we denote the quantity in the lower bound by $\epsilon$. For a special choice of $M_0 = S_\rho^{-1}$, it simplifies to $\epsilon = \exp\{-\rho \|S_\rho^{-1}\|_{1,\text{off}} - 1\}/(\lambda_m + \rho)$, where the off diagonal $\ell_1$ norm $\|S\|_{1,\text{off}} = \sum_{i \neq j} |S_{ij}|$. All the matrices produced by our GLP algorithm will be within this set $\Omega(M_0)$, as well as any target $M$ we wish to compute accurately by the criterion.

The proof is an extension of the log-density result to the case of unbounded functions (but with moment control) in $\mathcal{H}$. A difference is that we will consider the schedule of $\alpha$ to be a fixed small number in the proof instead of varying $\alpha$ as before, and the result holds for some large $m$ iterations where $m$ is roughly $1/\alpha$. A modification allowing decaying $\alpha$ is also briefly discussed near the end.

**Theorem 4.4.1.** The matrix $M_m$ produced by the greedy likelihood pursuit after $m$ iterations achieves a criterion value compared to what is achieved at any target $M$.
in $\Omega(M_0)$, satisfying
\[
\text{tr} [M_m S] - \log \det (M_m) + \rho v_m \leq \text{tr} [M S] - \log \det (M) + \rho \|M\|_1 + A_m(M)
\]
where
\[
A_m(M) = \frac{\log m}{m} B + \frac{1}{m} \max(e_0 - \frac{\log m}{m} B, 0)
\]
for $B = [3 + 16\xi(2\alpha V/\epsilon)] (V)^2$, provided that $m$ is large enough that $\alpha = (\log m)/m \leq \min(\epsilon/(2V), 1)$ for $V = \|M\|_1$. The function $\xi(\cdot)$ and $e_0$ are as given in the proof.
Here $\epsilon$ is the lower bound on the eigenvalues of matrices in $\Omega(M_0)$.

**Remark 4.4.2.** In particular if $M^{\text{opt}}$ is the choice exactly minimizing the criterion
\[
\text{tr} [M S] - \log \det (M) + \rho \|M\|_1,
\]
then applying the bound at $M = M^{\text{opt}}$ shows that after $m$ steps our solution $M_m$ is within order $(\log m)/m$ of the minimum.

**Remark 4.4.3.** The bound could be improved by using a smaller set $\Omega(M_k)$ after some initial burn-in $k$ iterations, and the constants in the bound that is a function of $1/\epsilon$ will be smaller. The bound will be also based on additional steps $m - k$ needed.

**Proof.** Denote the difference in the objective value of our estimate matrix $M_{k+1}$ and a reference matrix $M$ by $e_{k+1}$, and we write explicitly the determinants in the integral form, that is
\[
e_{k+1} = \text{tr} \left[ ((1 - \alpha_k) M_k + \beta_k \delta_{i\alpha_k}) S \right] - \text{tr} [M S] \\
+ 2 \log \frac{\int e^{-\frac{1}{2} \epsilon^T [(1 - \alpha_k) M_k + \beta_k \delta_{i\alpha_k}] \epsilon}}{\int e^{-\frac{1}{2} \epsilon^T M \epsilon}} + \rho \left( [1 - \alpha_k] v_k + |\beta_k| - V \right).
\]
Since $\alpha_k$, $\beta_k$ and $(i_k, j_k)$ are optimal, then $\epsilon_{k+1}$ is not smaller when replacing with some fixed $\alpha' < \min(\epsilon/(2V), 1)$, $\beta = \alpha V$ for all $(i, j)$ pairs. As with the bounded dictionary case, add and subtract $2 \log \int \exp \left\{ -\frac{1}{2} x^T \left[ (1 - \alpha) M_k + \alpha M \right] x \right\}$ to relate to the log normalizing constants for $\epsilon_k$, and by Jensen’s the following inequality holds

$$\log \frac{\int e^{-\frac{1}{2} x^T [(1-\alpha)M_k + \alpha M] x}}{\int e^{-\frac{1}{2} x^T M x}} \leq (1 - \alpha) \log \frac{\int e^{-\frac{1}{2} x^T M_k x}}{\int e^{-\frac{1}{2} x^T M x}}$$

where the log ratio in the bound is the difference in normalizing constants in $\epsilon_k$. The trace operator is linear, so the $\alpha$ and $\beta$ terms separate. Substitute the bound above and rearrange to show

$$\epsilon_{k+1} \leq (1 - \alpha) \epsilon_k + \alpha tr \left[ (V \delta_{ij} - M) S \right] + 2 \log \int p_\alpha(x) e^{-\frac{1}{2} x^T [V \delta_{ij} - M] x}$$

(4.4.1)

where $p_\alpha(x)$ is a multivariate Gaussian proportional to $\exp \left\{ -x^T \left[ (1 - \alpha) M_k + \alpha M \right] x \right\}$.

By the decreasing property of $L(M_k)$, $M_k$ is within $\Omega(M_0)$ for $k = 0, 1, \ldots$, and by assumption so is the target matrix $M$. Consequently, the inverse covariance matrix (precision matrix) $(1 - \alpha)M_k + \alpha M$ of $p_\alpha$ is also in $\Omega(M_0)$.

This is further upper bounded by replacing the minimizing $(i, j)$ pair with random draws of $(i, j)$. In particular, we consider picking the pair $(i, j)$ with probability $w_{ij} = |M_{ij}|/V$, then the expectation of $V \delta_{ij}$ for random $(i, j)$ is $M$. The trace term vanishes in the average, and it remains to bound the average logarithmic term.

Define a cumulant generating function averaged over $(i, j)$ as

$$g(\gamma) = \sum_{i,j} w_{ij} \log \int p_\alpha(x) e^{-\frac{1}{2} x^T [V \delta_{ij} - M] x},$$

the remaining term to bound is twice $g(\alpha)$. We bound $g(\alpha)$ by a Taylor expansion around 0 of the second order. It is obvious that $g(0) = 0$ since $p_\alpha$ is a probability
distribution, and that the first order term is zero on average because it is linear in $V \delta_{ij} - M$. The non-vanishing term in the Taylor series for $g(\alpha)$ is of the second order \( O(\alpha^2) \) and its coefficient is half a second derivative. By tossing nonpositive terms,

\[
g''(\nu) \leq \sum_{i,j} w_{ij} \frac{\int [\frac{1}{2} x^T (V \delta_{ij} - M) x]^2 e^{-\nu \frac{1}{2} x^T (V \delta_{ij} - M) x} p_\alpha(x)}{\int e^{-\nu \frac{1}{2} x^T (V \delta_{ij} - M) x} p_\alpha(x)}.
\]

We seek a bound for it that holds for all $0 \leq \nu \leq \alpha$. We seek upper and lower bounds of the numerator and denominator, respectively, and their ratio then is the bound we obtain.

We consider first obtaining a positive lower bounding the denominator uniformly for $(i, j)$. The exponential $\exp\{-\nu x^T (V \delta_{ij} - M) x/2\}$ in the denominator is not smaller than the exponential of its minus absolute value with $\nu$ replaced by a larger $\alpha$ for all $(i, j)$. We can further lower bound the exponential by its Taylor expansion truncated to the first order, that is for all $(i, j)$,

\[
\int e^{-\nu \frac{1}{2} x^T (V \delta_{ij} - M) x} p_\alpha(x) \geq \int e^{-\alpha \frac{1}{2} x^T (V \delta_{ij} - M) x} p_\alpha(x)
\]

\[
\geq \int \left[ 1 - \frac{\alpha}{2} \left| x^T (V \delta_{ij} - M) x \right| \right] p_\alpha(x)
\]

\[
\geq \int \left[ 1 - \frac{\alpha}{2} \left| x^T V \delta_{ij} x \right| - \frac{\alpha}{2} \left| x^T M x \right| \right] p_\alpha(x)
\]

\[
\geq 1 - \frac{\alpha V}{2} \int \left[ \left| x^T \delta_{ij} x \right| + \sum_{i',j'} w_{ij'} \left| x^T \delta_{i'j'} x \right| \right] p_\alpha(x)
\]

where the last inequality is due to the fact that the expectation of the absolute value is not smaller than the absolute value of the expectation, and random $(i', j')$ is an independent copy of $(i, j)$. By Cauchy-Schwartz, each term as the product of $x_i$ and
\( x_j \) for every \((i,j)\) is bounded by

\[
\int \left| x^T \delta_{ij} x \right| p_\alpha(x) \leq \left[ \int x_i^2 p_\alpha(x_i) \right]^{\frac{1}{2}} \left[ \int x_j^2 p_\alpha(x_j) \right]^{\frac{1}{2}}.
\]

Suppose there is a bound \( \sigma_{\text{max}}^2 \) on the maximum of the variances of Gaussians with parameters in \( \Omega(M_0) \), then the denominator is lower bounded by \( 1 - \alpha V \sigma_{\text{max}}^2 \geq 1/2 \) for \( \alpha \leq 1/(2V \sigma_{\text{max}}^2) \). One such bound on the variances of \( p_\alpha(x) \) arise from the eigenvalue bound \( 1/\epsilon \) on the covariance matrix, which give rise to the more stringent condition \( \alpha \leq \epsilon/(2V) \) for the lower bound of 1/2 to hold for the denominator. See remark 4.4.4 for discussion of possible improvements.

The bound on the numerator is as follows. First, fix \( x \) and consider the pointwise bound of the exponential replacing \( \nu \) with \( \alpha \)

\[
e^{-\nu \frac{1}{2} x^T (V \delta_{ij} - M)x} \leq e^{-\alpha \frac{1}{2} x^T (V \delta_{ij} - M)x} + e^{\alpha \frac{1}{2} x^T (V \delta_{ij} - M)x},
\]

we then expand the point wise upper bound above using an infinite series representation of the exponential. Obviously the odd order terms cancel out. Consequently, the integrand in the numerator is bounded by

\[
\left[ \frac{1}{2} x^T (V \delta_{ij} - M)x \right] \leq \frac{1}{2} \left[ x^T (V \delta_{ij} - M)x \right] + \frac{V}{2} \sum_{l=1}^{\infty} \frac{(VV)^{2l}}{2^{2l}(2l)!} \left[ x^T (\delta_{ij} - \frac{M}{V}) x \right]^{2l+2}.
\]

We single out the \( l = 0 \) term so that, averaging over \( w_{ij} \), it will give some savings on the leading constant, and the remaining series can be bounded uniformly in \((i,j)\).

The first term (integrating over \( p_\alpha \) and averaging over \( w_{ij} \)), changing the order
of integration and averaging, is bounded by

\[ \frac{1}{2} V^2 \int p_\alpha(x) \sum w_{ij} \left[ x^T (\delta_{ij} - \frac{M}{V}) x \right]^2 \leq \frac{1}{2} V^2 \int p_\alpha(x) \sum w_{ij} \left[ x^T \delta_{ij} x \right]^2 \leq \frac{3}{2} (V \sigma_{\text{max}}^2)^2. \]

The first inequality uses the fact that the average of \( \delta_{ij} \) gives a mean \( \frac{M}{V} \). Changing the order of integration and averaging again, the last inequality uses Cauchy-Schwartz with measure \( p_\alpha \) and the fact that the fourth moment of a mean zero univariate Gaussian equals 3 times the variance squared.

Similarly, the integral of the polynomial \( [x^T (\delta_{ij} - \frac{M}{V}) x]^{2l+2} \) with respect to \( p_\alpha(x) \) is bounded uniformly for all \((i, j)\) as

\[ \int p_\alpha(x) \left[ x^T (\delta_{ij} - \frac{M}{V}) x \right]^{2l+2} \leq 2^{2l+2} \max_{ij} \int p_\alpha(x) [x^T \delta_{ij} x]^{2l+2} \leq 2^{2l+4} (4l+3)!! (\sigma_{\text{max}}^2)^{2l+2} \]

(4.4.2)

where the constant \((4l+3)!! = (4l+3)(4l+1) \cdots 3 \cdot 1\) appears because of the multiplier in the \(2(2l+2)\)th moment of univariate Gaussian. The constant \((4l+3)!!\) is bounded by \(2^{2l+2}(2l+2)! = (4l+4)!!\) as easily seen with term-by-term comparison. The infinite summation starting from \(l = 1\) after integrating out \( p_\alpha \) and \( w_{ij} \) is therefore bounded by

\[ 8 (V \sigma_{\text{max}}^2)^2 \sum_{l=1}^{\infty} (2\alpha V \sigma_{\text{max}}^2)^{2l} (2l+2)(2l+1). \]

The infinite summation is finite if \( \alpha < 1/(2V \sigma_{\text{max}}^2) \), and indeed is satisfied by our requirement on \( \alpha \). We denote the infinite summation by \( \xi(2\alpha V/\epsilon) \), which can be written in the closed form, checked with the help of Mathematica,

\[ \xi(\tau) = \frac{2(6\tau^2 - 2\tau^4 + \tau^6)}{(1 - \tau^2)^3}. \]

(4.4.3)

Finally, merging all the bounds together, we have our final upper bound at each
iteration $k$ to be

\[ e_{k+1} \leq (1 - \alpha) e_k + \alpha^2 \frac{3}{2} + 8 \xi (2\alpha V \sigma_{\text{max}}^2) \frac{(V \sigma_{\text{max}}^2)^2}{1 - \alpha V \sigma_{\text{max}}^2} \]

\[ \leq (1 - \alpha) e_k + \alpha^2 \left[ 3 + 16 \xi (2\alpha V \sigma_{\text{max}}^2) \right] (V \sigma_{\text{max}}^2)^2 \]

where the last inequality is because $\alpha V \sigma_{\text{max}}^2 \leq (1/2)$. By Lemma 4.5.4 on the iterative formula, and choosing $m$ large so that $\alpha = \log(m)/m < \min(\epsilon/(2V \sigma_{\text{max}}^2), 1)$, we have that the $m$ step difference is bounded by

\[ e_m \leq \frac{\log m}{m} B + \frac{1}{m} \max (e_0 - \frac{\log m}{m} B, 0). \]

\[ \square \]

**Remark 4.4.4.** It would be natural to impose a constraint directly on the maximum variances $\int x_i^2 p_M(x) \leq \sigma_{\text{max}}^2$ and thereby avoid reference to the eigenvalue bounds. We would need that if this property holds for Gaussians with inverse covariance matrix $M$ in $\Omega(M_0)$, then it also holds when the inverse covariance is $(1 - \alpha)M + \alpha \delta_{ij}$ for small $\alpha$.

**Remark 4.4.5.** In the proof, in order to have a decaying schedule of $\alpha$ like $2/(k+1)$ and a resulting bound analogous to the results in chapter 1, one may consider a big constant $K$ such that the choice $\alpha_k = 2/(k+K)$ at step $k$ is not bigger than $\min(\epsilon/(2V), 1)$ the maximum allowed $\alpha$ in the proof above. An analogous induction step will follow, though with different constants.

**Corollary 4.4.6.** The following computation bound holds for GLP on Graphical models under the same condition

\[ \text{tr}[M_k S] - \log \det(M_k) + \rho v_k \leq \text{tr}[MS] - \log \det(M) + \rho V + \frac{\tilde{B}}{K + k}. \]
where $\tilde{B} \geq \max(Ke_0/4, B')$, $K = \max([8V/\epsilon], 2)$, and $B' = 115(V/\epsilon)^2$.

Proof. Consider the difference $e_k$ for $k \geq 1$, we choose $\alpha = \alpha_k = 2/(k + K) \leq 2/(K + 1)$ and for the chosen $K$, $2\alpha V/\epsilon \leq 1/2$ satisfies the requirement for all $k$. We use the crude constant 7 to bound $\xi(2\alpha V/\epsilon) = \xi(\tau)$ for $0 \leq \tau \leq 1/2$, and then $B' \geq B$ for all iterations. By the same argument, we show

$$e_k \leq (1 - \alpha)e_{k-1} + \alpha^2 B'.$$

We first check the $k = 1$ inequality. Indeed,

$$e_1 \leq (1 - \frac{2}{K + 1})e_0 + \frac{4B'}{(K + 1)^2}$$

$$\leq (1 - \frac{2}{K + 1})\frac{4\tilde{B}}{K} + \frac{4\tilde{B}}{(K + 1)^2}$$

$$\leq \frac{4\tilde{B}}{K + 1}.$$

The induction step for $k \geq 1$ is similar to the log-density case. \hfill \Box

4.5 Appendix

Lemma 4.5.1. If the eigenvalues of real symmetric matrix $A$ and $B$ of the same size are bounded between $[a_l, a_u]$ and $[b_l, b_u]$ respectively, and $A$ and $B$ are positive semidefinite, i.e. $a_l \geq 0$ and $b_l \geq 0$, the eigenvalues of the product $AB$ (and equivalently $B^{\frac{1}{2}}AB^{\frac{1}{2}}$) is then bounded between $[a_l b_l, a_u b_u]$.

Proof. Matrix $B$ is obviously positive semidefinite and can be decomposed as $B = B^{\frac{1}{2}}B^{\frac{1}{2}}$ where $B^{\frac{1}{2}}$ is the square root matrix of $B$. It is clear that matrix $AB$ and $B^{\frac{1}{2}}AB^{\frac{1}{2}}$ have the same eigenvalues, therefore it is equivalent to bound the eigenvalues
of $B^\frac{1}{2}AB^\frac{1}{2}$. The lower eigenvalue bound for this matrix is shown here and the upper bound argument is analogous. For any real symmetric matrix $C$ of size $p$, the eigenvalues of $C$ is bounded below by $c$ if and only if

$$u^T u \geq cu^T u$$

for all vector $u \in \mathbb{R}^p$. Using this fact twice on $A$ and then on $B$, we can show the following argument for all $u \in \mathbb{R}^p$ that

$$\left( u^T B^\frac{1}{2} \right) A \left( B^\frac{1}{2} u \right) \geq a_i u^T B^\frac{1}{2} B^\frac{1}{2} u = a_i u^T B u \geq a_i b_i.$$

\qed

**Lemma 4.5.2.** For the objective $L(M)$ defined in (4.2.1), the following eigenvalue lower bound holds for all matrices $M$ that has $L(M) \leq L(M_0)$ for a fixed arbitrary positive definite matrix $M_0$,

$$\lambda(M) \geq e^{-(L(M_0) - p)^{-1}} \det(S_p)/(\lambda_m + \rho)$$

where $\lambda_m$ is the maximum eigenvalue of $S$ in the objective $L$ and $S_p = S + \rho I$ with $I$ being the identity matrix.

**Proof.** Denote the symmetrically scaled matrix of $M$ by $\tilde{M} = S_p^\frac{1}{2} M S_p^\frac{1}{2}$. Clearly the eigenvalues $0 \leq \rho \leq \lambda(S_p) \leq \lambda_m + \rho$ and $\lambda(S_p^{-1}) \geq (\lambda_m + \rho)^{-1}$. The objective $L(M)$ equals the following modified objective

$$\bar{L}(\tilde{M}) = \text{tr} \left[ \tilde{M} \right] - \log \det(\tilde{M}) + \log \det(S_p) + \rho \|S_p^{-\frac{1}{2}} \tilde{M} S_p^{-\frac{1}{2}}\|_{1,off}$$

where the off diagonal $\ell_1$ norm $\|M\|_{1,off} = \sum_{i \neq j} |M_{ij}|$. Rearrange terms in the
inequality $\tilde{L}(\tilde{M}) = L(M) \leq L(M_0)$, and upper bound by tossing the off diagonal norm term on the left hand side, then

$$\text{tr} \left[ \tilde{M} \right] - \log \det(\tilde{M}) \leq L(M_0) - \log \det(S_p).$$

Write the eigenvalues of $\tilde{M}$ by $\tilde{\lambda}_j$ for $1 \leq j \leq p$, and replace the trace and determinant with their eigenvalue representation to show that

$$\sum_{j=1}^{p} [\tilde{\lambda}_j - \log \det \tilde{\lambda}_j] \leq L(M_0) - \log \det(S_p).$$

Equivalently, it is handy to subtract $p$ from both sides, that is

$$\sum_{j=1}^{p} [\tilde{\lambda}_j - 1 - \log \det \tilde{\lambda}_j] \leq L(M_0) - p - \log \det(S_p).$$

Each positive summand of the left hand side is then bounded above by the right hand side. Observe the fact that the function $x - 1 - \log x$ for positive $x$ has the left end growth controlled by $\log x$ for $x \leq 1$, then it is easy to see that $x - 1 - \log x \leq b$ implies $x \geq e^{-b-1}$. Using this lower bound control on each summand, we can show for all $j$ that

$$\tilde{\lambda}_j \geq e^{-(L(M_0) - p)^{-1}} \det(S_p).$$

By Lemma 4.5.1, the eigenvalues of $M = S_p^{-\frac{1}{2}} \tilde{M} S_p^{-\frac{1}{2}}$ is not smaller than

$$e^{-(L(M_0) - p)^{-1}} \det(S_p)/(\lambda_m + \rho).$$

□

**Lemma 4.5.3.** If $X \in \mathbb{R}^p$ follows a multivariate Gaussian distribution $N(0, \Sigma)$,
and the covariance matrix \( \Sigma \) is \( \epsilon \)-well conditioned (that is, the eigenvalues of \( \Sigma \) are bounded above by \( 1/\epsilon \)), then the maximum marginal variance among all coordinates is bounded by

\[
\max_{1 \leq i \leq p} E X_i^2 \leq \frac{1}{\epsilon}
\]

where the expectation is taken with respect to the Gaussian distribution aforementioned.

Proof. The diagonal entry of \( \Sigma \) is the marginal variance of \( X \) under the Gaussian distribution. Thus we need only to bound the diagonal elements, for which we use the bound on eigenvalues of a real symmetric matrix \( \Sigma \) that

\[
\max_{u^T u = 1} u^T \Sigma u \leq \frac{1}{\epsilon}
\]

for \( u \in \mathbb{R}^p \). The diagonal entries are not bigger than the same bound by considering particular choices of \( u \) such that \( u_i \) is a zero vector except 1 at the \( i \)th coordinate for all \( 1 \leq i \leq p \).

\[ \square \]

Lemma 4.5.4. If \( A_0, A_1, \ldots, A_K \) and follow a iterative formula \( A_k = (1 - \theta)A_{k-1} + \eta C \) for \( 1 \leq k \leq K \), then \( A_K \) can be expressed explicitly by

\[
A_K = (1 - \theta)^K A_0 + \frac{1 - (1 - \theta)^K}{\theta} \eta C.
\]

In particular, when \( \eta = \theta^2 < 1 \), \( A_k \geq 0 \), \( C \geq 0 \) and with \( \leq \) in place of equality in the iterative formula, a convenient bound for \( A_k \) with \( \theta = \log K/K \) is that

\[
A_K \leq \frac{\log K}{K} C + \frac{1}{K} \max \left( A_0 - \frac{\log K}{K} C, 0 \right).
\]
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Proof. It is obvious that $A_K = (1-\theta)^K A_0 + \eta C \sum_{k=0}^{K-1} (1-\theta)^k$ and the last summation can be calculated as

$$\sum_{k=0}^{K-1} (1-\theta)^k = \frac{1 - (1-\theta)^K}{\theta}.$$ 

For the choice of $\theta$, bound $(1-\theta)^K \leq 1/K$ and the rest would follow. \qed
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