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Problem 1

a)We know that a Poisson has distribution 
[image: image1.wmf].  Thus the likelihood is 
[image: image2.wmf].  Thus the likelihood ratio is given by:



[image: image3.wmf]
b) The rejection region will be of the form: 
[image: image4.wmf]. After some manipulation (that not necessarily you have to explicitly perform!), it reduces to 
[image: image5.wmf] where k’ is chosen ideally such that 
[image: image6.wmf]. In case of a discrete distribution such as Poisson, this is generally not possible as the mapping from the random variable values to the interval [0,1] is generally not surjective. For those who understand the idea of randomized test, this is the formal tool in this case. For those who don’t, don’t bother and choose   k’ such that 
[image: image7.wmf] and it is as close as possible to alpha.

c) we know this by Neyman Pearson lemma. The reason is that the LR statistic is independent of 
[image: image8.wmf].

Problem 2

a)  the likelihood is



[image: image9.wmf]
(2)

Thus the likelihood ratio is given by:



[image: image10.wmf]

if we substitute the ML estimates for 
[image: image11.wmf], that are: 
[image: image12.wmf], simple algebra gives: 
[image: image13.wmf].

Now from Thm 10.22 we know 
[image: image14.wmf] (note this is true only if we substitute the estimates. It is not true with the unknown parameters!). Hence the test will be:


[image: image15.wmf] where k st 
[image: image16.wmf]
b)  The R for Wald is


[image: image17.wmf]. 

Problem 3

 The likelihood ratio for binomial  is: 
[image: image18.wmf]
since the parameter is unknown, we need to plug in the MLE for it, that is 
[image: image19.wmf]. We can plug in this value above ( in place of p). Then apply Thm 10.22 to conclude that 
[image: image20.wmf]
The Wald test in this case is



[image: image21.wmf]
and so the test will be 
[image: image22.wmf]
.

Problem 4

a) here we can use Wald test. Note the test here is one sided! Many of you got this wrong. Construct the Wald statistic as follows. The number of patients with nausea is clearly distributed according to a Binomial. Call p1 the number of patients with nausea that were treated with the placebo, and p2 those that were treated with a drug. Then, if we define, 
[image: image23.wmf]we can test:


[image: image24.wmf]. Under H0, the Wald statistic will then be: 
[image: image25.wmf] (where we used MLE for the parameters, for the same reason as above).

Now our test will be 
[image: image26.wmf]. For 
[image: image27.wmf], 
[image: image28.wmf]. Hence we can compute W for any of the 4 treatments (
[image: image29.wmf] being the correspondent number of patient with nausea) and reject 
[image: image30.wmf] if such value is larger than 1.645. I skip these trivial calculations, but the results are reject for drug 1 and 4 and not reject for 2 and 3.

b) Trivial. Compare the p-values for each of the tests above with 
[image: image31.wmf] instead of with 
[image: image32.wmf]. Reject if the p-value is smaller. Recall that the p-value is computed as 
[image: image33.wmf] for each of the 4 W’s that we had above. The results are reject for the first drug, not reject for all the others.

Problem 5

We perform a standard chi-square test on this data.  To do so we consider the null hypothesis prediction that the data is uniform and 
[image: image34.wmf].  The test statistic is



[image: image35.wmf]
(2)

We compute this test statistic with the observed numbers of deaths:



[image: image36.wmf]
(3)

The computation of (3) yields 
[image: image37.wmf].  The 
[image: image38.wmf] value for a 
[image: image39.wmf] is 19.675.  We see that our test statistic value is much higher than the 5% level value and thus reject the null and conclude that the data is not Uniform.
Problem 6

As you should remember from class, the chi square test for the goodness of fit presents a trade off between the number of the cells considered and their width. There is no unambiguous answer to this problematic but rather a rule of thumb: select cells such that each of them includes at least 5 observations. Most of you neglected this rule and followed sort of a natural (equally spaced) partition suggested by the structure of the data (i.e. 18.5, 19, 19.5,…).  This is faulty, and also note that the intervals being equal is totally irrelevant to the test performance. 

The proper partition would be 18.5, 20.25, 20.75, 21.25, and so on. This said, the statistic to consider will be 
[image: image40.wmf], where k is the number of intervals, X’s are the relative frequencies in each cell, and E’s are their theoretical counterparts, computed by integrating the normal density (with parameters estimated from the data) over the respective intervals. Computing k (easy) integrals ain’t too funny nor instructive hence use R!  The computation, that I skip, returns a value of the statistic much higher that the theoretical  
[image: image41.wmf], hence the null hypothesis has to be rejected: the data is not normal.
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