
Homework 11

Problem 1: Let fX1; X2; : : : ; Xng be an orthonormal basis of Rn (that is XT
i Xj = 0

for i 6= j, and 1 for i = j). Then Zj = XT
j Y , j = 1; 2; : : : ; n, are the coe¢ cients in the

representation of a vector Y in this basis, that is Y =
Pn

j=1 ZjXj ; and the norm square of
a vector in Rn is equal to the sum of squares of its coe¢ cients in an orthonormal basis, e.g.,
kY k2 =

Pn
j=1 Z

2
j = kZk

2. Now consider the linear regression model

Yn�1 = Xn�k�k�1 + �n�1

where �n�1 � N
�
0; �2In�n

�
with � unknown, and assume that columns of Xn�k are

X1; X2; : : : ; Xk. Derive the following conclusions.
(i). The least squares estimator b� is given by

b�i = XT
i Y = Zi, i = 1; 2; : : : ; k.

(ii).

V ar
�b�i� = �2

cov(b�i; b�j) = 0; for i 6= j.

(iii). In the orthonormal basis the coe¢ cients of the lest squares �t bY has coe¢ cients
(Z1; Z2; : : : ; Zk; 0; : : : ; 0)

T , and residual vector Y�bY has coe¢ cient (0; : : : ; 0; Zk+1; Zk+2; : : : ; Zn)T
and is independent of bY .
(iv).

RSSk =
Y � bY 2 = nX

i=k+1

Z2i ;

and RSSk � �2�2n�k; and
(v). Let c�2 = RSSk= (n� k) , then it is an unbiased estimator of �2 and �b�i � �i� =b� �

tn�k.

Problem 2 (optional):
Let bY be the lest square �t in the model Yn�1 = Xn�k�k�1 + �n�1 with �n�1 �

N
�
0; �2In�n

�
. Imagine that we could have future observation eY = Xn�k�k�1 + e�n�1

with e�n�1 � N �0; �2In�n� independent of �n�1. We use Akaike�s �nal prediction squared
error FPEk = n+k

n(n�k)RSSk to estimate the average squared prediction error
1
nE

eY � bY 2.
Show that

1

n
E
eY � PY 2 = �1 + k

n

�
�2 = E(FPE),

We call seeY�bY = pFPE the standard error of prediction.

Problem 3: when gasoline is pumped into the tank of an automobile, hydrocarbon vapors
in the tank are forced out and into atmosphere, producing a signi�cant amount of air
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pollution. For this reason vapor-recovery devices are often installed on gasoline pumps. It
is di¢ cult to test a recovery device in actual operation, since all that can be measured is the
amount of vapor actually recovered and, by means of a �sni¤er�, whether any vapor escaped
into atmosphere. To estimate the e¢ ciency of the device, it is thus necessary to estimate
the total amount of vapor in the tank by using its relation to the values of variables that can
actually be measured. In this exercise you will try to develop such a predictive relationship
using data that were obtained in a laboratory experiment. In the data �le "vapor.txt",
the columns of the data matrix are initial tank temperature, temperature of the dispensed
gasoline, initial vapor pressure in the tank, vapor pressure of the dispensed gasoline, and
emitted dispensed hydrocarbons, in that order

(i). Look at the relationships among the variables by pairs plot. Comment on which
relationships look strong. Based on this information, what variables would you conjecture
will be important in the model? What additional transformed variables or interactions do
you suggest to consider?
R codes:
vapor=read.table("vapor.txt")
names(vapor)=c("tanktemp", "gastemp", "tankpress", "gaspress", "pollutant")
pairs(vapor)
attach(vapor)

(ii). Fit a linear model with four independent variables above. Comment on the coe¢ -
cients with negative values and residuals plot.

(iii). Try including additional transformed variables or interactions and remove variables
that are found to be insigni�cant, until you �nd a �tted model for which the residuals show
no pattern and the coe¢ cients are all signi�cant.

(iv). We found a model with standard error of prediction
p
FPE =

q
n+k

n(n�k)RSSk = 2:46

where k is the number of independent variables we use. Can you build a model with standard
error of prediction less than 2:50 or even better than we got? [For this part, you may use
additional transformed explanatory variables and interactions, but do not transform the
dependent variable �pollutant�.]
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