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ABSTRACT

A univariate structural time series model based on the traditional decomposition into trend, seasonal and irregular components is defined. A number of methods of computing maximum likelihood estimators are then considered. These include direct maximization of various time domain likelihood function. The asymptotic properties of the estimators are given and a comparison between the various methods in terms of computational efficiency and accuracy is made. The methods are then extended to models with explanatory variables.
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INTRODUCTION

A univariate economic time series model can be formulated directly in terms of the traditional components of trend, seasonal, cycle and irregular. A model of this kind is called a structural time series model. The attraction of such a formulation is that it has an immediate interpretation and so is a natural vehicle for making forecasts. Harvey and Todd (1983) compare the forecasts made by a basic form of the structural model with the forecasts made by ARIMA models, and conclude that there may be strong arguments in favour of using structural models in practice. In another paper, Harvey (1985) shows how structural models can be used to model cycles in macroeconomic time series. Other studies include Kitagawa and Gersch (1984).

The forecasts obtained from a particular structural model depend on certain variance parameters. These parameters play a similar role to the autoregressive and, more particularly, the moving-average parameters in an ARIMA model. The aim of the present paper is to set out various methods for computing the maximum likelihood estimators of these parameters. The methods are then compared in terms of sample properties and computational tractability. Note that Harrison and Stevens (1976) make structural models the basis of their Bayesian approach, but tend to fix the variance parameters *a priori* rather than to estimate them.
The class of structural models is introduced briefly in the next section. It is shown how the state space form can be used to handle the model and to make predictions of future observations. The third section considers ML estimation in the time domain, with attention being focused on direct maximization of the prediction error decomposition form of the likelihood function and on indirect maximization via the EM algorithm. The role of initial conditions for the Kalman filter is explored in some detail. Maximum likelihood estimation in the frequency domain is discussed in the fourth section, while the asymptotic properties of the estimators are set out in the fifth. The sixth section reports practical experience with the estimators. The estimation procedures are extended to models with explanatory variables in the seventh section and new developments outlined in the final section.

**STRUCTURAL TIME SERIES MODELS**

The essence of a structural model is that it is formulated in terms of independent components which have a direct interpretation in terms of quantities of interest. One of the most important models for economic time series is the basic structural model: this consists of a trend, a seasonal and an irregular component. Our computational results are centred on this model, though they have clear implications for other models within the structural class.

The basic structural model is:

\[ y_t = \mu_t + \gamma_t + \epsilon_t \quad t = 1, \ldots, T \]  

where \( \mu_t, \gamma_t \) and \( \epsilon_t \) are the trend, seasonal and irregular components, respectively.

The process generating the trend can be regarded as a local approximation to a linear trend, i.e.

\[ \mu_t = \mu_{t-1} + \beta_{t-1} + \eta_t \]  
\[ \beta_t = \beta_{t-1} + \xi_t \quad t = 1, \ldots, T \]

where \( \eta_t \) and \( \xi_t \) are distributed independently of each other and over time with mean zero and variances \( \sigma^2_{\eta} \) and \( \sigma^2_{\xi} \), respectively. The process generating the seasonal component is

\[ \gamma_t = - \sum_{j=1}^{s-1} \gamma_{t-j} + \omega_t \quad t = 1, \ldots, T \]

where \( \omega_t \) is an independently distributed disturbance term with mean zero and variance \( \sigma^2_{\omega} \) and \( s \) is the number of 'seasons' in the year. The seasonal pattern is therefore slowly changing, but by a mechanism which ensures that the sum of the seasonal components over any \( s \) consecutive time periods has an expected value of zero and a variance which remains constant over time. Writing out equation (3) in terms of the lag operator, \( L \), gives

\[ (1 + L + \cdots + L^{s-1}) \gamma_t = S(L) \gamma_t = \omega_t \quad t = 1, \ldots, T \]

However, since

\[ \Delta_s = 1 - L^s = (1 + L + \cdots + L^{s-1})(1 - L) = S(L) \Delta \]

the model can also be expressed in terms of the seasonal difference operator as

\[ \Delta_s \gamma_t = (1 - L) \omega_t \]

Unlike the trend and seasonal components, the irregular component is assumed to be
stationary. In the basic model it is a white-noise disturbance term with mean zero and variance, \( \sigma^2 \).

Multiplying equation (1) through by the first and seasonal difference operators renders the model stationary, i.e.

\[
\Delta \Delta_s y_t = \Delta_s \eta_t + S(L) \xi_{t-1} + \Delta^2 \omega_t + \Delta \Delta_s \varepsilon_t \quad t = s + 2, ..., T
\]

(7)

The right-hand side is an MA(s + 1) process, but with a number of non-linear restrictions on the parameters. The ARIMA model corresponding to a particular structural model is called the reduced or canonical form; see Engle (1978) and Nerlove et al. (1979).

State space, prediction and smoothing

The state space form of a univariate time series model consists of a transition equation

\[
\alpha_t = T_t \alpha_{t-1} + \eta_t \quad t = 1, ..., T
\]

(8a)

and a measurement equation

\[
y_t = z_t \alpha_t + \varepsilon_t \quad t = 1, ..., T
\]

(8b)

in which \( \alpha_t \) is an \( m \times 1 \) state vector, \( z_t \) is an \( m \times 1 \) fixed vector, \( T_t \) is a fixed matrix of order \( m \times m \) and \( \varepsilon_t \) and \( \eta_t \) are, respectively, a scalar disturbance term and an \( m \times 1 \) vector of disturbances which are distributed independently of each other. It is assumed that \( \varepsilon_t \) is white noise with mean zero and variance, \( h_t \), and \( \eta_t \) is multivariate white noise with mean vector zero and covariance matrix \( Q_t \). In the models considered here, \( \varepsilon_t \) and \( \eta_t \) will also be assumed to be normally distributed.

Let \( \alpha_{t-1} \) be the minimum mean square estimator (MMSE) of \( \alpha_{t-1} \) at time \( t - 1 \) and let \( P_{t-1} \) be the covariance matrix of the estimation error, \( \alpha_{t-1} - \alpha_{t-1} \). When \( y_t \) becomes available, \( \alpha_{t-1} \) and \( P_{t-1} \) can be updated by the Kalman filter. If \( \alpha_0 \sim N(\alpha_0, P_0) \) and \( \alpha_0 \) and \( P_0 \) are known, the Kalman filter produces a set of \( T \) one-step-ahead prediction errors \( \nu_t, t = 1, ..., T \), together with their variances, \( f_t \). Estimates of future observations, together with their MSEs, can be made using the Kalman filter, while MMSEs of the elements of each \( \alpha_t \) based on all the observations can be computed by a smoothing algorithm; see Anderson and Moore (1979) and Harvey (1981a, Chapter 4).

The basic structural model can be put in state space form very easily. Suppose, for simplicity, that \( s = 4 \). The transition equation is then

\[
\alpha_t = \begin{bmatrix} \mu_t \\ \beta_t \\ \gamma_t \\ \gamma_{t-1} \\ \gamma_{t-2} \end{bmatrix} = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ -1 & -1 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} \mu_{t-1} \\ \beta_{t-1} \\ \gamma_{t-1} \\ \gamma_{t-2} \end{bmatrix} + \begin{bmatrix} \eta_t \\ \xi_t \\ \omega_t \\ 0 \end{bmatrix}
\]

(9a)

while the measurement equation is, from equation (2),

\[
y_t = \begin{bmatrix} 1 & 0 & 1 & 0 & 0 \end{bmatrix} \alpha_t + \varepsilon_t \quad t = 1, ..., T
\]

(9b)

Both \( h_t \) and \( Q_t \) are time invariant with \( h_t = \sigma^2 \) and \( Q_t = \text{diag.} \{ \sigma^2, \sigma^2, \sigma^2, 0, 0 \} \). In order to run the Kalman filter it is necessary that these parameters be known, and it is the question of how they should be estimated which is taken up in the next section onwards. Another important question concerns starting values for the Kalman filter. Since the components of the state vector are non-stationary, \( P_0 \) cannot simply be taken to be the covariance matrix of a stationary vector
AR(1) process as in Gardner et al. (1980). There are several solutions and these are discussed in the next section. However, one possibility is to let $\alpha_0$ have a diffuse prior, i.e. $P_0 = \kappa I$ where $\kappa = \infty$. In practice, $\kappa$ may be set equal to a large but finite number.

The state space model in equation (9) is time invariant since $T, z, Q,$ and $h_t$ do not change over time. When a time invariant state space model is completely detectable and completely stabilizable, it can be shown that the Kalman filter converges to a steady state in the sense that $P_t$ becomes a time-invariant positive definite matrix $\bar{P}$; see Chan et al. (1984).

MAXIMUM LIKELIHOOD ESTIMATION IN THE TIME DOMAIN

If the disturbances $\epsilon_t$ and $\eta_t$ in equation (8) are normally distributed, the likelihood function for the observations may be obtained from the Kalman filter via the prediction error decomposition. This may then be maximized with respect to any unknown parameters contained in $T, z, Q,$ or $h_t$ using a suitable numerical optimization procedure. However, within the present context there are a number of different ways of defining the likelihood function, depending on the assumptions made about initial conditions. All are equivalent asymptotically, although they may have very different small sample properties.

The first three methods described below are all based on direct maximization of the likelihood function. As regards initial conditions, the first assumes a diffuse prior for $\alpha_0$, the second assumes $\alpha_0$ is fixed (but unknown) while the third assumes a steady-state Kalman filter from the outset. After a brief subsection on estimation via the reduced form ARIMA model, the relationship between the various methods is discussed and a parallel is drawn with ML procedures for ARIMA models, i.e. exact ML, conditional sum of squares (CSS) and so on. The last time domain ML estimation procedure described is the EM algorithm. This provides an alternative approach to computing ML estimates in which the likelihood function is maximized indirectly as a result of a stepwise procedure.

The basic structural model contains four unknown variance parameters, $\sigma^2, \sigma^2, \sigma^2,$ and $\sigma^2$. However, non-linear optimization need only be carried out with respect to three of these since the fourth may be concentrated out of the likelihood function. This is done by redefining $h_t$ and $Q$, and hence $P_t$. The Kalman filter can then be run as a function of the relative values of the three parameters, and the fourth estimated from the prediction errors at the end. This may be done whatever estimation procedure is adopted.

In describing the first three methods it will be assumed that the state vector contains $k$ non-stationary elements. For the basic structural model $k = s + 1$.

Prediction error decomposition I: diffuse prior

If $\alpha_0$ is taken to have a diffuse prior, starting values can be constructed from the first $k$ observations, i.e. $a_k$ and $P_k$. The likelihood function for the observations $y_{k+1}, \ldots, y_T$ can then be defined conditional on $y_1, \ldots, y_k$. In terms of the prediction error decomposition the likelihood is

$$\log L = -\frac{(T-k)}{2} \log 2\pi - \frac{1}{2} \sum_{i=k+1}^{T} \log f_i - \frac{1}{2} \sum_{i=k+1}^{T} \nu_i^2 / f_i$$

where $\nu_i$ is the one-step-ahead prediction error and $f_i$ is its variance. Both quantities are given by the Kalman filter. Further justification for setting up the likelihood function in this way can be found in de Jong (1988).

There are several ways of computing equation (10). The easiest, both conceptually and
computationally, is to initialize the Kalman filter at \( t = 0 \) with \( a_0 = 0 \) and \( P_0 = \kappa I \), where \( \kappa \) is a large but finite number. Close approximations to \( a_k \) and \( P_k \) are then obtained after \( k \) iterations of the Kalman filter. Alternatively, \( a_k \) and \( P_k \) may be computed explicitly by writing out equations for the first \( k \) observations in terms of \( a_k \). Computing \( a_k \) and \( P_k \) is then an exercise in generalized least squares (GLS); see Harvey (1982) for further details. More general ways of avoiding the 'large \( \kappa \)' approximation include the methods due to Ansley and Kohn (1985) and de Jong (1988).

The above methods can all be generalized to cover cases where the state vector contains a subvector of elements generated by a stationary process with a known mean and a covariance matrix \( V \). The 'large \( \kappa \)' method, for example, has

\[
P_0 = \begin{bmatrix} \kappa I & 0 \\ 0 & V \end{bmatrix}
\]

Finally, if the Kalman filter is monitored, it is possible to switch to steady-state recursions once a steady state is reached. A device of this kind was used with some success in Gardner et al. (1980).

**Prediction error decomposition II: fixed initial state vector**

If the initial state vector, \( \alpha \) is taken to be fixed, the observations in equation (8) may be expressed in terms of \( \alpha_0 \) by repeated substitution. Thus, with \( T \), assumed time invariant for simplicity

\[
y_t = x_t \alpha_0 + w_t \quad t = 1, \ldots, T
\]

where \( x_t = T'z_t \) and

\[
w_t = z_t' \sum_{j=1}^{T} T'^{-1} \eta_j + \epsilon_t \quad t = 1, \ldots, T
\]

The disturbance term, \( w_t \), has mean zero and a covariance matrix, \( \Omega_0 \), which in the basic structural model depends on \( \sigma_\epsilon^2, \sigma_{\alpha}^2, \sigma_\eta^2 \) and \( \sigma_\sigma^2 \); compare Franzini and Harvey (1983). The ML estimator of \( \alpha_0, \hat{\alpha}_0 \), conditional on the other parameters in the model can be computed by GLS.

It can therefore be concentrated out of the likelihood function so that

\[
\log L = -\frac{T}{2} \log 2\pi - \frac{1}{2} \log |\Omega_0| - \frac{1}{2} (y - x_0 \hat{\alpha})' \Omega_0^{-1} (y - x_0 \hat{\alpha})
\]

where

\[
y = x_0 \alpha_0 + w, \quad V(w) = \Omega_0
\]

denotes equation (12) written in matrix terms, with \( y \) a \( T \times 1 \) vector and so on; compare Sarris (1973, 505–8). Fortunately, the repeated construction and inversion of the \( T \times T \) matrix, \( \Omega_0 \), can be avoided by using the methods of Rosenberg (1973) or Wecker and Ansley (1983). Both methods are based on the state space form.

**Prediction error decomposition III: steady-state Kalman filter**

A third possibility for a time-invariant model is to compute \( a_k \) from the first \( k \) observations as in method I, but to set the covariance matrix of the estimation error, \( P_k \), equal to the steady-state covariance matrix \( \hat{P} \). The Kalman filter can then be run without the recursions for the \( P \) matrix, and the likelihood function can be expressed in the prediction error decomposition form (10). However, since \( f_t \) is time invariant, concentrating a parameter, say \( \sigma_\epsilon^2 \), out of the
likelihood in the basic structural model leads to ML estimates being computed by minimizing the sum of squares function

\[ S = \sum_{t=k+1}^{T} \nu_t^2 \]  

(16)

In order to run the steady-state Kalman filter it is, however, necessary to first solve the Riccati equations to compute \( \mathbf{P} \). A number of ways of doing this are given in Anderson and Moore (1979, 156–8).

**Estimation via the reduced form**

As noted below equation (7), for the basic structural model, \( \Delta \Delta_y \) will follow an ARMA process in which the parameters are subject to a number of non-linear constraints. The likelihood function of this ARMA process can be computed in a number of ways, but whichever is adopted it must be maximized with respect to the original parameters in the model. Nerlove et al. (1979, 125–31) discuss methods for computing the ARMA parameters from the original parameters and vice versa. These appear to be relatively complex and time consuming, in general, although some simplification is possible for certain structural time series models. In such cases exact ML of the reduced form ARMA model via an efficient algorithm, such as that of Mélard (1984), may yield a competitive estimation procedure. Approximate ML estimation based on minimizing the conditional sum of squares (CSS) function of the ARMA model may also have some attraction: note that the minimizing CSS function is equivalent to direct estimation via method III above.

**Relationship between different methods**

Prediction error decomposition I corresponds to the usual definition of the exact likelihood function for an ARIMA model. Method II gives the exact likelihood function if \( \alpha_0 \) is regarded as being fixed, but there seems to be no theoretical reason for preferring this assumption to the assumption implicit in method I. It is interesting to note, however, that the numerical values of the two likelihood functions (10) and (14) only differ because of their determinantal terms. It is shown in Appendix 2 that the sum of squares terms are identical.

The three ML estimators defined above all have the same asymptotic properties. However, as is well known from studies of ARMA models, the small sample properties of, say, CSS and exact ML procedures, may differ considerably; see inter alia, Harvey (1981a, Chapter 6) and Ansley and Newbold (1980).

Finally, note that the method used by Kitagawa (1981) contains elements of all three methods I–III. He first computes an estimator of \( \alpha_0 \) by smoothing, using a diffuse prior starting value and an information filter. He then uses this estimator together with the steady-state covariance matrix \( \mathbf{P} \) as starting values for a second, steady-state, Kalman (information) filter which gives a likelihood function in terms of prediction errors from \( t = 1 \) to \( T \).

**EM algorithm**

Watson and Engle (1983) have used the EM algorithm to estimate the unknown parameters in an unobserved components model, and the algorithm for the basic structural model is essentially a special case of the one they use. The application of the EM algorithm to a state space model requires the MMSEs of the state vector based on all the observations up to time \( T \). These estimates will be denoted by \( \mathbf{a}_{t|T}, t = 1, \ldots, T \), while the covariance matrix of the corresponding estimation errors will be denoted by \( \mathbf{P}_{t|T}, t = 1, \ldots, T \). Both quantities can be computed by applying a fixed interval smoothing algorithm. This requires a forward and a
backward pass through the data. The forward pass is simply the Kalman filter. As it is applied, \( a_t \) and \( P_t \) are stored and used when the backward, smoothing, pass is made. An alternative way of carrying out these calculations is by means of an information filter as in Kitagawa (1981).

Consider the state space model with a time invariant covariance matrix \( Q \), and suppose, initially, that \( Q \) is unrestricted and that \( a_0 \sim N(a_0, P_0) \) with \( a_0 \) and \( P_0 \) known. If the elements in the state vector for \( t = 0, \ldots, T \) were observed, the log-likelihood function for the \( y_t \)'s and \( \alpha_t \)'s would be

\[
\log L(y; \alpha) = -\frac{T}{2} \log 2\pi - \frac{T}{2} \log \sigma_t^2 - \frac{1}{2\sigma_t^2} \sum_{t=1}^{T} (y_t - z_t \alpha_t)^2
\]

\[
- \frac{Tn}{2} \log 2\pi - \frac{T}{2} \log |Q| - \frac{1}{2} \sum_{t=1}^{T} (\alpha_t - T_t \alpha_{t-1})' Q^{-1} (\alpha_t - T_t \alpha_{t-1})
\]

\[
- \frac{n}{2} \log 2\pi - \frac{1}{2} \log |P_0| - \frac{1}{2} (\alpha_0 - a_0)' P_0^{-1} (\alpha_0 - a_0) \quad (17)
\]

Let the unknown parameters in the model be denoted by the vector \( \psi \). The EM algorithm proceeds iteratively by evaluating

\[
E \left[ \frac{\partial \log L(y)}{\partial \psi} \right]_{\text{conditional on } \psi_{\text{new}}} = 0
\]

and solved to yield a new set of estimates of \( \psi \). The procedure is repeated until convergence. It can be shown that, under suitable conditions, the likelihood will remain the same or increase at each iteration and it will converge to a local maximum; see Dempster et al. (1977), Wu (1983) and Boyles (1983).

Applying equation (18) to the likelihood function in equation (17) gives the following expression for the estimator\(^1\) of \( \sigma_t^2 \),

\[
\hat{\sigma}_t^2 = T^{-1} \sum_{t=1}^{T} \{ e_{t|T}^2 + z_t' P_{t|T} z_t \} \quad (19)
\]

where

\[
e_{t|T} = y_t - z_t a_{t|T} \quad t = 1, \ldots, T
\]

Note that since \( z_t \) is time invariant its effect on equation (19) is simply to pick out certain elements from \( \Sigma P_{t|T} \). The estimator of \( Q \) is

\[
\hat{Q} = T^{-1} \sum_{t=1}^{T} \{ n_{t|T} n_{t|T}' + P_{t|T} + T_t P_{t-1|T} T_t' - T_t P_{t-1|T} - P_{t-1|T} T_t \} \quad (21)
\]

where

\[
n_{t|T} = a_{t|T} - T_t a_{t-1|T} \quad t = 1, \ldots, T
\]

and

\[
P_{t-1|T} = E[ (a_t - \alpha_t)(a_{t-1|T} - \alpha_{t-1})' ] \quad t = 1, \ldots, T
\]

As Watson and Engle (1983) point out, a relatively straightforward way of computing \( P_{t-1|T} \) is to augment the state vector by the vector of lagged values, \( \alpha_{t-1} \). The matrix \( P_{t-1|T} \) then appears as the off-diagonal block of the \( P_{t|T} \) matrix of the augmented state vector.
For the specification of the initial state vector, \( a_0 \) and \( P_0 \) will, in general, be unknown. The simplest way to proceed is to set \( a_0 \) equal to some arbitrary vector, say \( a_0 = 0 \), and to let \( P_0 = \kappa I \), where \( \kappa \) is a large but finite number. If an information filter is used to compute the smoothed estimates of the \( \alpha_i \)'s the approximation involved in the use of the large \( \kappa \) device is avoided by the use of \( P_0^{-1} = 0 \).

The application of the EM algorithm to the basic structural model requires some modifications. All but the first three equations in the transition equation are identities, and the only unknown elements in \( Q \) are \( \sigma_{\alpha_i}^2, \sigma_{\alpha_i}^2 \) and \( \sigma_{\alpha_i}^2 \). Thus, in equation (3.17), \( n \) is three and \( Q \) is diagonal. Furthermore, because the only elements in \( \alpha_i \) which do not appear in \( \alpha_i \) are \( \beta_{t-1} \) and \( \gamma_{t-1} \), it is only necessary to augment \( \alpha_i \) by these three elements. Thus, the augmented state vector is an \((s + 4) \times 1\) vector defined by \( \alpha_i^\prime = (\alpha_i, \gamma_{t-s}, \mu_{t-1}, \beta_{t-1})^\prime \). Let \( n_{i,1:T} \) denote the \( i \)th element of \( n, t \) and define three vectors, \( d_1, d_2 \) and \( d_3 \) such that the first element of \( d_1 \) is one, the last two are both minus one and the remainder are zero, the second element of \( d_2 \) is one, the last is minus one and the remainder are zero, and all the elements in \( d_3 \) are unity apart from the first two and the last two, that is, \( d_1 = (1 0' -1 -1) \), \( d_2 = (0 1 0' -1) \) and \( d_3 = (0 0 1 ... 1 0 0') \). Then

\[
\eta_{i,1:T} = d_i a_i^\prime_{1:T} \quad i = 1, 2, 3, \quad t = 1, \ldots, T \tag{24}
\]

and

\[
\sigma_i^2 = T^{-1} \left\{ \sum_{t=1}^{T} n_{i,1:T}^2 + d_i^\prime \left[ \sum_{t=1}^{T} P_{i,1:T} \right] d_i \right\} \quad i = 1, 2, 3 \tag{25}
\]

where \( \sigma_1^2 = \sigma_{\alpha_i}^2, \sigma_2^2 = \sigma_{\alpha_i}^2 \) and \( \sigma_3^2 = \sigma_{\alpha_i}^2 \).

Three minor points may be made concerning the implementation of the algorithm. First, since \( n_{1,1:T} = 0 \), equation (3.25) can be written with a divisor of \( T - 1 \) and a summation running from \( t = 2 \) to \( T \). Second, if the Kalman filter reaches a steady state, considerable computational savings can be effected in the smoothing algorithm, because \( P_t \) is effectively time invariant. Third, if the variances of \( \eta_i, \gamma_i \) and \( \omega_i \) are expressed relative to \( \sigma_i^2 \), the latter may be concentrated out of the likelihood function, as in the prediction error decomposition methods.

Finally, note that the form of equations (3.19) and (3.25) is such that the estimates of the variances will always satisfy the non-negativity constraints. This is a reflection of the self-consistency property of the EM algorithm; see Efron (1982, Remark H).

**MAXIMUM LIKELIHOOD ESTIMATION IN THE FREQUENCY DOMAIN**

Consider the stationary form of the basic structural model, equation (7), and let \( T^* = T - s - 1 \). Let \( \lambda_j, j = 0, \ldots, T^* - 1 \), be equally spaced frequencies over the interval \([ -\pi, \pi]\), let \( f(\lambda_j) \) denote the spectral density of \( \Delta \Delta y_t \) at frequency \( \lambda_j \) and let \( I(\lambda_j) \) denote the corresponding periodogram (sample spectral density) ordinate. By making appropriate circularity assumptions for \( \Delta \Delta y_t \) it can be shown that the likelihood function can be written in the form

\[
\log L = -T^* \log 2\pi - \frac{1}{2} \sum_{j=0}^{T^* - 1} \log f(\lambda_j) - \frac{1}{2} \sum_{j=0}^{T^* - 1} \frac{I(\lambda_j)}{f(\lambda_j)} \tag{26}
\]

Since the circularity assumption cannot really be taken seriously in this context, equation (26) is best regarded as an approximation to one of the exact likelihood functions defined earlier.

The likelihood in equation (26) can be written in terms of the autocovariance-generating function, \( g(L) \), by noting that setting \( L = \exp(i\lambda_j) \) and dividing by \( 2\pi \) yields the spectral density
at $\lambda_j$, i.e.

$$f(\lambda_j) = (1/2\pi)g_j$$

where $g_j$ denotes $g(\exp(i\lambda_j))$. Substituting in equation (26) then gives

$$\log L = -\frac{T^*}{2} \log 2\pi - \frac{1}{2} \sum_{j=0}^{T^*-1} \log g_j - \frac{1}{2} \sum_{j=0}^{T^*-1} \frac{I(\lambda_j)}{g_j}$$

(28)

The autocovariance-generating function for the basic structural model is

$$g(L) = (1 - L^{-1})(1 - L^{-1})\sigma^2 + \frac{(1 - L^{-1})(1 - L^{-1})}{(1 - L)(1 - L^{-1})} \sigma^2$$

$$+ (1 - L)^2(1 - L^{-1})^2\sigma^2 + (1 - L)(1 - L^{-1})(1 - L^{-1})\sigma^2$$

(29)

and setting $L = \exp(i\lambda_j)$ yields

$$g_j = 2(1 - \cos \lambda_j)\sigma^2 + \frac{(1 - \cos \lambda_j)}{1 - \cos \lambda_j} \sigma^2 + (6 - 8 \cos \lambda_j)$$

$$+ 2 \cos 2\lambda_j)\sigma^2 + 4(1 - \cos \lambda_j)(1 - \cos \lambda_j)\sigma^2$$

(30)

Note that since $\Delta j/\Delta = S(L)$, the term involving $\sigma^2$ can also be expressed as

$$(1 - \cos \lambda_j)/(1 - \cos \lambda_j) = s + 2 \sum_{h=1}^{s-h} (s - h) \cos \lambda_j h$$

(31)

The right-hand side of equation (31) can be used to evaluate the left-hand side when $\lambda_j = 0$.

As in the time domain, one of the parameters, usually $\sigma^2$ or $\sigma_j^2$, may be concentrated out of the likelihood function. If this parameter is, say, $\sigma^2$, then $g(L) = \sigma^2 \hat{g}_e(L)$, and following Nerlove et al. (1979, 135) we have

$$\sigma^2 = (2\pi/T^*) \sum_j I(\lambda_j)/\hat{g}_j$$

(32)

Expression for the first and second derivatives of the frequency domain likelihood are derived in Appendix 1. A large sample approximation to the information matrix has as its $ith$ element

$$\frac{1}{2} \sum_j \frac{\partial g_j}{\partial \psi_i} \frac{\partial g_j}{\partial \psi_h}$$

(33)

where $\psi_i$ denotes a typical element in the parameter vector $\psi$. (In the basic structural model $\psi$ consists of $\sigma^2$, $\sigma_j^2$, $\sigma_k^2$, and $\sigma_z^2$.) Since equation (33) depends only on first derivatives a scoring algorithm is an attractive proposition. However, in the results reported in the next section we used the same general Gill–Murray–Pitfield algorithm as was used for computing the time domain ML estimators.

It is important to note that each periodogram ordinate, $I(\lambda_j)$ need be calculated only once, rather than at each iteration of a numerical optimization procedure. Furthermore, the same values can be used in the estimation of different models. In calculating the periodogram ordinates it pays to make use of various trigonometric identities. This was done in the calculations reported below. For moderate and large sample sizes considerable further saving can be made by breaking down the computation of the periodogram ordinates into several parts; see Priestley (1981, 575–7). Since our computations were primarily for short time series this option was not used.

Nerlove et al. (1979) made considerable use of frequency domain ML estimation in
estimating unobserved components ARIMA models. They found it to be much more efficient and reliable than estimating the models in the time domain via a reduced-form ARMA model. However, they did not consider time domain methods based on the Kalman filter.

ASYMPTOTIC THEORY

The asymptotic properties of the ML estimators of structural models can be determined most easily in the frequency domain. The relevant results are given by Walker (1964) and are summarized in Hannan (1970, 395–8). They relate to a stationary Gaussian process with a continuous spectral density, \( f(\lambda) \) in \( [-\pi, \pi] \) which is nowhere zero in that range. The spectral density is assumed to depend on a set of \( n \) unknown parameters which are contained in a vector \( \psi \). It is shown that:

1. \( \hat{\psi} \), the ML estimator, converges in probability to \( \psi \);
2. Under the assumptions of continuity for the derivatives up to order three w.r.t. \( \psi \) of the function \( l/g(L) \) in the neighbourhood of the true parameter value, \( \psi_0 \), and assuming that the parameters \( \theta \), in the MA representation of a stationary process

\[
\omega_t = \sum_{r=0}^{\infty} \theta_r \xi_{t-r}, \quad \xi_t \sim \text{NID}(0, \sigma^2)
\]

are such that

\[
\sum_{t=0}^{\infty} |\theta_t| < \infty
\]

the vector \( T(\hat{\psi} - \psi_0) \) has a limiting distribution with zero mean vector and covariance matrix \( IA^{-1}(\psi) \), where the \( j \)th element of \( IA(\psi) \) is:

\[
\frac{1}{4\pi} \int_{-\pi}^{\pi} \left[ \frac{\partial \log g(e^{i\lambda})}{\partial \psi_i} \right] \left[ \frac{\partial \log g(e^{i\lambda})}{\partial \psi_j} \right] d\lambda
\]

evaluated at \( \psi_0 \). (It is assumed that \( IA \) is non-singular, that is, the model is identifiable.)

In the case of the basic structural model, \( f(\lambda) \) is proportional to the expression given in equation (30). The conditions for \( f(\lambda) \) to be everywhere non-zero in the range \( [-\pi, \pi] \) are that \( \sigma^2 = \sigma^2_t \) and \( \sigma^2_s \) should be strictly positive. This can be seen by first considering \( \lambda_j = 0 \). In this case all the components of equation (30) are zero except for the term involving \( \sigma^2_t \). Similarly, for the seasonal frequencies, \( \lambda_j = 2\pi j/s, j = 1, \ldots, s/2 \), all the terms disappear except for the one involving \( \sigma^2_s \). The conditions \( \sigma^2_t > 0 \) and \( \sigma^2_s > 0 \) are also sufficient to ensure the continuity of the derivatives of \( 1/g(L) \).

The following points should be noted:

1. The frequency domain likelihood function for the basic structural model is unbounded if either \( \sigma^2_t = 0 \) or \( \sigma^2_s = 0 \). The exact time domain likelihood is not unbounded at this point, and therefore estimates of \( \sigma^2_t \) and \( \sigma^2_s \) equal to zero can arise in practice. In fact, the result in the next section show that it is not unusual for this to happen. The situation parallels that which occurs in MA models. For example with an MA(1) model,

\[
y_t = \xi_t + \theta_1 \xi_{t-1}, \quad \xi_t \sim \text{NID}(0, \sigma^2)
\]

the usual asymptotic theory is not valid when the model is strictly non-invertible, i.e. when \( |\theta| = 1 \). Furthermore, when \( |\theta| < 1 \), there is a finite probability that the ML estimator of
θ will be exactly equal to plus or minus one; see Sargan and Bhargava (1983) and Cryer and Ledolter (1981). In the very simple random walk plus noise structural model

\[ y_t = \eta_t + \epsilon_t, \quad \epsilon_t \sim \text{NID}(0, \sigma^2) \] (38a)

\[ \mu_t = \mu_{t-1} + \eta_t, \quad \eta_t \sim \text{NID}(0, \sigma^2) \] (38b)

the condition for \( f(\lambda) \) to be everywhere non-zero is that \( \sigma^2 > 0 \). The reduced form of equation (38) is an ARIMA \((0, 1, 1)\) model with \(-1 \leq \theta \leq 0\), and \( \theta = -1 \) when \( \sigma^2 = 0 \).

(2) The information matrix can be approximated by equation (33) in finite samples.

(3) Likelihood ratio, Lagrange multiplier and Wald tests of a null hypothesis in which either, or both, of the parameters \( \sigma^2 \) and \( \alpha \) are set equal to zero cannot be based on the usual asymptotic theory. Tests can, however, be constructed using the principle of a most powerful invariant test; see Franzini and Harvey (1983).

(4) The situation with regard to testing hypothesis in which either \( \sigma^2 \) or \( \theta \) is equal to zero is somewhat different. A likelihood ratio test can be employed here provided that account is taken of the fact that values of \( \sigma^2 \) or \( \alpha \) equal to zero lie on the boundary of the parameter space; see Chernoff (1954). Thus, if, for example, \( \sigma^2 = 0 \) under the null hypothesis, the distribution of the likelihood ratio statistic is a mixture of a \( \chi^2 \) distribution and a value of zero, both with a probability of one-half. The Wald statistic has a similar distribution, while the Lagrange multiplier statistic is \( \chi^2 \) as usual. However, a more powerful one-sided LM test based on an asymptotic normal distribution can also be constructed. The formulation of LM tests in the frequency domain is described in Harvey and Hotta (1982).

(5) For the basic structural model, having \( \sigma^2 > 0 \) and \( \alpha > 0 \) strictly positive is necessary and sufficient for the model to be detectable and stabilizable; compare the conditions needed for the asymptotic theory to go through in the time domain as discussed in Pagan (1980).

(6) The identifiability of the basic structural model can be demonstrated by deriving the autocovariance function for the stationary process, \( \Delta \Delta \gamma_t \), of equation (7); see Harvey and Todd (1983, 201) for \( s = 4 \). In general, there are \( s + 2 \) equations in four unknowns and consistent estimators of the four unknown parameters can be obtained by solving four of these. (There is more than one way of selecting the four equations). See also de Jong (1984).

ESTIMATION RESULTS WITH REAL AND SIMULATED DATA

This section reports the results of applying the various ML estimation procedures to various data sets. The aim was to obtain some insight into the properties, both with regard to the values of the estimates produced and the time required to compute them. Table 1 shows the results. The first series is the well-known airline passenger series—see, for example, Box and Jenkins (1976, 531)—aggregated to give 48 quarterly observations. The first 40 were used to estimate the model and the last eight were retained for post-sample prediction. The remaining six series are the quarterly UK macroeconomic time series used in the study by Harvey and Todd (1983). These each consist of 37 observations from 1957/3 to 1966/3, with the next eight observations used for post-sample predictive testing.

Estimation procedures

Estimates of the unknown parameters in the basic structural model were computed by five ML procedures.
(1) TD—The time domain prediction error decomposition form of the likelihood function, equation (10), maximizing using the variable metric Gill–Murray–Pitfield algorithm, EO4JBF in the NAG library.

(2) EM—The EM algorithm, modified by incorporating a line search procedure into it. This was found to be essential, since otherwise the EM algorithm was very slow indeed. The stopping criterion used was $L^* - L^t < 10^{-7}$, where $L^t$ is the 'likelihood' function obtained using the parameters when the EM is called and $L^*$ is the corresponding function obtained from the first line search.

(3) EM*—As (2) but with a stopping value criterion based on the estimate of the one-step-ahead prediction error variance, $\hat{\sigma}^2$ (see the sub-section below). The algorithm stopped when $(\hat{\sigma}^2 - \hat{\sigma}^2)/\sigma^2 < 10^{-4}$, where $\hat{\sigma}^2$ is the prediction error variance from the EM algorithm and $\sigma^2$ is the corresponding quantity from the first line search.

(4) FD—The frequency domain likelihood, equation (28), maximized using the Gill–Murray – Pitfield algorithm.

The computations were carried out on the University of London CDC 7600 and Cray machines. There were some differences between the two machines with respect to timings but the general picture was the same in both cases.

For all estimation procedures, $\sigma^2$ was concentrated out of the likelihood function and the iterations were started off with the relative variances of $\sigma^2$, $\sigma^2$, and $\sigma^2$ all set at unity.

Prediction error variance and post-sample predictions

The prediction error variance, $\hat{\sigma}^2$, can be estimated from the Kalman filter as $\hat{\sigma}^2 = f_r$, or $\hat{\sigma}^2 f_r$ if $\sigma^2$ is concentrated out of the likelihood function; see also Harvey and Todd (1983). Of course, $\sigma^2$ is the variance of the disturbances in the reduced form ARIMA model; see the discussion in Harvey (1981b). Hence $\hat{\sigma}^2$ corresponds to a standard measure of goodness of fit.

The prediction error variance can also be estimated in the frequency domain. If $\sigma^2$ is concentrated out of the likelihood function, the appropriate formula is

$$\hat{\sigma}^2 = \sigma^2 \exp \left[ \frac{1}{T^*} \sum_{j=0}^{T^*} \log g_j \right]$$

where $\sigma^2$ is defined by equation (32). Expression (39) can be obtained as a simple transformation of the maximized frequency domain likelihood function.

For all the estimation procedures considered, the likelihood surfaces are relatively flat for small samples. Hence differences between estimates of the unknown parameters are likely to be the exception rather than the rule. In order to assess the practical importance of these differences it is helpful to look at the predictions obtained in a post-sample period. We therefore calculated the sum of squares of one-step-ahead post-sample prediction errors and the sum of squares of the prediction errors from the unconditional predictions. Both quantities are presented in Table 1 divided by the number of post-sample observations.

Results

(1) The EM* algorithm gives similar results to the EM algorithm in most cases, but it usually required less iterations. In some cases this difference was quite significant, with EM taking ten or twenty times as long as EM*. In other cases the time was the same.

(2) There are some differences in the estimates obtained by the TD and FD procedures. In particular, the FD procedure always yields positive estimates $\sigma^2$. As observed, this is because the FD likelihood function becomes unbounded if $\sigma^2$ is zero. Similarly, $\sigma^2$ is always positive for FD.
Table 1. Quarterly airline data and UK macroeconomic time series

<table>
<thead>
<tr>
<th>Series</th>
<th>Estimation procedure</th>
<th>Parameter values</th>
<th>Average post-sample SS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\sigma_i^2$</td>
<td>$\sigma_i^2$</td>
</tr>
<tr>
<td>Airline</td>
<td>TD</td>
<td>66</td>
<td>0.39</td>
</tr>
<tr>
<td>(all estimates $\times 10^5$)</td>
<td>EM</td>
<td>103</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>EM*</td>
<td>48</td>
<td>8.43</td>
</tr>
<tr>
<td></td>
<td>FD</td>
<td>83</td>
<td>0.30</td>
</tr>
<tr>
<td>Consumer durables</td>
<td>TD</td>
<td>408</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>413</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM*</td>
<td>427</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>FD</td>
<td>310</td>
<td>4.76</td>
</tr>
<tr>
<td>Other expenditure</td>
<td>TD</td>
<td>306</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>305</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM*</td>
<td>299</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>FD</td>
<td>243</td>
<td>0.19</td>
</tr>
<tr>
<td>Investment</td>
<td>TD</td>
<td>1392</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>1389</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM*</td>
<td>1393</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>FD</td>
<td>1240</td>
<td>4.19</td>
</tr>
<tr>
<td>Inventory investment</td>
<td>TD</td>
<td>1204</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>1204</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM*</td>
<td>1191</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>FD</td>
<td>1149</td>
<td>1.40</td>
</tr>
<tr>
<td>Imports</td>
<td>TD</td>
<td>880</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>880</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM*</td>
<td>882</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>FD</td>
<td>885</td>
<td>0.62</td>
</tr>
<tr>
<td>GDP</td>
<td>TD</td>
<td>3375</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>3593</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>EM*</td>
<td>3594</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>FD</td>
<td>2966</td>
<td>2.35</td>
</tr>
</tbody>
</table>

*A zero entry for $\sigma_i^2$ indicates a value less than 0.005. A zero entry for any other parameter indicates a value less than 0.5.

For the macroeconomic series, the estimates of the slope variance, $\sigma_i^2$, are typically very close to zero, and in the case of TD estimation are often exactly equal to zero. A constant slope appears to be a fairly general feature for macroeconomic series of real, as opposed to monetary, variables. Much of the difference between TD and FD estimates arises because the FD estimates of $\theta_t$ must be positive. Had the slope been constrained to be zero, the estimates of the remaining parameters would have been much closer.

(3) Computing times for the TD and FD procedures have not been given because of the different performance likely to be encountered on different machines. However, on the machines we used, the FD method was generally considerably faster than the TD method, with one function evaluation of TD taking anything between five and ten times as long as an FD function evaluation for a sample of size 50. The time taken to compute the
periodogram was typically about one-tenth of that required to maximize the TD likelihood functions. Since there was no indication of TD requiring fewer iterations than FD, the computational advantage appears to rest firmly with FD.

(4) The estimates obtained by the two EM algorithms are fairly close to the TD estimates in most cases.

(5) One function evaluation for EM or EM* takes roughly two or three times as long as for TD. Furthermore, the smoothing algorithm has certain storage requirements. There is therefore only a good case for using the EM algorithm if it can be shown to converge in a relatively small number of iterations. Our results seem to indicate that the EM* algorithm does converge faster than TD, but the convergence is not rapid enough to yield an algorithm which is faster than TD by an order of magnitude. Furthermore, it is quite clear that FD is faster than EM* overall, being from two to ten times as quick.

We had hoped, following the experience of Watson and Engle (1983), that the EM algorithm would yield estimates in the vicinity of the ML estimates in a relatively small number of iterations. Such estimates would be useful as starting values for direct maximization of the likelihood function. However, for our model this did not appear to be the case.

(6) For the series examined here, the estimates of $\sigma^2_\tau$ tend to dominate those of $\sigma^2_\omega$. Furthermore, the estimates of $\sigma^2_\omega$ are sometimes close to zero, as, for example, in the airline data. As a general rule, therefore, it may be preferable to concentrate $\sigma^2_\tau$, rather than $\sigma^2_\omega$, out the likelihood function.

(7) Asymptotic standard errors for the estimates of the variance parameters were computed from the inverse of equation (33). Since the sample sizes are rather small, the standard errors are relatively large and it is not clear to what extent they are an accurate reflection of the true standard errors. In order to give some idea of the order of magnitude of the estimated standard errors we present the values we computed for inventory investment and imports in Table 2.

If $\sigma^2_\tau$ is zero, the asymptotic theory does not apply. When the estimate of $\sigma^2_\tau$ was zero the standard errors for the other parameters were computed by setting $\sigma^2_\tau$ equal to $10^{-10}$ in expression (33). The standard errors computed in this way were found to be close to those computed by numerically evaluating the Hessian of the time domain likelihood under the assumption that $\sigma^2_\tau$ was fixed. These numerical standard errors are shown in parentheses in Table 2 under the estimated standard errors for the time domain (TD) estimates.

<table>
<thead>
<tr>
<th>Series</th>
<th>Estimation procedure</th>
<th>$\sigma^2_\tau$</th>
<th>$\sigma^2_\omega$</th>
<th>$\sigma^2_\omega$</th>
<th>$\sigma^2_\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inventory investment</td>
<td>TD</td>
<td>514</td>
<td>673</td>
<td>—</td>
<td>123</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(492)</td>
<td>(559)</td>
<td>(155)</td>
<td></td>
</tr>
<tr>
<td>Imports</td>
<td>FD</td>
<td>619</td>
<td>1005</td>
<td>65</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>TD</td>
<td>264</td>
<td>472</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(248)</td>
<td>(446)</td>
<td>(9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FD</td>
<td>345</td>
<td>686</td>
<td>47</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 2. Estimated asymptotic standard errors for inventory investment and imports
Conclusions

The estimates obtained by the TD and FD methods are comparable, and even when the actual values are not very close the forecasting performance is similar. The differences which do arise may be a reflection of the properties of exact as opposed to approximate ML estimators rather than of the difference between time and frequency domain estimators. Thus the use of a steady-state Kalman filter in the time domain may give estimates closer to those obtained in the frequency domain; compare the situation for ARMA models with exact ML, conditional sum of squares and frequency domain estimators.

Despite the necessary caveats concerning program structure and machine dependency it does appear that the FD method is computationally faster than TD. Furthermore, our results are based on quarterly observations, and with monthly observations the balance may swing even further to the frequency domain method. Against this there is an argument that the Kalman filter could be speeded up considerably by switching over to steady-state recursions at a suitable point. Of course, one possibility is to compute estimates by the FD method and then use these as starting values in TD.

The EM algorithm was not as fast as we had hoped, even given the modifications such as line searches and prediction error variance stopping rules which we introduced into it. It is slower than FD, and although EM* appears to be faster than TD it is not significantly so. This might seem to contradict the findings of Watson and Engle (1983), but we note that their model was a multivariate one with a relatively large number of parameters. It may well be that the EM algorithm becomes relatively more attractive in such cases.

EXPLANATORY VARIABLES

The basic structural model may be extended by the introduction of explanatory variables. For a single explanatory variable this yields

\[ y_t = \mu_t + \gamma_t + \delta(L)x_t + \varepsilon_t \quad (40) \]

where \( \delta(L) \) is the polynomial in the lag operator,

\[ \delta(L) = \delta_0 + \delta_1 L + \cdots + \delta_m L^m \quad (41) \]

Estimation in the time domain can be carried out by letting the lag coefficients be part of the state vector as in Harvey and Phillips (1979). Alternatively, the GLS method of Wecker and Ansley (1983) may be used. The attraction of the first method is that it can be readily adapted to handle the case when the \( \delta_0 \)'s are time varying. Note that in both cases the \( \delta \)'s are effectively concentrated out of the likelihood function when they are time invariant. Thus numerical optimisation is only carried out with respect to the variance parameters of the basic structural model.

In the frequency domain, the likelihood function for equation (40) is of the form (28), but with the periodogram defined by

\[ I(\lambda_j) = \frac{1}{2\pi T^*} \left| \sum_{t=1}^{T} \Delta \Delta x_t \exp(-i\lambda_j t) - \delta(\exp(-i\lambda_j)) \sum_j \Delta \Delta x_t \exp(-i\lambda_j t) \right|^2 \quad (42) \]

Let \( I(\lambda_j) \), \( I_x(\lambda_j) \) and \( I_{xy}(\lambda_j) \) denote the periodograms of \( \Delta \Delta x_t \) and \( \Delta \Delta x_t \) and the cross periodogram, respectively. Then

\[ I(\lambda_j) = I_x(\lambda_j) - 2\delta^* \text{Re}\{e_j I_{xy}(\lambda_j)\} + \delta^* e_j \delta I_x(\lambda_j) \quad (43) \]
where \( \delta = (\delta_0, \ldots, \delta_m)' \) and \( \epsilon_j \) is an \((m+1) \times 1\) vector with \( \exp(-\lambda_j(h-1)) \) in the \( h \)th position. For given values of the parameters in \( g(.) \), differentiating equation (43) and setting to zero gives

\[
\delta = \left[ \sum_j e_j I_j(\lambda_j) \right]^{-1} \sum_j \frac{1}{g_j} \text{Re}\{e_j I_j(\lambda_j)\} \tag{44}
\]

compare Fishman (1969, 154). Substituting \( \delta \) in equation (43) therefore enables \( \delta \) to be concentrated out of the likelihood function. Note that the periodograms and cross-periodograms need be calculated only once, even if the specification of the lag length is changed.

All the above methods can be applied when there are several explanatory variables or the lag structure is modelled by an Almon polynomial distributed lag.

Lagged dependent variables can also be brought into the model. Thus

\[
Y_i = \mu_i + \gamma_i + \sum_{h=0}^{m} \delta_h X_{i-h} + \epsilon_i \tag{45}
\]

with \( \phi_0 = 1 \). The time domain method can again be used with \( \phi_1, \ldots, \phi_t \) added to the state vector. The \( \phi_i \)'s can also be allowed to be time varying even though stochastic time variation makes the model non-linear; see Anderson and Moore (1979; 43–4) and Liptser and Shiryayev (1978, 62). When the \( \phi_i \)'s and \( \delta_i \)'s are time invariant the frequency domain method can be applied using methods similar to those described above. An application involving explanatory variables may be found in Harvey et al. (1986).

NEW DEVELOPMENTS

The results reported above were computed several years ago on a University of London mainframe computer. The programs for computing time domain and frequency domain ML estimators have now been successfully adapted for use on an IBM personal computer, and a menu-driven program for estimating models for univariate time series, with and without explanatory variables, has been written. Frequency domain estimates may be computed by the method of scoring, which is generally very rapid. The TD estimates are computed by a quasi-Newton algorithm, with starting values normally obtained from the FD scoring algorithm. Once estimated, the model may be subjected to diagnostic checking, and smoothed estimates and predictions may be made and graphed.

The PC program is known as STAMP, that is, Structural Time series Analyser, Modeller and Predictor. Further details may be obtained by writing to the first author.

APPENDIX 1: DERIVATIVES FOR THE FREQUENCY DOMAIN ESTIMATOR

Let \( \psi_i \) be a typical parameter in a structural model. Differentiating equation (28) with respect to \( \psi_i \) gives

\[
\frac{\partial \log L}{\partial \psi_i} = -\frac{1}{2} \sum_j \frac{1}{g_j} \frac{\partial g_j}{\partial \psi_i} + \pi \sum_j \frac{I_j}{g_j} \frac{\partial g_j}{\partial \psi_i} = \frac{1}{2} \sum_j \left[ 2\pi \frac{1}{g_j} - 1 \right] \frac{1}{g_j} \frac{\partial g_j}{\partial \psi_i} \tag{A1.1}
\]

where \( g = g_j \) and the summations run from \( j = 0 \) to \( T^* - 1 \). Differentiating with respect to a second parameter \( \psi_h \) gives

\[
\frac{\partial^2 \log L}{\partial \psi_i \partial \psi_h} = \sum_j \left[ 2\pi \frac{1}{g_j} - 1 \right] \left[ \frac{1}{2g_j} \right] \frac{\partial^2 g_j}{\partial \psi_i \partial \psi_h} - 2 \sum_j \left[ 4\pi \frac{1}{g_j} - 1 \right] \left[ \frac{1}{2g_j} \right]^2 \frac{\partial g_j}{\partial \psi_i} \frac{\partial g_j}{\partial \psi_h} \tag{A1.2}
\]
The derivatives of $g$ will normally be quite easy to obtain. For example, in the case of equation (30) they can be written down immediately.

Second derivatives of $g$ are more complicated. However, if expectations are taken in equation (A1.2) the first term effectively disappears if the sample size is reasonably large as

$$\lim_{T \to \infty} E[ I(\lambda_T)] = g'/2\pi$$

This leaves equation (33) as an estimate of the $i$th element of the information matrix, cf. Whittle (1954, p. 214).

APPENDIX 2: COMPARISON OF LIKELIHOOD FUNCTIONS

Consider a state space model of the form (8), with $k \leq m$ non-stationary elements in the state vector. Let $\gamma_r$ denote the $k \times 1$ vector containing these non-stationary elements. The model can be written conditional on $\gamma_r$ at any particular point in time, $t = \tau$. This can include values of $t$ outside the range 1 to $T$. Thus

$$y = \bar{x}_r \gamma_r + w_r$$

where $y$ is the $T \times 1$ vector $(y_1, ..., y_T)'$, $\bar{x}_r$ is a $T \times k$ matrix of fixed values and $w_r$ is a $T \times 1$ vector of disturbances with mean zero and covariance matrix $\Omega_r$; cf. equation (15). The subscripts on $\bar{x}_r$, $\Omega_r$ and $w_r$ stress their dependence on the chosen value of $\tau$.

Let $\hat{\gamma}_r$ be the GLS estimator of $\gamma_r$, conditional on the other parameters in the model. The general result to be proved is that, for all $\tau$,

$$(y - \bar{x}_r \hat{\gamma}_r)' \Omega_r^{-1} (y - \bar{x}_r \hat{\gamma}_r) = \sum_{t=k+1}^{T} \nu_t^2/f_t$$

where $\nu_t$ is the one-step-ahead prediction error obtained by applying the Kalman filter to equation (8) with starting values constructed from the first $k$ observations (diffuse prior) and $f_t$ is its variance; compare the final term in equation (10).

Given that $\Omega_r$ is a p.d. matrix there exists a lower triangular matrix, $L_r$, with positive diagonal elements such that

$$L_r \Omega_r = \Omega_r^{-1}$$

Multiplying equation (A2.1) through by $L_r$ yields a transformed regression model in which the disturbances have a scalar covariance matrix. Estimating $\gamma_r$ in this model by recursive least squares yields a set of ‘recursive residuals’, denoted by $\tilde{\nu}_t$, $t = k + 1, ..., T$ and it may be shown that

$$\sum_{t=k+1}^{T} \tilde{\nu}_t^2 = (L_r y - L_r \bar{x}_r \hat{\gamma}_r)' (L_r y - L_r \bar{x}_r \hat{\gamma}_r) = (y - \bar{x}_r \hat{\gamma}_r)' \Omega_r^{-1} (y - \bar{x}_r \hat{\gamma}_r)$$

cf. Brown et al. (1975)

The $t$th recursive residual in the transformed model will be equal to a fixed quantity multiplied by the prediction error

$$\tilde{\nu}_t = \hat{\nu}_t - \tilde{\nu}_t \quad t$$

where $\hat{\gamma}_r$ and $\bar{x}_r$ are the $t$th set of transformed variables and $\hat{\nu}_{t-1}$ is the MMSE of $\tilde{\nu}_t$ based on the first $t - 1$ transformed observations. However, in view of the lower triangular nature of $L_r$, $\hat{\nu}_{t-1}$ depends only on the first $t - 1$ untransformed observations while $\tilde{\nu}_t$ is equal to $\nu_t$.
multiplied by the \( t \)th diagonal element of \( L \), which is fixed, plus a linear combination of \((y_{t-1}, \ldots, y_t)\). Therefore the prediction error for the original observation \( y_t \), given \((y_{t-1}, \ldots, y_t)\), is

\[
v_t^* = y_t - g_t(y_{t-1}, \ldots, y_t) \quad t = k + 1, \ldots, T
\]

(A2.6)

where \( g_t(y_{t-1}, \ldots, y_t) \) is a linear function of \((y_{t-1}, \ldots, y_t)\). Now \( g_t(y_{t-1}, \ldots, y_t) \) must be the MMSE of \( y_t \) based on \((y_{t-1}, \ldots, y_t)\) since if it were not it would be possible to construct a better estimator of \( y_t \) than the one implied by equation (A2.5). Since \( g_t(y_{t-1}, \ldots, y_t) \) is the MMSE of \( y_t \) given \((y_{t-1}, \ldots, y_t)\), its values must be independent of the choice of \( T \). Therefore the recursive residuals in the transformed system must be identical for all values of \( T \), and so it follows from equation (A2.4) that the generalized residual sum of squares does not depend on \( T \).

Consider the prediction errors

\[
v_t = y_t - \hat{y}_{t-1} \quad t = k + 1, \ldots, T
\]

(A2.7)

obtained from the Kalman filter with starting values constructed from the first \( k \) observations as in method (1a). The quantity \( \hat{y}_{t-1} \) is the MMSE of \( y_t \) and so it must be identical to \( g_t(y_{t-1}, \ldots, y_t) \). Therefore \( v_t = v_t^* \) is equal to the \( t \)th recursive residual multiplied by a fixed quantity, it follows that when the \( v_t \)'s are standardized they will be identically equal to the recursive residuals in the transformed system, i.e.

\[
\tilde{v}_t = v_t / s_t^{1/2} \quad t = k + 1, \ldots, T
\]

(A2.8)

Taking equations (A2.1) and (A2.8) together proves the result in equation (A2.2)
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NOTES

1. It is interesting to note that if \( Q = 0, \sum P_{1:T} = \sigma_e^2 (\sum z_i z_i')^{-1} \). Since \( \sum [z_i (\sum z_i z_i') z_i] = n \), it follows that if \( Q = 0 \), the ML estimator of \( \sigma_e^2 \) is

\[
\hat{\sigma}_e^2 = (T - n)^{-1} \sum e_i^2
\]

where \( e_i \) is the \( i \)th OLS residual from a regression of \( y_i \) on \( z_i \). The reason for obtaining the unbiased estimator of \( \sigma_e^2 \), rather than the usual biased estimator, is that \( \sigma_0 \) is regarded as being a random variable.

2. De Jong (1984) has recently shown that an asymptotically efficient two-step estimator may be constructed by a two-step frequency domain regression. This estimator is equivalent to carrying out one iteration of the method of scoring starting from consistent estimates.

3. However, note that the coefficient of \( \sigma_e^2 \) in the expression for \( \gamma(0) \) should be 6, not 4.

4. Note that \( f_T \) will be greater than or equal to the steady-state value \( f \). However, unless the sample size is very small, \( f_T \) and \( f \) are very close.
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