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Finite dimensionality of functional data
DEFINITION: Xt(·) is d-dimensional if Cov{Xt(u), Xt(v)} has exactly
d non-zero eigenvalues, i.e.

Xt(u)− µ(u) =
d∑

j=1

ξtjϕj(u), t = 1, . . . , n,

where ϕj(·) are eigenfunctions of Cov{Xt(u), Xt(v)}.

Task: Estimate d and M = span{ϕ1(·), · · · , ϕd (·)}.

Simple if we see Xt(·); eigenelements of Ĉov{Xt(u), Xt(v)} are
consistent for eigenelements of Cov{Xt(u), Xt(v)}.

In practice we see
Yt(u) = Xt(u) + εt(u),

=⇒ Cov{Yt(u), Yt(v)} 6= Cov{Xt(u), Xt(v)}.
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Characterizing M via serial dependence

Recall Yt(·) = Xt(·) + εt(·). If Xt(·) is a time series and εt(·) is white
noise uncorrelated with Xt(·), then

Cov{Yt(u), Yt+k (v)} = Cov{Xt(u), Xt+k (v)}, k ≥ 1.

Under some identifiability conditions, Cov{Yt(u), Yt+k (v)} has
d non-zero eigenvalues and it’s eigenfunctions span M.

Can overcome difficulties faced by traditional FPCA in estimating d
and M by using Ĉov{Yt(u), Yt+k (v)} rather than Ĉov{Yt(u), Yt(v)}.
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Outline

I Methodology
I Using dependence for dimension reduction
I Practical implementation - duality
I Testing hypothesis about d - white noise test

I Asymptotic results
I Numerical results

I Monte Carlo
I IBM densities
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