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Statistical Motivation

Given Xq1,...,X,: px 1,iid. EX; =0, VarX; = X.

N

Y =151 XX/

“n

For any matrix M = ||mjj|,
Bi(M) = [ImyL(li = jI < K)I[-

[IM[| = maX%{XT/\//T/\//X . |X] = 1} = Operator norm.



Basic Property of || - ||

o [|ABI| < [IAlllIB]]-
e Given A, B, symmetric ||A, — By|| — 0,
suppose A1(Bn) > Aa(Bn) > -+ > M(Bn) > Ak+1(Bn),
and define A;(A,) analogously.
Suppose Aj+1(Bn) < Aj(Bn) — A, 1< j < k.
Dimension B, arbitrary, k, /A > 0 fixed.
Then,
a) [Xi(An) = X(Ba)| = O(A~UD||A, — Ball);
b) If Eja respectively Ejg is projection operator onto eigenspace

corresponding to Aj, then

||Eja = Eisll = O(A™[|Ay — Byl))-



B-L (2006) Main Result I

Banded estimator : . N
Yip(inJ) =2p(i,J) - 1(]i = j| < k).

Let
U(EO,(M, C) = {Z :0< g0 < /\m;n():) < Amax():) < ]./E()7
max il i —Jj| >k} < Ck=® forall k>0}.
96 Sl 11—l > k) < > 0}

Theorem 1

1
If X is Gaussian and k, < (n~!logp) 21, then, uniformly on ¥ € U(eo, o, C),

1£40.0 = Zpll = Op ((n 7 log p) ) = |£;2, - 5,7

The banded estimator and its inverse are consistent if "’% — 0.

® A\min > €0 not needed if only convergence in || - || to X is needed.

e Cai, Zhang and Zhou (2008, Ann. Stat. submission) show that rates can be

improved if banding is replaced by tapering.



A conjecture

Theorem 1 holds equally well if U is replaced by
U™ ={3:0 < 20 < Anin(T) < Aman(T) < 557,
max Gl |i—j| > kY < Ck‘O‘,Vk},
ax {3 _lo7] )i = jl = k} <

J
where

= lo Yl

Conjecture

Approximation of ¥ by banded matrices and approximation of ¥ !

by banded matrices are equivalent.



Operator formulation

e |dentify linear operator T : {5 — {5 by

T = [[tilli>1>1,
Tx = {Ztg}g:iZl}, x € ly.
j

e Assume: T is bounded in operator norm.
BO ={T : tj =0,V|i —j| > k}, (banded operator of order
k);
BO =, BOx;

BDO = Closure of BO in operator norm.



Conjecture Resolved

Theorem

(Since BDO is a C* algebra) BDO is closed under inversion. If
A € BDO and A~! is bounded then A~! € BDO.
(M. Lindner: Infinite Matrices and Their Finite Sections, Frontiers

in Mathematics, Birkhduser (2006))



Approximation Theorems (B and Lindner)

Let A € BO, be Hermitian positive definite, m™1 = ||A7}],
M = ||A||. Then, for all n

M — m\ n+1 1 /K —1\n+1
) <K+1) ’

o 1
dist(A~, BOm) < —( —

where

dist(M, L) = inf {||[M — M'|| : M" € L}.



Approximation Theorems

For arbitrary A € BDO, let ||A||~! = m™! < .
If 6y = diSt(A, BOk), 0k < %, then

2 \2 n+1
dist (A, BOsni) < 22Kk 4 () <(K") 1) :

m? M+25k

where oy = 7, KiE = ax (K £ 28),

Theorem 2 = conjecture theorem.




Idea of Proof

i) If Ais Hermitian, p.d., v = %w then ||[vA — ]| < 1;
i) ATt = AT = (=AY

iii) A7t = [ATA]7AT.

AND

e BDO is closed under A — AT, (A, B) — AB,
(A,B) - A+ B.



Stmilar Results for Wiener Norm
IMllw =220 Imil, mic = max{|my| : i — j| = k}.
Theorem (Lindner, 2006)

If W is the closure of BO in Wiener norm, then W is closed under

inversion.

This generalizes:

Theorem (N. Wiener)

Iff—z _ fe27”fw, Yo lfil <o, f#0,
then 1 = Do o 4™ S dj| < oo



Connection with Probability Theory

If X : /0y — r symmetric p.d., 3X1, X5, ..., X,, ... Gaussian
EX; =0, > 1, X = ||cov(Xi, Xj)||-

Definition
X is regular iff

ﬂB()g-l-lv)(j-l-% 00 ) = {¢7 Q}
J



Theorem (lbragimov and Linnik)

Suppose X is stationary: X = ||p(i —j)||, p symmetric.
f(t) =Y, p(k)e® k. Suppose |f|oo < M < o0,
!HOO < m~! < oo, then X (Gaussian) is regular.

|lgloo = esssupjy<1 lg(t)]-



Connection with Operator Theory, Wiener

If X = ||p(i —j)|| is an operator from £, to {;
let £(t) =", p(k)e?™kt, then
2] = [floo



Generalization to Non-stationary X

Theorem 3 (B-Lindner) (Generalization of I-L)

For Gaussian X, if ||Z|| = M < oo, [|Z71]| = m™! < o0, and

Y € BDO, then X is regular.




Probabilistic Context and Idea of Proof

Regularity = Linear regularity

=E(Xitp| X1, ..., Xi) L 0, for all fixed i, as p — oo.



Strong Mixing

e Mixing coefficient 3(p),
8(p) = sup{|P(AB) — B(A)P(B)| : A€ B(Xy,.... X)), B €
B(XH.,;, X,‘_|_p+]_, .. .), all I}

e X strong mixing iff

B(p) — 0 as p— .



Consequences of Strong Mixing

LLN and Central Limit Theorems for 7, g(X;), and more.

Theorem (Kolmogorov/Rozanov)

If X Gaussian stationary has |f|s < 00, |$]ec < 00 and f is

continuous, then X is strong mixing.



Partial Generalization to Non-stationary X

Theorem 4 (B-Lindner)

For Gaussian X, suppose ¥ = ||pji|, ||X|| = M < o0,

||| = m~! < co. Then, X is strong mixing if

o (0.0
sup{z Z p%—:kEl}—)O,

i=1 j=k+p

as p — oo.



Non-stationary X

o0

e A sufficient condition: » %, itk p,?j < oo for some k.

e Stationary X: Sufficient condition equivalent to
ket kp? (k) < oo

(1/2 a derivative)



Idea of Proof

e Compute
A(fm, 8m+p.k) = Hellinger affinity, where
A(f,g) = [ /fgdu, if f, g are densities with respect to p.
fm = joint density of Xy,..., X;
8m+p .k = joint density of X, pi1, .-, Xmiprks

e Show

sup {‘A(fmvngrp,k) - 1’ :m, k} — 0.



Generalizations of Banding

Let p be a metricon | = {1,...,p}. Eg.:
i) (i) = i — I
ii) 1 =7(S), where
Tisal—1 map,
SCcJx...xd,and J={1,... k} for some k,
i) = 1)~ 7G)l

| - | is the Euclidean norm on S.



Generalizations of Banding

GBi(M) = ||m1(p(i,j) < k)||.

GBDy = {GB(M) : M bounded linear {5 +— (>},
GBO = |, GBDy,

GBDO = GBO.

Then GBDO closed under inversion.

Pf: GBO is closed under *, multiplication and addition.



Banding up to a Permutation

e Given 7w a permutation (Matrix obtained by permuting
(1,0,...,0), (0,1,0,...),...).

e BO™ = {A: nAr* € BO}.
BDO™ =BO™.

e Closure under inversion holds.



Banding up to a Permutation

e HBO(™ = {Z X e BO(”),Z symmetric, p.d.},
HBDO = |, HBO(™),
e Then HBDO is closed under inversion.

e Note:

1. HBO™) is a cone closed under inversion since BO(™ is.

2. HBDO is NOT closed under multiplication.



Applications to Statistics

A

>, = empirical covariance < ¥ p;
>, = upper p x p block of >, bounded linear {5 — /5;
6k(X) =min {||B - X|| : B € BO}

Bi(X) = arg min d,(X).



Applications to Statistics

Suppose for k, T oo,

(i) 1|Bi(E) — X|| — 0;

(i1) ||Bi,(T) = Bk, ()|| — 0.
Can show

(iii) ||Br, (£p) = Bia(Ep)|| = 0, if £ € BDO.



Applications to Statistics

o (i),(il) = ||Bx, (5p) — Zp|| = 0;
e Since HZ;lH =m1
— |8, (£5) - 51| = 0.

o Note that B, '(X) ¢ BO generally (unless ¥ is diagonal).



Applications to Statistics

e Suppose we assume Y1 € BO.
e Then X € BDO = (iii).

e How do we approximate By (X1)?



Applications to Statistics

Method:
i) Compute By, (f) 5y
ii) Estimate my, M, upper and lower eigenvalues of By, (i)

iii) Form 4 = 2(Mk + r%k)_l.

iv) Estimate ¥~1 by 4577 ¢ (/ _ 4B, (i,,))(Z € BOy.



A Remaining Statistical Question

Given 7 : {1,...,p} — {1,..., p} a permutation.
Let Sp = {j: () #Jj} Tm = {7 :[Sz| < m}.

Given X, there exists k < p, m < p, such that
nrpn € BO, forme Tp,. (1)

Let
k(m) = min{k : 7X,n* € BOk, ™ € Tp},

m(X,) = min{m: (??) holds for some k, 7}.



II:

A Remaining Statistical Question

Since k(m) |,
m(Xp), k(m(Xp)) uniquely defined.
CAN WE ESTIMATE 7 if m is large and k(m) is moderate?

What can we say about rates for estimating & uniformly over

{Z:m(X) <mo, k(M(X)) < ko}?



