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Literature Review

Cox Proportional Hazards Model

First introduced by Cox (1972).

Assess covariate effect in survival analysis.

Hazard function of a subject

h(t|Z) = h0(t) exp(ZTβ),

h0(t): unknown baseline hazard,
Z : covariate vector,
β: unknown coefficient vector.

Relative risk: exp(ZTβ).
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Literature Review

Relative Risk

Parametric form: exp(ZTβ).
References: Kalbfleisch and Prentice (2002).
Drawback: Linear form may not be realistic.

Nonparametric form: exp(g(Z)), g unknown
(smooth) function.

References: Zucker and Karr (1990), O’Sullivan
(1993), Fan, Gijbels, and King (1997), Huang,
Kooperberg, Stone, and Truong (2000), Huang and
Liu (2006).
Drawback: Interpretability and curse of
dimentionality.

Semiparametric form: exp(UTβ + η(W )),
ZT = (UT ,WT ) and η unknown (smooth) function.

References: Huang (1999), Cai, Fan, Jiang, and
Zhou (2007), Yin, Li, and Zeng (2008).
Common limitation: additive nonparametric part.
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Variable Selection in Cox Model

Classical methods: AIC and BIC.
Drawback: Unstable and not incorporating
stochastic errors.

Modified AIC or BIC: Volinsky and Raftery (2000),
Liang and Zou (2008).

LASSO: Tibshirani (1997), Zou (2008).

SCAD: Fan and Li (2002), Cai, Fan, Li, and Zhou
(2005).

Common limitation: parametric relative risk.
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Our Results

A Cox PH model with

partially linear (log) relative risk

nonparametric part
estimated by smoothing spline ANOVA
model selection through Kullback-Leibler geometry

parametric part
estimated by penalized profile partial likelihood
variable selection by SCAD penalty

Asymptotic properties:

nonparametric part: optimal convergence rate.

parametric part:
√

n convergence rate, asymptotic
normality, and oracle property.
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Partially Linear Cox Model

Model

For each subject i, one observes

Xi = min(Ti ,Ci) and ∆i = ITi≤Ci :
Ti survival time
Ci independent right censoring time
Covariate ZT

i = (UT
i ,W

T
i ):

Ui : covariate in parametric part
Wi : covariate in nonparametric part

Hazard function for a subject:

h(t|Zi) = h0(t) exp(UTβ0 + η0(W )),

Log partial likelihood:

lp(β, η) =
1

n

n∑
i=1

∆i
{
UT

i β + η(Wi )− log
n∑

k=1

Yk (Xi ) exp[UT
k β + η(Wk )]

}
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Partially Linear Cox Model

Doubly Penalized Partial Likelihood (I)

Given β, η0 is estimated as the minimizer of

lβ(η) ≡ −lp(β, η) +
λ

2
J(η)

wrt η in a Hilbert space of functions on W:

Negative log partial likelihood: representing
goodness-of-fit,

J(η): roughness penalty. e.g., J(η) =
∫

[η′′(w )]2dw
(when w is one-dimension).

λ > 0: smoothing parameter balancing the tradeoff.
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Doubly Penalized Partial Likelihood (II)

Given an estimate η̂ of η0, coefficient vector β0 is
estimated as the minimizer of

lη̂(β) ≡ lp(β, η̂)− n
d∑

j=1

pθ(|βj |)

Log partial likelihood: representing goodness-of-fit,

pθ(|βj |): SCAD penalty (Fan and Li, 2001).
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Partially Linear Cox Model

Algorithm

Steps:

1. Conventional PH model with covariate (U,W )

⇒ β̂
(0)

: estimated coefficient vector for U.

2. Plug β̂
(0)

into PPL(I) and minimize to solve for η
⇒ η̂(0).

3. Plug η̂(0) into PPL(II) and maximize to solve for β

⇒ β̂
(1)

.

4. Replace β̂
(0)

in Step 2 by β̂
(1)

and repeat Steps 2
and 3 until convergence to obtain the final
estimate β̂ and η̂.
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Partially Linear Cox Model

Smoothing Spline ANOVA

ANOVA structure for η for bivariate W :

η(w1,w2) = η∅ + η1(w1) + η2(w2) + η1,2(w1,w2)

Identifiability: side conditions for main effects η1

and η2, interaction η1,2, e.g.,
∫
η1dw1 = 0,∫

ηw2dw2 = 0

η1,2 = 0 ⇒ additive η.

Easy extension to multivariate W .
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Partially Linear Cox Model

Model Selection Tool

Goal: e.g., test on interaction effect
Reduced: η(w1,w2) = η∅ + η1(w1) + η2(w2)
vs. Complete:
η(w1,w2) = η∅ + η1(w1) + η2(w2) + η1,2(w1,w2)

Model selection tool generalizing (Gu 2004):

ηc : estimate under constant model
η̂: estimate under complete model
η̃: KL-projection of η̂ to space of reduced model

KL(η̂, ηc) = KL(η̂, η̃) + KL(η̂, ηc)

KL(η̂, η̃)/KL(η̂, ηc) < 0.05
⇒ Complete model not necessary
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Partially Linear Cox Model

Asymptotic Theory

Under certain conditions,

‖η̂ − η0‖2 = Op(n−m/(2m+1)), m is order of the
relevant Sobolev space of functions.

‖β̂ − β0‖ = Op(n−1/2).

With probability approaching one,
β̂2 = 0
For V0(π1), Σθ and b defined in the paper,

√
n(V0(π1) + Σθ)

{
β̂1 − β10 + (V0(π1) + Σθ)

−1b
}

→ N(0,V0(π1)).
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Partially Linear Cox Model

Standard Errors and Smoothing
Parameter Selection

Standard errors:

η: Bayes model for smoothing splines.

β: asymptotic variance in the theorem.

Smoothing parameter selection:

λ: a cross-validation score estimating
Kullback-Leibler distance.

θ: AIC.
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Empirical Studies

Empirical Studies: Data

Common settings in all simulations:

Exponential hazard:
h(t|U,W ) = exp[UTβ0 + η0(W )].

U: MVN with zero mean and Cov(Uj ,Uk) = 0.5|j−k |,
1 ≤ j, k ≤ 8.

β0 = (0.8,0,0,1,0,0,0.6,0)T
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Empirical Studies

Variable Selection: Parametric
Component

Two settings, each with 1000 data replicates.

η0a(w ) = 1.5 sin(2πw − π
2

) or
η0b(w ) = 4(w − 0.3)2 + 4.7e−w − 3.4643.

Exponential censoring time: censoring rate 23% for
η0a and 40% for η0b

Sample sizes: n = 150 or 500.
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Empirical Studies

Variable Selection: Parametric
Component

Methods in comparison:

(A) Complete oracle: contributing covariates
(U1,U4,U7,W ) and form of η0 are known;

(B) Partial oracle I: contributing covariates
(U1,U4,U7,W ) known, η0 unknown and assumed to
be linear;

(C) Partial oracle II: contributing covariates
(U1,U4,U7,W ) known, form of η0 is unknown and
estimated by PPL;

(D) Proposed method with SCAD penalty;

(E) Proposed method with adaptive LASSO penalty.
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Empirical Studies

Variable Selection: Nonparametric
Component

Four settings, each with 1000 data replicates.

True model: W1.
Fitted model: W1 + W2.
Reduced models: W1 and W2.

η0(w1,w2) = η0a(w1) or
η0(w1,w2) = η0b(w1).
Exponential censoring time: censoring rate 23% for
η0a and 40% for η0b

Sample sizes: n = 150 or 500.
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Empirical Studies

Variable Selection: Nonparametric
Component

True model: W1 + W2.
Fitted model: W1 ∗W2.
Reduced models: W1, W2 and W1 + W2.

η0(w1,w2) = 0.7η0a(w1) + 0.3η0a(w2) or
η0(w1,w2) = η0a(w1) + η0a(w2).
Uniform censoring time: respective censoring rates
25% and 39%
Sample sizes: n = 150 or 300.
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Application

Sexually Transmitted Diseases Data

An STD study in Klein and Moeschberger (1997)

877 individuals with an initial diagnosis of
gonorrhea or chlamydia were followed for
reinfection.

Covariates
Wj , j = 1,2: age, years of schooling
Uk ,1 ≤ k ≤ 22: 5 demographic variables, 7 sexual
behavior variables, 10 symptom variables.

Goal: identify factors that are related to time until
reinfection given an initial infection.
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Application

STD Data: Model

Initial model:

hi(t|Z) = h0(t) exp
{ 3∑

j=1

ηj(Wji) +
22∑

k=1

Ukiβk

}
,

η3(W3i) = η3(W1i ,W2i): interaction term between W1

and W2.
Model selection tool for η
⇒ negligible interaction between W1 and W2.
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Application
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Summary and Remarks

Summary and Remarks

Cox PH model with partially linear relative risk
Doubly penalized partial likelihood
nonparametric part modeled and variables selected
by smoothing spline ANOVA
Variable selection in parametric part by SCAD
penalty
Asymptotic properties
Standard errors and smoothing parameter selection

Easy extension to time-dependent covariate.
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