Robust Model-free Multiclass
Probability Estimation

Yichao Wu

Department of Statistics
North Carolina State University

A joint work with Yufeng Liu and Helen Hao Zhang

Multiclass Probability Estimation 110



Data: {(x1,¥1), - , (Tn,yn)} from an unknown model P(X,Y)
— Input: X = (X1, Xo,---, X,)T.
— Output: Y € {1,2,--- ,K}.

Goal: estimate pi(z) = P(Y = k| X =), 1 <k < K.
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Classical Methods

Multicategory logistic regression, Fisher linear discriminant
analysis, ... depend on certain assumption regarding P(X,Y") or

pr().
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Weighted Classification

For weight vector w = (1, ma,--- ,mx )" satisfying
m+--+rg=land0 <7, <1lfork=1,2,---,K, solve

m}n nt Z Ty, £(min g(f (), yi)) + A
i=1

K
st. > ful@) =0,
k=1

where f(x) = (fi(x), fo(z), -, fx ()T,

g(f(x),y) = {fy(x) — fk(a:’), k # y}, and J(fi) denotes the
roughness penalty of fx(-).

Binary case: Wang, Shen, and Liu (2008, Biometrika).
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w-Fisher Consistency

A loss / is called w-Fisher-consistent if the minimizer f* of
Elny¢(ming(f(X),Y))|X = ] satisfies

argmax fj. (x) = argmax mppi(x), V.
k=1, ,K k=1, K

Hinge loss is not w-Fisher-consistent when K > 3.
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m-Fisher Consistency (cont’)

Proposition 1. Let /() be a non-increasing loss function satisfying
¢'(0) < 0. For any given positive weights satisfying Zszl =1,
the minimizer f* of E[my/(ming(f(X),Y))|X = x| has the
following properties:

( ) If maxg—1,... K TPk

Zkl

(b) If £(-) is convex and —xk= 1l KThPk < 1 /9 then f* = Ois a
Zk 1 TkPk

> 1/2, then argmax,, f; = argmax TEPk-
k=

)y

minimizer.
Define truncated loss /7, (-) = min(¢(-), £(s)) for s < 0.

Theorem 1. Let /(-) be a non-increasing loss function satisfying
¢'(0) < 0. Then a sufficient condition for the weighted truncated
loss 7y lr, (min g(f(x),y)) with K > 2 and s < 0 to be

w-Fisher-consistent for estimating argmax; m;p; is that the

truncation location s satisfies supy,.,> ;>0 % > K —1.

This condition is also necessary if £(-) is convex.
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Examples of mr-Fisher Consistent Loss
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truncated exponential loss
truncated logistic loss
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Weighted Bayes Classification Rule
0,0, 1)

A plot of the

weighted Bayes

classification  rule

for all combinations

of = for a certain

fixed point & when

K =3.

(1,0,0) (0,1,0)

Proposition 2. For any given « € S satisfying miny px(x) > 0,

there exists a unique vector w(x) = (m1(x), m2(x), - - - , Tr(x))
such that

71 (x)p1(x) = T2(x)p2(z) = - - = Tx (T)pK (T)-

This unique weight vector is called border weight.
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Multiclass Probability Estimation

A plot of estimated
weighted classifica-
tion rules for a grid

of = for a certain &XVAVA("A

point & when K = AVAVAVAVL(AYAN
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For any given = € S, we assume that its associated border weight
is estimated as 7 (x). Then its class probabilities can be estimated

-1

()

_ k=1, K.
-+ T (z) !
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Thank you!
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