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Statistical Motivation

• Given X1, . . . ,Xn: p × 1, i.i.d. EX1 = 0, VarX1 = Σ.

• Σ̂ = 1
n

∑n
i=1 XiX

T
i .

• For any matrix M = ||mij ||,

Bk(M) ≡ ||mij1(|i − j | ≤ k)||.

• ||M|| = max
1
2 {XTMTMX : |X| = 1} ≡ Operator norm.



Basic Property of || · ||

• ||AB|| ≤ ||A||||B||.

• Given An,Bn symmetric ||An − Bn|| → 0,

suppose λ1(Bn) > λ2(Bn) > · · · > λk(Bn) > λk+1(Bn),

and define λj(An) analogously.

Suppose λj+1(Bn) < λj(Bn)−4, 1 ≤ j ≤ k.

Dimension Bn arbitrary, k,4 > 0 fixed.

Then,

a) |λj(An)− λj(Bn)| = O(4−(j−1)||An − Bn||);

b) If EjA respectively EjB is projection operator onto eigenspace

corresponding to λj , then

||EjA − EjB || = O(4−j ||An − Bn||).



B-L (2006) Main Result I

Banded estimator :
Σ̂k,p(i , j) = Σ̂p(i , j) · 1(|i − j | ≤ k).

Let

U(ε0, α,C ) =
{
Σ : 0 < ε0 ≤ λmin(Σ) ≤ λmax(Σ) ≤ 1/ε0,

max
j

∑
i

{|σij | : |i − j | > k} ≤ Ck−α for all k ≥ 0
}
.

Theorem 1

If X is Gaussian and kn �
(
n−1 log p

)− 1
2(α+1) , then, uniformly on Σ ∈ U(ε0, α,C ),

‖Σ̂kn,p − Σp‖ = OP

((
n−1 log p

) α
2(α+1)

)
= ‖Σ̂−1

kn,p − Σ−1
p ‖.

The banded estimator and its inverse are consistent if log p
n → 0.

Remark

• λmin ≥ ε0 not needed if only convergence in || · || to Σ is needed.

• Cai, Zhang and Zhou (2008, Ann. Stat. submission) show that rates can be

improved if banding is replaced by tapering.



A conjecture

Theorem 1 holds equally well if U is replaced by

U−1 ≡
{

Σ : 0 ≤ ε0 ≤ λmin(Σ) ≤ λmax(Σ) ≤ ε−1
0 ,

max
j

{∑
j

|σij | : |i − j | ≥ k
}
≤ Ck−α,∀k

}
,

where

Σ−1 = ||σij ||.

Conjecture

Approximation of Σ by banded matrices and approximation of Σ−1

by banded matrices are equivalent.



Operator formulation

• Identify linear operator T : `2 → `2 by

T ≡ ||tij ||i≥1,j≥1,

Tx =
{∑

j

tijxj : i ≥ 1
}

, x ∈ `2.

• Assume: T is bounded in operator norm.

BOk ≡ {T : tij = 0,∀ |i − j | > k}, (banded operator of order

k);

BO =
⋃

k BOk ;

BDO ≡ Closure of BO in operator norm.



Conjecture Resolved

Theorem

(Since BDO is a C∗ algebra) BDO is closed under inversion. If

A ∈ BDO and A−1 is bounded then A−1 ∈ BDO.

(M. Lindner: Infinite Matrices and Their Finite Sections, Frontiers

in Mathematics, Birkhäuser (2006))



Approximation Theorems (B and Lindner)

Theorem 1

Let A ∈ BOk be Hermitian positive definite, m−1 = ||A−1||,

M = ||A||. Then, for all n

dist
(
A−1,BOnk

)
≤ 1

m

(M −m

M + m

)n+1
=

1

m

(K − 1

K + 1

)n+1
,

where

K ≡ M

m
,

dist(M, L) ≡ inf
{
||M −M ′|| : M ′ ∈ L

}
.



Approximation Theorems

Theorem 2

For arbitrary A ∈ BDO, let ||A||−1 = m−1 < ∞.

If δk ≡ dist(A,BOk), δk < m
2 , then

dist
(
A−1,BO3nk

)
≤ 2δkαk

m2
+

(
K+

k

)2
M + 2δk

((
K+

k

)2 − 1(
K−

k

)2
+ 1

)n+1

,

where αk ≡ m
m−2δk

, K±
k = αk

(
K ± 2δk

m

)
.

Remark

Theorem 2 ⇒ conjecture theorem.



Idea of Proof

i) If A is Hermitian, p.d., γ = 2
M+m , then ||γA− I || < 1;

ii) A−1 = γ[γA]−1 = γ
∑∞

k=0(I − γA)k ;

iii) A−1 = [ATA]−1AT .

AND

• BDO is closed under A → AT , (A,B) → AB,

(A,B) → A + B.



Similar Results for Wiener Norm

||M||W ≡
∑∞

k=1 |mk |, mk ≡ max{|mij | : |i − j | = k}.

Theorem (Lindner, 2006)

If W is the closure of BO in Wiener norm, then W is closed under

inversion.

This generalizes:

Theorem (N. Wiener)

If f =
∑∞

j=−∞ fje
2πijω,

∑
|fj | < ∞, f 6= 0,

then 1
f =

∑∞
j=−∞ dje

2πijω,
∑
|dj | < ∞.



Connection with Probability Theory

If Σ : `2 → `2 symmetric p.d., ∃X1,X2, . . . ,Xn, . . . Gaussian

EXj = 0, j ≥ 1, Σ = ||cov(Xi ,Xj)||.

Definition

X is regular iff ⋂
j

B(Xj+1,Xj+2, . . .) = {ø,Ω}.



Theorem (Ibragimov and Linnik)

Suppose X is stationary: Σ = ||ρ(i − j)||, ρ symmetric.

f (t) =
∑

k ρ(k)e2πikt . Suppose |f |∞ ≤ M < ∞,∣∣1
f

∣∣
∞ ≤ m−1 < ∞, then X (Gaussian) is regular.

|g |∞ ≡ ess sup|t|≤1 |g(t)|.



Connection with Operator Theory, Wiener

If Σ = ||ρ(i − j)|| is an operator from `2 to `2;

let f (t) =
∑

k ρ(k)e2πikt , then

||Σ|| = |f |∞.



Generalization to Non-stationary X

Theorem 3 (B-Lindner) (Generalization of I-L)

For Gaussian X, if ||Σ|| = M < ∞, ||Σ−1|| = m−1 < ∞, and

Σ ∈ BDO, then X is regular.



Probabilistic Context and Idea of Proof

Regularity ≡ Linear regularity

≡E(Xi+p|X1, . . . ,Xi )
L2→ 0, for all fixed i , as p →∞.



Strong Mixing

• Mixing coefficient β(p),

β(p) ≡ sup{|P(AB)− P(A)P(B)| : A ∈ B(X1, . . . ,Xi ),B ∈

B(Xi+p,Xi+p+1, . . .), all i}.

• X strong mixing iff

β(p) → 0 as p →∞.



Consequences of Strong Mixing

LLN and Central Limit Theorems for
∑n

i=1 g(Xi ), and more.

Theorem (Kolmogorov/Rozanov)

If X Gaussian stationary has |f |∞ < ∞, |1f |∞ < ∞ and f is

continuous, then X is strong mixing.



Partial Generalization to Non-stationary X

Theorem 4 (B-Lindner)

For Gaussian X, suppose Σ ≡ ||ρij ||, ||Σ|| = M < ∞,

||Σ−1|| = m−1 < ∞. Then, X is strong mixing if

sup
{ ∞∑

i=1

∞∑
j=k+p

ρ2
ij : k ≥ 1

}
→ 0,

as p →∞.



Non-stationary X

• A sufficient condition:
∑∞

i=1

∑∞
j=i+k ρ2

ij < ∞ for some k.

• Stationary X: Sufficient condition equivalent to∑∞
k=1 kρ2(k) < ∞.

(1/2 a derivative)



Idea of Proof

• Compute

A(fm, gm+p,k) ≡ Hellinger affinity, where

A(f , g) =
∫ √

fgdµ, if f , g are densities with respect to µ.

fm ≡ joint density of X1, . . . ,Xm;

gm+p,k = joint density of Xm+p+1, . . . ,Xm+p+k ;

• Show

sup
{
|A(fm, gm+p,k)− 1| : m, k

}
→ 0.



Generalizations of Banding

Let ρ be a metric on I = {1, . . . , p}. E.g.:

i) ρ(i , j) = |i − j |.

ii) I = τ(S), where

τ is a 1− 1 map,

S ⊂ J × . . .× J︸ ︷︷ ︸
r

, and J = {1, . . . , k} for some k,

ρ(i , j) = |τ−1(i)− τ−1(j)|,

| · | is the Euclidean norm on S .



Generalizations of Banding

GBk(M) ≡
∣∣∣∣mij1

(
ρ(i , j) ≤ k

)∣∣∣∣,
GBDk ≡

{
GBk(M) : M bounded linear `2 7→ `2

}
,

GBO ≡
⋃

k GBDk ,

GBDO ≡ GBO.

Then GBDO closed under inversion.

Pf: GBO is closed under ∗, multiplication and addition.



Banding up to a Permutation

• Given π a permutation (Matrix obtained by permuting

(1, 0, . . . , 0), (0, 1, 0, . . .), . . .).

• BO(π) ≡ {A : πAπ∗ ∈ BO}.

BDO(π) ≡ BO
(π)

.

• Closure under inversion holds.



Banding up to a Permutation

• HBO(π) ≡
{
Σ : Σ ∈ BO(π),Σ symmetric, p.d.

}
,

HBDO ≡
⋃

π HBO(π),

• Then HBDO is closed under inversion.

• Note:

1. HBO(π) is a cone closed under inversion since BO(π) is.

2. HBDO is NOT closed under multiplication.



Applications to Statistics

Σ̂p ≡ empirical covariance ↔ Σp;

Σp = upper p × p block of Σ, bounded linear `2 7→ `2;

δk(Σ) = min
{
||B − Σ|| : B ∈ BOk

}
B̃k(Σ) ≡ arg min δk(Σ).



Applications to Statistics

Suppose for kn ↑ ∞,

(i) ||Bkn(Σ)− Σ|| → 0;

(ii) ||B̃kn(Σ)− Bkn(Σ)|| → 0.

Can show

(iii)
∣∣∣∣Bkn

(
Σ̂p

)
− Bkn(Σp)

∣∣∣∣ P→ 0, if Σ ∈ BDO.



Applications to Statistics

• (i),(ii) ⇒
∣∣∣∣Bkn

(
Σ̂p

)
− Σp

∣∣∣∣ P→ 0;

• Since ||Σ−1
p || = m−1,

=⇒
∣∣∣∣B−1

kn

(
Σ̂p

)
− Σ−1

p

∣∣∣∣ P→ 0.

• Note that B−1
k (Σ) /∈ BO generally (unless Σ is diagonal).



Applications to Statistics

• Suppose we assume Σ−1 ∈ BOk .

• Then Σ ∈ BDO ⇒ (iii).

• How do we approximate B̃k(Σ−1)?



Applications to Statistics

Method:

i) Compute Bkn

(
Σ̂
) P→ Σ.

ii) Estimate m̂k , M̂k , upper and lower eigenvalues of Bkn

(
Σ̂
)
.

iii) Form γ̂ = 2
(
M̂k + m̂k

)−1
.

iv) Estimate Σ−1 by γ̂
∑n

`=0

(
I − γ̂Bk

(
Σ̂p

))`
∈ BOkn.



A Remaining Statistical Question

• Given π : {1, . . . , p} 7→ {1, . . . , p} a permutation.

• Let Sπ = {j : π(j) 6= j}, Tm = {π : |Sπ| ≤ m}.

• Given Σp there exists k ≤ p, m ≤ p, such that

πΣpπ
∗ ∈ BOk , for π ∈ Tm. (1)

• Let

k(m) ≡ min{k : πΣpπ
∗ ∈ BOk , π ∈ Tm},

m(Σp) ≡ min{m : (??) holds for some k, π}.



A Remaining Statistical Question

• Since k(m) ↓,

m(Σp), k
(
m(Σp)

)
uniquely defined.

I: CAN WE ESTIMATE π if m is large and k(m) is moderate?

II: What can we say about rates for estimating Σ uniformly over{
Σ : m(Σ) ≤ m0, k

(
m(Σ)

)
≤ k0

}
?


