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Word Sense Disambiguation

Dongyu was reading an article...
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Word Sense Disambiguation

Dongyu is nonnative, so she looked up WikipediA...
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Word Sense Disambiguation

Dongyu wished her machine was smarter enough to disambiguate...
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Understanding Natural Language

Our Long Term Goal

To develop a software that

in a specific sense “understands” natural language

is able to offer the definition of a word within the context

Three Steps

1 Disambiguation

2 Translation

3 Reference
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The State-Space Model

D = {w1, . . . ,wd} is a finite dictionary

Document y = (y1, . . . , yn), with yt ∈ {0, 1}d , y j
t = I{wj =vt}, where

vt is the tth word in the document.

xt ∈ Rm hidden states

we have the following state-space model

yt = Axt + ut , (1)

xt+1 = Φxt + δt .

A ∈ Rd×m, Φ ∈ Rm×m

ut ∈ Rd , δt ∈ Rm white noise sequences, with Var(ut) = Q,
Var(vt) = R, Eutv′s = Sδts .
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A CCA approach

Extract the current information based on the past and the future
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Application – The WikipediA Project

As shown in the table below, the state-based regression gives much better
results than the other methods.

Method Accuracy

Random guessing 50%
Unsupervised state-based 61%
TF-IDF 62%
State-based regression 77%
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Other Application

The approach is so simple that it can be widely applied to high
dimensional datasets

Global Warming

Multiple Learning Skills

Speaker Identification using video streams
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1000 Year Recontruction: CCA Approach

year

North Hemispheric Temperature Records
Reconstruction of the Temerature based on the CCA Approach
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Thank You!


