
Möbius inversion

Let9 be a real valued function defined on the subsets of a finte setI. For eachA ⊆ I define

8(A) =
∑
B⊆A

9(B),

the sum running over all subsets (including the empty set) ofA. Then

<1> 9(A) =
∑
B⊆A

(−1)#(A\B)8(B),

where #E for a cardinality of a setE.

Proof . First note that
∑

B⊆A(−1)#(A\B) = 0 for each nonempty setA, because 2−n times the

left-hand side equalsP(−1)
∑

i∈A
Zi = ∏i P(−1)Zi , where theZi are independent random variables

taking the values 0 and 1 each with probability 1/2. If A were empty, the sum would equal 1.

The right-hand side of<1> equals∑
B⊆A

∑
C⊆B

(−1)#(A\B)9(C) =
∑
C⊆A

9(C)
∑

E⊆A\C
(−1)#E

The inner sum equals zero except whenA = C. ¤

Markov random fields and Gibbs distributions

Let Q be a probability measure defined on a product spaceX = ⊗i∈IXi , with I = {1, 2, . . . ,n}
a finite index set. SupposeI is the set of nodes of a graph. WriteXi for the i th coordinate map.
AssumeQ{x} > 0 for everyx in X. CallQ a Markov random fieldif, for every i , the conditional
probability

Q{Xi = xi | Xj = yj for j 6= i }
depends only on thoseyj for which j is a neighbor ofi in the graph.

Arbitrarily choose pointszi ∈ Xi for i = 1, 2, . . . ,n. For eachS⊆ I andx ∈ X define

fS(x) = logQ{y} whereyi =
{

xi if i ∈ S
zi if i ∈ Sc

Abbreviate fI to f . For a fixedx, we can think of fS as an integral off with respect to a product
measure,

fS(x) = ⊗i
(
δ(xi ){i ∈ S} + δ(zi ){i ∈ Sc}) f

with δ(yi ) denoting a point mass atyi , with yi = xi or yi = zi . Rewrite thei th measure in the
product asδ(zi )+ (δ(xi )− δ(zi )) {i ∈ S}, then expand the product as∑

A⊆S

⊗i
(
δ(zi ){i ∈ Ac} + (δ(xi )− δ(zi )) {i ∈ A}) f

The sum runs over all subsets ofS, including the empty subset. Write9A(x) for the Ath summand.
Thus fS(x) =

∑
A⊆S9A(x). In particular,

<2> Q{x} = exp

(∑
A⊆I

9A(x)

)
Notice that9A(x) depends onx only through the values{xi : i ∈ A}. As a function ofx, each9A

has the property

<3> 9A(x) = 0 if xi = zi for somei in A

<4>Theorem For a Markov random field, the term 9A in <2> is identically zero if A is not a
clique of the graph.
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Proof . From the Möbius inversion formula,

<5> 9A(x) =
∑
B⊆A

(−1)#(A\B) fB(x)

I will show that there is a cancellation of terms on the right-hand side ifA is not a clique.

For simplicity, suppose 1, 2 ∈ A but nodes 1 and 2 are not connected by an edge of the graph,
that is, they are not neighbors. Consider the contributions to<5> in pairs B, B̃, where 1 /∈ B
and B̃ = B ∪ {1}. The cardinalities ofA\B and A\B̃ differ by 1; the pairB, B̃ contributes
± ( f B̃(x)− fB(x)

)
to the sum. Define

yi =
{

xi if i ∈ B
zi if i ∈ Bc

Then

f B̃(x)− fB(x) = log
Q{X1 = x1, X2 = y2, . . . , Xn = yn}
Q{X1 = z1, X2 = y2, . . . , Xn = yn}

= log
Q{X1 = x1 | X2 = y2, . . . , Xn = yn}
Q{X1 = z1 | X2 = y2, . . . , Xn = yn}

A common factor ofQ{X2 = y2, . . . , Xn = yn} cancels from numerator and denominator. The
Markov property ensures that the conditional probabilities do not depend on the valuey2. The right-
hand side of<5> is unchanged if we replacey2 by z2. That is,9A(x) is unchanged if we putx2

equal toz2. From<3>, deduce that9A(x) = 0 for all x, as asserted.¤

Remarks:

(a) The converse is easy.

(b) Replaceδ(xi ) by the empirical measure, andδ(zi ) by the underlying distribution, to get the
Hoeffding decomposition for a U-statistic with kernelf .

(c) Is it possible to use M¨obius inversion to get simpler proof of the VC Lemma? The pairing in
the proof of Theorem<4> reminds me of one proof of the Lemma.
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