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EXISTENCE OF STATIONARY DISTRIBUTIONS

Suppose a Markov chain with state space 8 is irreducible and recurrent.
Let ¢ be an arbitrarily chosen but fixed state. For each j € § define

Aj = E; (number of visits to j during a cycle around 1)
=E) HXu=jT;>n}
=3 o Bl = T2 )

where, as usual, T; is the first time (after time 0) that the chain visits state 7.
Note that A; = 1 because the cycle ends with the first return, at time 75, to
state 1.

First I'll show that

\j = Zkes M\oP(k,7)  foreachje$

Then I'll show that Ejes Aj = E;T;. If the state 7 is positive recurrent then
7j = \j/E;T; defines a stationary probability distribution for the chain.

Remark. By construction, m; = 1/E;T;. As you know from HW2.2,
if 4 is positive recurrent then every state in 8 must also be positive
recurrent. I could repeat the construction with any other state i’ taking
over the role of 7 to get another stationary probability distribution
{n; + j € 8} for which 7}, = 1/E;T}.

It might appear that the chain has many different stationary
distributions. However, the Basic Limit Theorem will force the
stationary distribution to be unique. That is, we must have m; = 7, =
1/E; T;». The unique stationary distribution for an irreducible, positive
recurrent chain is given by n; = 1/E;T; for every j € 8.

The key idea behind <1> is that the event {7; > n} only depends on
information about the chain before time n. More precisely, T; is always > 1
and

{len}:{Xl#’L,XQ#’L,,anl#l} fOI‘TLZZ
Thus
Zkes AuP (k. j) = Zkes anl (Pi{X” =k, T 2 n}x
P{Xn1 = j | X0 =k, T, 2 n})

- Zkes Zn>1Pi{Xn =k, T; >n,Xnt1 =17}
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The event {T; > n, X,,11 = j} equals Uges{X,, =k, T; > n, X,,41 = j} and
for different k the events {X,, =k, T; > n, X,,11 = j} are disjoint. The last
sum simplifies to

Yo Pz Xopn =gt =3 P{T;>n+1,Xop =j}

+ Doy PAT =, X = 5}
On the right-hand side the first sum can be rewitten as

Dy PAT =m0, X = 3,

which is just A; minus P;{T; > 1, X1 = j} = P(i,j). The other sum equals

which adds back the missing P(i,7). (The sum of the P;{T; = n} terms
equals P{T; < oo} =1.)

So much for <1>. The rest is easy. The random variable ) -, I{T; > n}
counts one for each n for which 7; > n. In other words, Y., -, I{T; > n} =
T;. It follows that B

ZJES A= Ei ZnGN Z]’es {Xn=J, T 2 n}
- Ei ZneN H{TZ = n}
because > ;s I{ X, = j} =1 for every n
= E;T;.
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