Statistics 312/612, fall 2016
Homework # 9
Due: Wednesday 16 November

1] Suppose A is a k x n matrix of rank m, with svd
_ T _ L
A=UDVT = Ziém diuvf.

Remember that {u; : i € [k]} is an onb for R¥ and {v; : j € [n]} is an onb for R™.
Suppose we are given some vector z in R¥ that is known to belong to the column space
of A, that is, z = AF for some given F' in R". Suppose we want to represent z as
AAT G for some G in R* (cf. Tibshirani, 2013, page 1461).

(i) (10 points) Show that the general solution to AF = AATG is
G=UD'V'F+g withge{weR":ATg=0}

(ii) (10 points) If m = k, explain why AAT is non-singular, so that G = (AAT) ' AF is
the unique solution.

2] Suppose f is a real-valued function on R* defined by f(z) = 2 ek Yi(2i), where
z = (z1,...,2k) and each 1); is a convex function on the real line.

(i) (5 points) Show that f is convex.
(ii) (5 points) If each v; is strictly convex, show that f is also strictly convex.

(iii) (extra credit) For each o > 1 show that the function ¢(t) = [¢|* is strictly convex on
the real line. Hint: Show that v is differentiable with strictly increasing derivative.

3] Suppose y € R" and X = (x1,...,2p) is an n X p matrix whose columns are unit
vectors: ||x;|, = 1 for each j. For a fixed A > 0 define

G(b) =GA(b) = Q1) + Albll,  where Q(b) = 5 [ly — Xb||3.
The directional derivative at b of GG in the direction u is defined as

De(b,w) = lim (£(b+ tu) — f(b)) /.

tl0

Convexity ensures that a vector b minimizes G if and only if D¢ (3, u) > 0 for every
direction wu.

(i) (10 points) Show that

Qb +tu) — Q(b) = —t{y — Xb, Xu) + o(|t])  ast— 0.
Deduce that @ has directional derivative
D = 2T (y — XDb).
Q(b7 ’LL) Zje[p] UjTj (y b)
(i) (10 points) Remember that the convex function ¥ (¢) = |¢| on the real line has right-
and left-derivatives

R(t) = 1{t > 0} — 1{t < 0} = sgn(t) + 1{t = 0}
L(t) = 1{t > 0} — 1{t < 0} = sgn(t) — 1{t = 0}

where
+1 ift>0
sgn(t):]l{t>0}—]l{t<0}={0 ift=0 .
-1 ift<0

Explain why
(b +tuy) —p(b;) = tu; (Jz@j)n{uj > 0} + £(b;)1{u; < 0}) +o(|t])  ast—0.
Deduce that the function h(b) = ||b]|, has directional derivatives

Dh(b, ’LL) = Zje[p] Uj (IR(/I;J)H{UJ > O} + L(gj)]l{u]' < 0}) .



(iii) (5 points) Explain why b minimizes G if and only if

> (ARG T{us > 0} + AL (E;)1{u; < 0} — 2 (y— XB)) 20 for every u,

(iv) (5 points) Explain why b minimizes G if and only if the following inequalities hold for

every j:
AR(b;) -z} (y — Xb) > 0
~\L(b;) + 2} (y — Xb) >0

:L'f(y—X )= A for all j Wheregj >0
x]T(y — Xb) = -\ for all j where /l;j <0
\mJT(y - X/l;)| <A\ for all j where ?)\j =0

[4] Use the same notation as in Problem [2]. For each A > 0 suppose b(\) minimizes G.

~

Define m(A) = GA(b(X)) and ¢(A) = Q(g()\)) and /() = HB()\)H . Consider any pair
1
of A values: 0 < A1 < A2. Abbreviate b()\;) to a; and define § = Ao — A1.
(i) (10 points) Explain why
m(A1) = Gy, (a1) < Gy, (a2) < G, (az) = m(A2).

That is, explain why m()) increases as A increases.

(ii) (10 points) Explain why

Q(a1) + A1 fla1]l; < Q(az2) + A1 [laz]|,
Q(a2) + A2 llaz|l; < Q(a1) + Az flas]l, -

Deduce that ||az||, < ||a1]|,. That is, £(\) decreases as A increases. Hint: Add.
(iii) (10 points) Explain why Q()\) increases as A increases.

(iv) (extra credit) Use the diabetes data from the LARS paper (in R: data(diabetes) )
and the output from out <- lars(db$x,db$y,type="lasso") to draw plots of m(\),
g(X), and £(X\) versus A. Show your code.
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