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The multivariate normal and related distributions

Let Zy,Zs, ..., Zy, be independent N (0, 1) random variables. When treated
as the coordinates of a point in R” they define a random vector Z, whose
(joint) density function is

f(@) = @m) P exp (<430 22) = @2m) " 2exp (4 11all)

Such a random vector is said to have a spherical normal distribution.
That is, Z ~ N (0, I,).

(i) The chi-square, x2, is defined as the distribution of the sum of
squares Z2 + --- + Z2 of independent N (0, 1) random variables. The
noncentral chi-square, x2(v), with noncentrality parameter v > 0 is
defined as the distribution of the sum of squares (Z1+7)2+Zo - - -+ Z2.

ii) If Z ~ N(0,1) is independent of S2 ~ x2 then
k k

has a t-distribution on k degrees of freedom (t)
S2/k
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(iii) If SZ ~ x2 is independent of S? ~ x? then

S2/0
S2/k

has an F-distribution on ¢ and k degrees of freedom (Fp )

Rotation of axes

The spherical symmetry of the density f(-) is responsible for an important
property of multivariate normals. Let qq, ..., q, be a new orthonormal basis
for R™, and let

Z=Wiq+---+Wya,

be the representation for Z in the new basis.

Theorem. The Wh,..., W, are also independent N(0,1) distributed ran-
dom variables.

If you know about multivariate moment generating functions this is easy
to establish using the matrix representation Z = QW, where @ is the or-
thogonal matrix with columns q1, ..., q,.

0 ball B (in Z-coordinates) = ball B* (in W-coordinates)

2 m
N

N2

A 4

Z4

A more intuitive explanation is based on the approximation
P{Z € B} ~ f(z)(volume of B)

for a small ball B centered at z. The transformation from Z to W corre-
sponds to a rotation, so

P{Z € B} = P{W € B*},
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where B* is a ball of the same radius, but centered at the point w =
(w1, ...,wy) for which wiq; + -+ + wpq, = z. The last equality implies
||lw|| = ||z||, from which we get

P{W € B*} ~ (21)""/? exp(—1 | w||*)(volume of B*).

That is, W has the asserted spherical normal density.
To prove results about the spherical normal it is often merely a matter
of transforming to an appropriate orthonormal basis.

Theorem. Let X be an m-dimensional subspace of R™. Let Z be a vector of
independent N (0, 1) random variables, and p be a vector of constants. Then

(i) the projection Z of Z onto X is independent of the projection Z — Z of
Z onto X, the orthogonal complement of X.

112
(ii) )ZH has a X2, distribution.

(iii) | Z + w||® has a noncentral x2(v) distribution, with v = |||

— 2
(iv) )Z + ,uH has a noncentral x2,(vy) distribution, with v = || ||.
PRrOOF Let qi,...q, be an orthonormal basis of R™ such that qi,...,qm
span the space X and quu41,...,q, span Xt If Z = Wiqy + -+ + Woaqn
then

=Wiqi + -+ Wpam,

N N

Z — = Wm+lqm+l + -+ qu7u
IZ[* = WP+ + Wy,

from which the first two asserted properties follow.
For the third and fourth assertions, choose the basis so that u = ~vq;.
Then

Z+p=Wi+v)qr+Waqe +... + Whan
2+N:(W1+7)q1+W2(12+"'+qum

from which we get the noncentral chi-squares.
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Example. Suppose Xi,..., X, are independent random variables, each dis-
tributed N(u,0?). Define X = n~! > i<n Xi and S? = Dicn(Xi — X)2.
Many textbooks prove the following assertion in a gruesome way:

X ~ N(u, 02/n) independent of 52/02 ~ X721—1'

The clean proof uses the fact that the random variables Z; = (X; — u) /o
are independent N(0,1)’s, so that Z = (Z1,...,Z,) ~ N(0,1,). Define
q1 = 1/y/n then find go,...,q, so that {¢; : 1 < i < n} is an onb for R™.
(Actually it is not necessary to calculate go, ..., g, explicitly. It suffices to
know that such ¢;’s exist.

From Theorem <6.1>, if

Z=Wigr+ -+ Whan

then the W;’s are independent N(0,1). In particular, Z = 17Z/n = Wy ~
N(0,1) so that

X =p+0Z~ N(u,o?).

Also Z — Z1 = Y"1 , Wig; so that

2 _ 9 e 2 .2
S =0 Zign(Zz Z) _ZQSignWi Xo_1-

The independence comes from the fact that X is a function of Wy and S?
is a function of Wo, ..., W,.

Facts about the multivariate normal

Suppose Z ~ N(0,1,) and g is an m x 1 vector of constants. If A is an
m X n matrix of constants then the random vector X = u+ AZ has expected
value p and variance matrix V = AA’, and moment generating function

Eexp(tT X) = exp(t! pp + tT AATt/2) == exp(tT pn + tTVt/2).

The distribution of X depends only on p and V. The random vector X has
a N(p, V) distribution.

If v is a k x 1 vector of constants and B is a k x m matrix of constants
then

v+ BX = (y+ Bu) + BAZ ~ N(v + Bu, BVB').

Draft: 4 Oct 2016 (© David Pollard 4




Stat 312/612

Least squares

Much of the distribution theory for least squares has been worked out for
the simple model where y = u + & ~ N(u,0%I,), where p is assumed to lie
in some p-dimensional subspace X of R™. Both ; and o2 are unknown.

Let q1,...,q, be an onb for R" such that ¢;,...,q, are an onb for X
and gpy1,...,q, are an onb for X+, Write & as 0Z, where

Z=Z,....Z) =) _ Wi

From Theorem <6.1>, W ~ N (0, I,,).
The matrix

_ T
H = Zigpqzqi

projects vectors orthogonally onto X. Thus

@\:H(,u—i—O'Z):M+0HZ=M+UZi<pWiQi-

To be continued.
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