Statistics 312/612, fall 2016
Homework # 3
Due: Monday 26 September

1] (10 points) Suppose X is an n x p matrix of constants with rank p. Suppose also that
y = XB+£ for an unknown 8 € R? and random ¢ for which E¢ = 0 and var(¢) = o2 1,.
Let b be the least squares estimator for 3, as described on the handout MeanCov.pdf.

Find
max{var(¢"b) : [lq] = 1}
min{var(q”b) : ||| = 1}
2] Let Z be an m x 1 random vector with EZ = p, and Y be an n x 1 random vector

with EY = py. Suppose both V, = var(Z) and V, = var(Y) are nonsingular. Find
the linear functions a¥Z and bTY for which the correlation is largest. That is, find
vectors of constants a € R™ and b € R" to maximize
cov(a®Z,b7Y)
Vvar(aT Z)var(bTY)

Follow these steps.
(i) (5 points) Explain why we may assume that both p. and p, are zero, so the problem
becomes:
a"E(ZYT)b
VE(@TZ)2 E(bTY)2

find a and b to maximize

(i) (5 points) Explain why the problem is essentially unchanged if we replace Z by Z =
V;l/QZ and Y by YV = Vyfl/QY. See the back of this problem sheet if you are not
familiar with the positive square root of a symmetric, positive definite square matrix.

(iii) (5 points) Write K for E(ZYT). Show that the problem reduces to a search for unit
vectors u and v for which 7 Kv is maximized.

(iv) (5 points) Use the singular value decomposition for K to complete the solution.

3] Suppose vectors in RS are arranged as 2 x 3 tables: y = Yrio vz LS g
Y2,1 Y22 Y23
1 1 1 1 1 1 0 0 O
=11 11 Bi=lo 0o =111
1 0 0 0 1 0 0 0 1
“=l1 00 “Tlo1 o “Tlo o1

Let X denote the subspace of R® spanned by {1, Ry, Ra, C1,C2,C3} and
X1 = span{1} Xr = span{R; — %]l,Rz — %]l}
Xc = span{Ch — %1,02 — %1,03 — %]l}
(i) (5 points) Show that the subspaces X1, Xg, Xc are mutually orthogonal with dimen-
sions 1,1, 2.

(ii) (5 points) Show that the orthogonal projection of a vector y in RS onto X¢ equals
Zle 7. (C; — 31) where §.j = % (y1,; + y2.;). Hint: Write out the 2 x 3 tables.

(iii) (10 points) Show that the orthogonal projection of y onto X equals

3 2
7.1+ ijl 3.5 (C; — 1) + Z¢:1 gi.(Ri — 11),

where a dot in the subscript indicates an averaging over the missing subscript.
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SPECTRAL DECOMPOSITION (AXLER, 2015, SECTION 7.B)

Suppose S is a k x k matrix of real numbers. An eigenvector of S is a nonzero vector x
in R* for which Sz = 6z for some constant 6. The value 6 is called an eigenvalue.

If S is symmetric (that is, ST = S) then there exists an orthonormal basis g1, . . . , qx
for R* such that each ¢; is an eigenvector with the corresponding eigenvalues all real.
That is, the matrix Q = (¢1,. .., qx) is orthogonal and

SQ =QO where © = diag(6.,...,0k).
Equivalently,
= T _ aiar
§=Q0Q" =3 _ b/,
which is just like a singular-value decomposition with U = V.

Remark. In fact, the svd of a matrix X can be derived from the spectral
decomposition of the symmetric matrix X7 X.

The matrix S is said to be non-negative definite if 7Sz > 0 for every z in R*.
For such a matrix 0 < ¢7 Sq; = 0; for every i. The matrix

T= Zigk Voigia! = Qe'*Q"

is also symmetric and positive definite, with 72 = S. Sometimes T is called a positive
square root of S (Axler, 2015, 7.35). Some authors write S/2 for T

The matrix S is nonsingular if and only if all the 6; are > 0. In that case, T is
also nonsingular, with inverse

T71 = Qeil/zQT = Z 971/2qiq;_1“'

i<k
Some authors write S™'/2 for T-'. It has the property that
Tls7! — Q@—l/QQTQeQTQ@—l/QQT = I.

Example. Suppose Z is a k x 1 random vector with V = var(Z) well defined. For
simplicity, suppose EZ = 0 so that V = E(ZZ7T). Clearly V is symmetric. It is
also non-negative definite because 2" Vz = E ((z"Z)?) > 0. It has a positive square

root T. If V is nonsingular then there exists a symmetric matrix V=12 for which
V~12yy =12 = ;. Consequently, var(V71/2Z) = Ix.
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