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*(9.1) Suppose {Pt : t ∈ T} and {̃Pt : t ∈ T} are two candidates for the conditional probability distribution
described in UGMTP Definition 5.4. Suppose the sigma-field F is countably generated, that is, F = σ(E)

for some countable collection E of sets.

(i) Show that there is no loss of generality in assuming that E is stable under the formation of finite
intersections.

(ii) For each E ∈ E, show that Pt E = P̃t E a.e [Q]. Hint: Consider P{ω ∈ E, T ω ∈ B} for various
B ∈ B.

(iii) Show that there exists a Q-negligible set N such that Pt = P̃t , as measures on F, for all t ∈ Nc.

*(9.2) In class I considered a probability measure P = P ⊗ P on B(R2), where P is a nonatomic measure
with distribution function F . For the map T (x, y) = max(x, y), with distribution Q, I asserted that the
conditional distributions take the form Pt = 1

2μt ⊗ δt + 1
2δt ⊗ μt , where δt denotes the probability measure

concentrated at the single point t and μt denotes the probability measure with density {x ≤ t}/F(t) with
respect to P , provided F(t) > 0.

(i) Show that Q{t : F(t) = 0} = 0.

(ii) For some arbitrary probability measure ν on B(R2), define Pt = ν when F(t) = 0. Show that
{Pt : t ∈ R} is (one possible choice for) the conditional distributions.

For the next problem you may assume the following result. Suppose that X ∈ L1(�, F, P). Let G

be a sub-sigma-field of F. If g is a G-measurable, real-valued random variable on � for which
gX ∈ L1(�, F, P), then PG(gX) = gPG X almost surely.

*(9.3) Suppose X ∈ L2(�, F, P) and that G is a sub-sigma-field of F. Show that var(X) = var(PG X)+P(varG X),
where varG(X) = PG

(
(X − PG X)2

)
.


