
Statistics 330/600 Due: Thursday 17 April
2008: Sheet 10

Throughout the sheet let (ƒ,F, P) be a fixed probability space.

*(10.1) Let τ1 and τ2 be stopping times for a filtration {Fn : n ∈ N0}.
(i) Show that Fτ1∧τ2 = Fτ1 ∩ Fτ2 .
(ii) Show that Fτ1∨τ2 = σ

°
Fτ1 ∪ Fτ2

¢
. Hint: Show that each set of the form F{1∨τ2 = i with F ∈ Fi can

be written as a union of two sets, one in Fτ1 , the other in Fτ2 .

(10.2) Let {(Zn,Fn) : n ∈} be a submartingale and τ be a stopping time. Show that {(Zτ∧n,Fn) : n ∈} is also
a submartingale. Hint: For F in Fn−1, consider separately the contributions to PZn∧τ F and PZ(n−1)∧τ F
from the regions {τ ≤ n − 1} and {τ ≥ n}.

(10.3) Suppose {Zn : n ∈ N0} are random variables on ƒ. Define a filtration by Fn = σ {Zi : i ≤ n} for
each n ∈ N0. Define F∞ = σ {Zi : i ∈ N0} = σ

°
∪n∈N0 Fn

¢
. Suppose τ is a stopping time for the filtration.

Define Xi = Zτ∧i and Gn = σ {Xi : i ≤ n} and G∞ = σ {Xi : i ∈ N0}. Show that Fτ = G by the following
steps.

As a convenient abbreviation, write Wn for the random vector (Z0, Z1, . . . , Zn) and W∞ for RN0

random element (Z0, Z1, . . .). Write Yn and Y∞ for the analogous variables defined from the Xi ’s.
(i) Show that Xi is Fτ -measurable. Hint: You may assume the result proved at the bottom of UGMTP
page 143. Deduce that G∞ ⊆ Fτ .

(ii) Explain why there exist sets Ai ∈ B(Ri+1) for which {τ = i} = {Wi ∈ Ai } for each i ∈ N0.
(iii) Use the result from the next Problem on this Sheet to explain why there exists a set A∞ ∈ B(RN0)

such that {τ = ∞} = {W∞ ∈ A∞}.
(iv) Suppose F ∈ Fτ . For each k in N0, explain why F{τ = k} = {Wk ∈ Bk} for some Bk ∈ B(Rk+1).
(v) For each k in N0, show that {τ ≥ k} ∈ Gk−1. Hint for k = 2: First show that {τ ≥ 2} can also be

written as {W0 /∈ A0,W1 /∈ A2}{τ ≥ 1}.
(vi) For each k in N0, show that

F{τ = k} = {Wk ∈ Bk, τ ≥ k} = {Yk ∈ Bk, τ ≥ k} ∈ Gk .

(vii) Show that F{τ = ∞} ∈ G∞.
(viii) Deduce that F ∈ G∞. Conclude that Fτ ⊆ G∞.

(10.4) Suppose ψi : Y → Zi and Zi is equipped with a sigma-field Ci , for each i in some index set I. Define B
as the smallest sigma-field on Y for which each ψi is B\Ci -measurable.
(i) Show that B is generated by the collection of sets ∪i∈IEi , where Ei := {ψ−1

i (C) : C ∈ Ci }.
(ii) Suppose T : ƒ → Y and that F is a sigma-field on ƒ. Show that T is F\B-measurable if and only

if ψi B T is F\Ci -measurable for each i ∈ I.
(iii) Specialize to the case where I = N and Y = RN, with ψi as the i th coordinate map: if x =

(xi : i ∈ N) ∈ RN then ψi (x) = xi . Suppose T (ω) = (X1(ω), X2(ω), . . .) for some sequence
of F\B(R)-measurable real random variables X1, X2, . . .. Show that T is F\B-measurable.

(iv) Show that σ(T ) = {T−1(B) : B ∈ B}.
(v) Show that σ(T ) = F∞, the smallest sigma-field on ƒ for which Xi is F∞\B(R)-measurable for

each i ∈ N.
(vi) Show that the elements of M+(ƒ,F∞) are precisely those functions of the form g(T (ω)) for some

g ∈ M+(RN,B). Hint: Start with the bounded random variables.


