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*(9.1) Suppose X ∈ L1(ƒ,F, P) and Y = PGX for some sub-sigma-field G of F. Suppose W is a G-measurable
random variable for which XW ∈ L1(ƒ,F, P).
(i) Show that YW ∈ L1(ƒ,F, P) and P(XW ) = P(YW ). Hint: Consider X± and W±. Note that Y is
defined to equal PGX+ − PGX− almost surely. [By the way: Why is there no ∞ − ∞ problem in
the definition of Y ?]

(ii) Show that Y ≥ 0 almost surely if P(XW ) ≥ 0 for every bounded, G-measurable, nonnegative W .
*(9.2) Suppose {ξi : i ∈ N} is an exchangeable sequence of random variables, each taking values in {0, 1}. That

is, for each n and each t = (t1, . . . , tn) ∈ {0, 1}n , the probability P{ξ1 = t1, . . . , ξn = tn} depends only onP
i≤n ti . Define Sn =

P
i≤n ξi . Let S = σ(Sn).

(i) Show that PSξ1 = . . . = PSξn almost surely.
(ii) Deduce for each m ≤ n that PS(Sm/m) = Sn/n almost surely.

(9.3) (generalized Polya urn) Suppose an urn initially contains r0 red balls and b0 = N0 − r0 black balls. At
step n a ball is selected at random from the urn then thrown back. Let ξn = 1 if the ball is red, ξn = 0
otherwise. Another dn balls of the same color, where dn ≥ 0 is a random integer that can depend on the
outcomes of the first n − 1 draws, are then added to the urn.

Let Rn = r0+
P

i≤n ξi di denote the number of red balls in the urn, and Bn denote the number of black
balls, after completion of the nth step. The total number of balls in the urn is Nn = Rn+Bn = N0+

P
i≤n di .

(i) Show that Rn/Nn is a martingale with respect to a suitable filtration.
(ii) Is Rn/Nn also a martingale if we allow dn to take negative values, subject to the constraint

dn ≥ max(Rn−1, Bn−1)?
(9.4) [slightly difficult problem] Suppose µ and P are probability measures on a countably generated sigma-

field F∞ on a set ƒ. That is, F∞ = σ {Fi : i ∈ N}. Let πn denote the partition of ƒ generated by the sets
F1, . . . , Fn . (That is, each nonempty member of πn is of the form ∩i≤n Ai with Ai = Fi or Ai = Fc

i .)
Define

Xn(ω) =

X
B∈πn

{ω ∈ B, PB > 0}
µB
PB

Zn(ω) =

X
B∈πn

{ω ∈ B, λB > 0}
µB
λB

where λ =
1
2 (µ + P).

(i) Define ƒn = ∪{B ∈ πn : PB > 0}. Show that Pƒn = 1 for each n.
(ii) Define Fn = σ(πn) = σ {Fi : i = 1, . . . , n}. Show that {(Xn,Fn) : n ∈ N} is a P-supermartingale,

which converges P almost surely to some random variable X∞.
(iii) Show that {(Zn,Fn) : n ∈ N} is a λ-martingale, which converges λ almost surely to a random

variable Z∞. Show also that Z∞ is a version of the density dµ/dλ.
(iv) Show that there is an F∞-measurable subset ƒ0 of ∩n∈Nƒn with Pƒ0 = 1 such that

Xn(ω) → X∞(ω) < ∞ and
2Xn(ω)

1+ Xn(ω)
= Zn(ω) for each ω ∈ ƒ0.

(v) Deduce that
2X∞

1+ X∞

ƒ0 = Z∞ƒ0 a.e. [λ]

(vi) Deduce that
P
X∞ƒ0F
1+ X∞

= µ
ƒ0F
1+ X∞

for each F ∈ F∞.

(vii) Deduce that
PX∞ƒ0 f = µƒ0 f for each f ∈ M+(F∞).

(viii) Conclude that X∞ is a version of the density dµ0/dP, where µ0 is the part of µ that is absolutely
continuous with respect to P.


