
Statistics 330b/600b, Math 330b spring 2016
Homework # 6
Due: Thursday 3 March

Please attempt at least the starred problems. Please explain your reasoning.

*[1] Suppose (Ω,F,P) is a probability space and Ti : Ω → Xi is an F\Bi-measurable
function, for some sigma-field Bi on the set Xi, for i = 1, 2. Suppose also that Bi =
σ(Di), where Di is stable under pairwise intersections.

(i) Show that Fi := {T−1i Bi : Bi ∈ Bi} is the smallest sigma-field on ω for which Ti
is Fi\Bi-measurable. [The sigma-field Fi is often denoted by σ(Ti).]

(ii) Show that T1 and T2 are independent if

P{T1 ∈ D1, T2 ∈ D2} = P{T1 ∈ D1}P{T2 ∈ D2} for all Di ∈ Di.

*[2] Suppose (Ω,F,P) is a probability space and Xi : Ω → Xi is an F\Bi-measurable
function, for some sigma-field Bi on the set Xi, for 1 ≤ i ≤ 5. Define functions
T : Ω→ X1 × X2 and S : X3 × X4 × X5 by

T (ω) := (X1(ω), X2(ω)) and S(ω) := (X3(ω), X4(ω), X5(ω))

(i) Equip X1 × X2 with its product sigma-field

B1 ⊗B2 := σ{B1 ×B2 : Bi ∈ Bi for i = 1, 2}.

Equip X3 × X4 × X5 with the analogously defined B3 ⊗ B4 ⊗ B5. Show that T is
F\(B1 ⊗B2)-measurable and S is F\(B3 ⊗B4 ⊗B5)-measurable.

(ii) Suppose X1, . . . , X5 are independent. Show that T and S are independent.

[3] Suppose X1, X2, . . . are independent random variables with PXi = 0 and σ2
i :=

PX2
i < ∞ for each i. You may solve this problem either under the assumption

that supi σ
2
i ≤ K < ∞ or under the weaker assumption

∑
i∈N σ

2
i /i

2 < ∞. (The

second case is a bit harder.) Define Sn := X1 + · · · + Xn. Define n(k) = 2k and
Bk = {n ∈ N : n(k − 1) < n ≤ n(k)} for k ∈ N.

Your aim is to prove that Sn/n→ 0 almost surely, as n→ ∞, by the following
steps.

(i) Show that
∑

i∈N P{|Xi| > i} <∞. Hint: Second moment bound.

(ii) Deduce that there exists a P-negligible set N0 for which: to each ω ∈ Nc
0 there

exists an i0(ω) ∈ N such that |Xi(ω)| ≤ i when i ≥ i0(ω).

(iii) Define Tn =
∑

I≤nXi{|Xi| ≤ i}. Show that (Sn − Tn)/n → 0 almost surely, and
hence it suffices to prove Tn/n→ 0 almost surely.

(iv) Show that

|PTn/n| ≤ n−1
∑

i≤n
σ2
i /i ≤

∑
i≤n

(σ2
i /i

2) min(1, i/n)→ 0.

Deduce that it suffices to prove (Tn − PTn)/n→ 0 almost surely.

(v) Define Yi := X+
i {|Xi| ≤ i} and Zi := X−i {|Xi| ≤ i} and µi := PYi and νi :=

PZi. Explain why it suffices to prove
∑

i≤n(Yi − µi)/n → 0 almost surely and∑
i≤n(Zi − νi)/n→ 0 almost surely.



(vi) Define Wn :=
∑

i≤n Yi and Mn := PWn. Explain why

Wn(k−1) −Mn(k) ≤Wn −Mn ≤Wn(k) −Mn(k−1) for n ∈ Bk.

(vii) Deduce that

max
n∈Bk

|Wn −Mn|
n

≤ 2
|Wn(k) −Mn(k)|

n(k)
+ |Wn(k−1) −Mn(k−1)|

+
Mn(k) −Mn(k−1)

n
.

(viii) Use the second moment analog of the proof (given in class) for SLLN4 to show that
(Wn(k) −Mn(k))/n(k)→ 0 almost surely as k →∞.

(ix) Show that

Mn(k) −Mn(k−1)

n(k)
≤

∑
i∈Bk

σ2
i /i

2 → 0 as k →∞.

(x) Similar arguments work with
∑

i≤n(Zi − νi)/n. Combine the results from all the
previous parts to exlain why Sn/n→ 0 almost surely.


