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Densities fy(x) = dPy/du for 6 € ©, an open subset of R.
Hellinger differentiability/DQM:

Epys(x) 1=/ fors(x) =/ fo(x) + 8&(x) +r9(x.8)  with ry = o(|8]) in L2(11) norm as § — 0.
Equivalently,

dPyys
dPy

=1+ %SAg(x) + Ry(x, d) with Ry = o(|8]) in L*(Py) norm as § — 0,

where Ag(x) := {£& > 0}2&,(x) /&y (x) (the score function). cf. 0/ fs/06 2 fo/2d o

Fisher information 7 (0) := 411(£§2) = 4P5(A2) = 4 [ Ag(x)? Py (dx).

Statistic 7 with distribution Qg under Py.

dQoys
d Qg

where Ze (t) ;= Py(A | T =1t), the conditional expectation of Ay given T = t.

=1+ 18Ag(x) + Ro(x,8)  with Ry = 0(|8]) in £2(Qy) norm as § — 0,

See: Ibragimov & Has minskii (1981, Section 1.7??); van der Vaart (1988, page 181); Le Cam &
Yang (1988, Section 7); Bickel, Klaassen, Ritov & Wellner (1993, page 461).

Fisher information 7(6) := 4Q, Zg = 4Py Ay (Tx)>

Geometry:
1(0) = 4Py (Ag(x) — Ag(Tx) + Ag(Tx))” = 4Py (Ag(x) — Ag(Tx))” + 1(6).
No loss of Fisher information if and only if Ay(x) = Zg (Tx) as. [Py]. cf. Pitman (1979, page 19)

No loss of Fisher information if 7 is a sufficient statistic.
Kagan & Shepp (2005): example of zero loss of Fisher information without sufficiency.

Example based on K&S. Densities {gy(¢) : 6 € ©®} and {hy(¢) : 6 € ©} with respect to A, both DQM:
Eo1s.6(t) = v/8a+5(t) = v/ go(t) + 89 o (1) + 0(18]) in L2(1)
Eorsn(t) := Vhoys(t) = ' ho(t) + 8& (1) + 0(|8]) in L2(1)

Put x = (¢, y) with y ~ v, for a known (nondegenerate) probability measure v on (0, 1), mean o # 1/2.
Define fy(x) = ygo(t) + (1 — y)hy(?), a density with respect to u := A ® v. The corresponding marginal
density for the statistic T (x) =t is ago(t) + (1 — a)hy(2).

If we make sure that Gy := {r : go(t) > 0} is disjoint from Hy := {t : go(¢) > 0}, for each 6, then

Vi) =8 x) =y & Ot € Go} + /1 —y & 1 (t){t € Hp}
E9(x) = /Y &0 (Dt € Go} + /1 — y & (1)t € Hy}
£ (x) £g.0 (1) Eg.n (1)

GogUHyl =2 G 2
g (o SO0V =20 e Gl 2

Ag(x) =2 {t € Hp}.



The score function does not depend on y. There is no loss of Fisher information but 7 is not sufficient:
vt ~vlt € Go} + vult € Hp} under Py(- | T = 1),

where v, and v, are the probability measures defined by

dvg y dvy 1—y
—S == and —_— = .
dv o dv l—«
Take independent observations x; = (¢, ¥1), ..., X, = (t;, y») from Py. The statistic T = (t;,...,1,) is

not sufficient but there is no loss of Fisher information. The y;’s are conditionally independent given T,
with
(%) Vi | ti ~velti € Go} + vp{t; € Hp}.

How much more about & do we learn from the y;’s once we know 7?7 Not much. For example, the
asymptotic distributions for efficient estimators are the same with or without the y;’s.

K&S example: go(t) = ¥ (t — 0) and hy(t) = (6 — ) where ¥ (¢) = %t2e”{t > 0} and A equal to
Lebesgue measure on the real line. Thus Gy = (6, 00) and Hy = (—00, ).

Generate independent observations yi, ..., y, from v, and y{, ..., y, from v.

Given T (and secret knowledge of 0), define y = y/{t; > 0} + y/{t; < 6} and x" := (t;, y}).
The variables x, ..., x; have the same joint distribution as the sample xi, ..., x,.

Given a /n-consistent estimator 8, for 6, define v =yt > 0,} + it < 6,} and X = (t, yI).

Use the fact that min;, |#; — 6| is of order n=!/* to show that
Py{x’ = x/* for each i <n } =Py{ no t;’s between 6 and 0, }— 1 as n — oo.

More concretely, for 6, = sample median — ¢,, with a suitable constant ¢, that depends on «, get

log*? n
Po{x] # x/* for at least one i <n } = O ( f/_
n
We can almost reproduce the behaviour of any statistic based on xy, ..., x, by a (randomized) statistic

based on x{*, ..., x}*

*>n
Compare with the Le Cam distance between experiments.
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