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Too much to choose from

• CLTs for empirical measures (Ann Prob 1978)
• St. Flour notes (1984)
• Aarhus notes (1976, 1999)
• RAP (1989)
• UCLT (1999)
• Weak convergence of probabilities on nonsepa-

rable metric spaces and empirical measures on
Euclidean spaces. Illinois J. Math. (1966)

• Convergence of Baire measures. Studia Math.
(1966)

• Distances of probability measures and random
variables. Ann. Math. Statist. (1968)

• An extended Wichura theorem, definitions
of Donsker class, and weighted empirical
distributions. Prob. in Banach Spaces (1985)

• . . .



Some characteristics

• weak convergence/convergence in distribution
• gaussian processes ↔ empirical processes
• looks for “the best and shortest available

proofs”
• serious respect for history
• serious concern for measurability difficulties







Convergence in “distribution”

• {Xn : n ∈ N} measurable(?) maps into metric
space (X, d)

• P a probability measure on Borel sigma-field
of X

• define Xn � P to mean∫ ∗
f (Xn) dP →

∫
f d P∫

∗
f (Xn) dP →

∫
f d P

for all bounded, (Lipschitz)-continuous, real
functions f on X

• Problem: Construct new measurable(?) maps
{X̃n : n ∈ N} with X̃n having “same distribu-
tion” as Xn , and X̃ with distribution P , such
that

X̃n → X̃ almost surely

(Or: almost uniformly?)
• Dudley (1985): Build new probability space

(�, F, P) with Pn = image of P under a perfect
map ψn : � → �n .



Xn



• No problem with op(1):

(Xn, Zn) � P ⊗ δ0

• Problem with Op(1),
but Wn ◦ ψn is Op(1) under P.

Example

• Suppose:

(i) stochastic processes {Xn(θ) : θ ∈ R}
(ii) estimators θ̂n = argmaxθ∈R

Xn(θ)

(iii) Xn � X in the sense of metric for
uniform convergence on compacta

(iv) θ̂n = Op(1)

• Can we deduce that

θ̂n � argmax
θ

X (θ) ?



Comparison of experiments

• Probability measure P, P1, . . . , Pk on (X, B)
with dPi/dP = Xi
Probability measure Q, Q1, . . . , Qk on (Y, C)
with dQi/dQ = Yi

• Distribution of X := (X1, . . . , Xk) under P
close to distribution of Y := (Y1, . . . , Yk)
under Q.

• Find a randomization (Markov kernel) Kx (dy)
such that, for all i and all |g| ≤ 1,

|
∫

g(y)Qi (dy)−
∫

g(y)Kx (dy)Pi (dx)| < tiny

• WLOG(???) X = Y = Rk with the Xi and
Yi as coordinate maps (work with image of P
under X and image of Q under Y )



•
� := sup

‖�‖Lip≤1
|
∫

�(x)P(dx) −
∫

�(y)Q(dy)|

• Construct probability K on Rk × Rk with
marginals P and Q and∫∫

|x − y|K(dx, dy) = �

• Take Kx as conditional distribution (under K)
of y given x

• Then, for |g| ≤ 1,

|
∫

g(y)Qi (dy) −
∫

g(y)Kx (dy)Pi (dx)|

= |
∫

g(y)yiQ(dy) −
∫

g(y)Kx (dy)xiP(dx)|

≤
∫∫

|g(y)(yi − xi )|K(dx, dy)

≤ �


