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*6. Bahadur’s rescue of efficiency

The representation of the likelihood ratio in Theorems<14> and <18> provides
the framework for a method to exclude the superefficiency phenomenon described
in Section1.4. In fact, the form of the underlying statistical models (indepen-
dent, identically distributed observations from a smoothly parametrized family of
densities,. . . ) becomes almost irrelevant once we have the limit behavior

<30>
dQn

dPn
� exp

(
t Z − 1

2
t2σ−2

)
with Z ∼ N(0, σ−2) underP,

for a constantt > 0. For the cases considered in Section2, the constantσ−2 was
the information function evaluated at the valueθ0 that definedPn. The only other
vestige of the underlying parameter is an assumption about the asymptotic behavior
of some estimatorTn. Specifically, suppose there is a numberθ0 for which

<31>
√

n (Tn − θ0)� N(0, τ 2) underPn.

With a very mild assumption—weaker than the assumption that
√

n(Tn − θn)

has a limitingN(0, τ 2) distribution underQn—on the behavior ofTn underQn,
Bahadur (1964) was able to rule out the possibility thatτ 2 < σ 2, the inequality
corresponding to superefficiency ofTn at θ0.

<32> Theorem. Suppose<30> and<31> hold, and

lim inf
n

Qn{
√

n (Tn − θn) < 0} ≤ 1
2

whereθn := θ0 + t/
√

n.

Thenτ 2 ≥ σ 2.

The proof will follow as a simple consequence of the following Lemma, which
captures the essence of Bahadur’s main argument.

<33> Lemma. SupposePn andQn are probability measures withQn contiguous toPn.
SupposedQn/dPn, as random variables on(Xn, An, Pn), converge in distribution to a
random variableL on (X, A, P). Then for each sequence of measurable functionsψn

with 0 ≤ ψn ≤ 1, and each positive constantC,

lim inf
n

(
Pnψn + CQnψ̄n

) ≥ ‖P ∧ (CQ)‖1,

whereQ is the probability measure on(X, A) defined bydQ/dP = L.

Proof. Write Ln for the density of the part ofQn that is absolutely contnuous with
respect toPn. We are assumimg thatLn � L. Thus

Pnψn + CQnψ̄n ≥ inf
0≤ψ≤1

Pn
(
ψ + C Lnψ̄

) = Pn
({C Ln ≤ 1} + C Ln{C Ln > 1}) .

That is, the infimum is achieved whenψ := {C Ln ≤ 1}. Rewrite the last expectation
asPn (1 ∧ (C Ln)). The mapx �→ 1 ∧ (Cx) is bounded and continuous onR+. The
lower bound converges toP (1 ∧ (C L)) = ‖P ∧ (CQ)‖1, as asserted.�
Proof of Theorem<32>. Identify the limit distribution forLn with the distribution
of the densitydQ/dP, where P := N(0, σ 2) and Q := N(t, σ 2). Invoke the
Lemma withψn := {√n(Tn − θn) ≥ 0} and C := exp

(−σ−2t2/2
)
. The lim inf

of Pnψn + CQnψ̄n is less thanP{N(−t, τ 2) ≥ 0} + 1
2
C. To calculate the norm of
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P∧ (CQ), note that theN(0, σ 2) density is smaller thanC times theN(t, σ 2) density
at those pointsx of the real line for which

− 1
2
x2σ−2 ≤ − 1

2
σ−2t2 − 1

2
σ−2(x − t)2,

that is, whenx ≥ t . Thus

‖P ∧ (CQ)‖ = P[t, ∞) + CQ(−∞, t ] = 
̄(t/σ) + 1
2
C.

In order that
̄(t/τ) + 1
2
C ≥ 
̄(t/σ) + 1

2
C, we must haveτ ≥ σ .�

Extra note

The argument in Section6 is an extension of the method of Bahadur (1964). He
noted that there is an easy generalization to the case where the parameter is vector
valued. Bahadur imposed classical regularity conditions to produce the required
approximation for the likelihood ratio.

Extra problems

[8] Show that the affinity between two finite Borel measuresλ and µ on a metric
spaceX equals the infimum ofλg + µḡ taken over all continuous functionsg for
which 0 ≤ g ≤ 1. Hint: Use the fact that the bounded continuous functions are
dense inL1(λ + µ). Also, if 0 ≤ f ≤ 1 show that| f − g0| ≤ | f − g| where
g0 = 1 ∧ g+.

[9] Let Pn andQn be as in Lemma<33>. Suppose{Yn} is sequence of random vectors
for which Yn � λ underPn andYn � µ underQn, whereλ andµ are probability
measures onRk. For each positive constantC, show that

‖λ ∧ (Cµ)‖1 ≥ ‖P ∧ (C Q)‖1

Deduce that‖λ−µ‖1 ≤ ‖P − Q‖1. Hint: Invoke the Lemma withψn := g(Yn), with
g continuous and 0≤ g ≤ 1, then appeal to Problem[8].

[10] Show that‖N(t1, σ 2) − N(t2, σ 2)‖1 = 2P{ |N(0, 1)| ≤ |t1 − t2|/σ }.
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