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Notation

UGMTP = User’s Guide to Measure-Theoretic Probability

Let X be a set equipped with a sigma-fieldA. Identify sets with their indicator
functions [UGMTP §1.4]. Define

M(X, A) := all A-measurable functions fromX into [−∞, ∞,

M+(X, A) := all nonnegative functions inM(X, A)

M(X, A) := all bounded functions inM(X, A)

M
+(X, A) := all bounded, nonnegative functions inM(X, A).

Unless stated otherwise, measures will always be understood to be nonnegative
and countably additive. Finitely additive measures onA correspond to mapsλ from
M

+(X, A) to R
+ that are linear, in the sense that

λ(α1 f1 + α2 f2) = α1λ( f1) + α2λ( f2) for all αi ∈ R
+ and fi ∈ M

+(X, A).

Write L
+(X, A) for the set of all such functionals. For functionals inL

+(X, A),
write λ1 ≥ λ2 to mean thatλ1 f ≥ λ2 f for all f in M

+(X, A). Define a distance
between functionalsλ1 andλ2 in L

+(X, A) via the norm

<1> ‖λ1 − λ2‖ := sup{|λ1 f − λ2 f | : f ∈ M(X, A) and sup
x

| f (x)| ≤ 1}

If λ1(1) = λ2(1) then‖λ1 − λ2‖ := 2 sup{|λ1g − λ2g| : 0 ≤ g ≤ 1}.
Countably additive measures onA can be identified [UGMTP §2.3] with those

increasing linear functionalsµ on M+(X, A) that have theMonotone Convergence
property,

if 0 ≤ fn ↑ f thenµ fn ↑ µ f .

For finite countably additive measures, it is sometimes more convenient to make an
identification with the functionals inL+(X, A) that areσ-smooth at0,

if { fn : n ∈ N} ⊆ M
+(X, A) and fn ↓ 0 pointwise thenλ fn ↓ 0.

Write L
+
σ (X, A) for the set of all suchσ -smooth functionals. Ifλ is a countably

additive, sigma-finite measure, write thenL
+
λ (X, A) for the subset ofL+

σ (X, A)

consisting of the measures dominated byλ. That is,µ ∈ L
+
λ (X, A) if and only if

there exists a densityg ∈ M+(X, A) for which λg < ∞ andµ f = λ(g f ) for all f in
M+(X, A).

For countably additive measures, the norm defined by<1> is sometimes called
the L1 norm, and is denoted by‖ · ‖1. If both µ and ν are probability measures,
then

1
2
‖µ − ν‖1 = supA∈A |µA − ν A| = sup0≤ f ≤1 |µ f − ν f |,

a quantity that is often called the total variation distance between the measures
[UGMTP §3.3].

When the choice ofX or of A is clear, abbreviateM+(X, A) to M+(X), or
M+(A), or even justM+. And so on.
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Let Y be another set, equipped with a sigma-fieldB. If T is anA\B-measurable
map fromX to Y, andµ is a measure onA, the image measureT(µ), or Tµ, is
defined onB by (Tµ)(B) := µ{x : T(x) ∈ B} for eachB ∈ B. Equivalently,

(Tµ)yg(y) := µxg(T(x)) for g ∈ M+(Y, B).

Markov kernels

A Markov kernel from(X, A) to (Y, B) is a family of probability measuresK := {Kx :
x ∈ X} such thatx �→ Kx B is A-measurable, for eachB ∈ B. As a consequence,
for each f in M+(X × Y, A ⊗ B) the functionx �→ K

y
x f (x, y) := ∫

f (x, y) Kx(dy) is
A-measurable. Ifµ is a measure onA then the measureµ ⊗ K is defined onA ⊗ B

by
(µ ⊗ K ) f := µx

(
K

y
x f (x, y)

)
for f ∈ M+(X × Y, A ⊗ B).

It has marginalsµ andλ, with λ the measure onB defined by

λyg(y) := µx
(
K

y
xg(y)

)
for g ∈ M+(Y, B).

The measureλ is also denoted byKµ or µx
Kx for λ. The mapµ �→ Kµ from

L
+
σ (X, A) to L

+
σ (Y, B) is linear, and it takes probability measures to probability

measures.
If µ is a probability measure, the pair(x, y) generated by

x ∼ µ and y|x ∼ Kx

has joint distributionµ ⊗ K. The y has marginal distributionKµ.

Decision theory

A statistical model(or statistical experiment) is defined to be a family of probability
measuresP := {Pθ : θ ∈ �}, all defined on the same sigma-fieldA on a setX.
Let D be some set, equipped at least with a sigma-fieldD. A decision procedure
for P is a measurable mapT from X to D. (If D = �, then T is usually called
an estimator for the parameterθ .) A randomized procedure is defined as a Markov
kernelτ from (X, A) to (D, D).

A map L from D × � into [−∞, ∞] is called aloss function. Typically I will
assumeL is either nonnegative or bounded, so that there are no problems with the
next definition. The risk function for a procedureT is defined as

R(T, θ) := P
x
θ L (T(x), θ) = (TPθ )

t L(t, θ) for θ ∈ �.

The risk function for a randomized procedureτ is defined as

R(τ, θ) := P
x
θ τ

t
x L (t, θ) = (τPθ )

t L(t, θ) for θ ∈ �.
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