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[42] Tusnády’s inequality revisited (with Andrew Carter). Annals of Statistics 32:
2731–2741, 2004.

[43] Nonlinear least-squares estimation (with Peter Radchenko). Journal of
Multivariate Analysis 97: 548-562, 2006.

[44] Analysis of max-product via local maxifiers (with Sekhar Tatikonda and Stephan
Winkler). IEEE International Symposium on Information Theory 2006,
2689 - 2693.

[45] A note on Talagrand’s convex hull concentration inequality. IMS Lecture Notes,
55: 196–203, 2007.

Articles submitted
Conditioned Poisson distributions and the concentration of chromatic numbers

(with John Hartigan and Sekhar Tatikonda). Submitted to Random Structure
and Algorithms.

March 2008


