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Abstract

The Method of Moments is one of the most widely used methods in statistics for parameter estimation, obtained by solving the system of equations that match the population and estimated moments. However, in practice and especially for the important case of mixture models, one frequently needs to contend with the difficulties of non-existence or non-uniqueness of statistically meaningful solutions, as well as the high computational cost of solving large polynomial systems. Moreover, theoretical analysis of method of moments are mainly confined to asymptotic normality style of results established under strong assumptions.

In this talk I will present some recent results for estimating Gaussians location mixtures with known or unknown variance. To overcome the aforementioned theoretic and algorithmic hurdles, a crucial step is to denoise the moment estimates by projecting to the truncated moment space before executing the method of moments. Not only does this regularization ensures existence and uniqueness of solutions, it also yields fast solvers by means of Gauss quadrature. Furthermore, by proving new moment comparison theorems in Wasserstein distance via polynomial interpolation and majorization, we establish the statistical guarantees and optimality of the proposed procedure. These results can also be viewed as provable algorithms for Generalized Method of Moments which involves non-convex optimization and lacks theoretical guarantees.
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1 Introduction

1.1 Gaussian mixture model

Consider a $k$-component Gaussian location mixture model, where each observation is distributed as

$$X \sim \sum_{i=1}^{k} w_i N(\mu_i, \sigma^2).$$  \hfill (1)

Here $w_i$ is the mixing weight, $\mu_i$ is the location (center) and $\sigma$ is the common standard deviation of each Gaussian component. In a Gaussian mixture model, we can equivalently write the distribution of an observation $X$ as a convolution

$$X = U + \sigma Z,$$  \hfill (2)

where $U$ is a discrete latent random variable taking value $\mu_i$ with probability $w_i$, and $Z$ is independently standard normal. The goal of this paper is to learn Gaussian mixture models using $n$ independent samples.

Generally speaking, there are three formulations of learning mixture models:
• **Parameter estimation:** estimate the means $\mu_i$'s and the weights $w_i$'s up to a global permutation, and possibly also $\sigma^2$.

• **Density estimation:** estimate the probability density function of the Gaussian mixture under certain loss such as $L_2$ or Hellinger distance. This is further divided into the case of proper and improper learning, depending on whether the estimator is required to be a $k$-Gaussian mixture or not; in the latter case, there are more flexibility in designing the estimator but less interpretability.

• **Clustering:** estimate the latent label of each sample point (i.e. $U_i$ if the $i$th sample is represented as $X_i = U_i + Z_i$) with small misclassification rate.

It is clear that to ensure the possibility of clustering it is necessary to impose certain separation conditions between the clusters; however, as far as estimation is concerned, both parametric and non-parametric, no separation condition should be needed and one can obtain accurate estimates of the parameters even when clustering is impossible. Furthermore, one should be able to learn from the data the order of the mixture models, that is, how many clusters there are. However, in the present literature, most of the estimation procedures are either classification-based, or rely on separation conditions in the analysis. Bridging this conceptual divide is one of the main motivations of the present paper.

The most popular heuristic procedure to estimate Gaussian mixture model parameters is the **Expectation-Maximization** (EM) algorithm [DLR77], an iterative procedure which is expected to converge the **Maximum Likelihood Estimate** (MLE), but no theoretical guarantee is known in general. Besides likelihood-based algorithms, there are other moment-based algorithms, such as the classical **method of moments** [Pea94] and generalizations. A detailed review of those algorithms in Gaussian mixture models is given in Section 1.5. Motivated by the failure of the vanilla method of moments as explained next, this paper provides an efficient moment-based algorithm as well as provable optimality guarantees.

### 1.2 Failure of the vanilla method of moments

The method of moments, commonly attributed to Pearson [Pea94], produces an estimator by equating the population moments to the sample moments and solving the system of moment equations. This method is conceptually simple but suffers from the following problems especially in the context of mixture models:

• **Solubility:** the method of moments entails solving a multivariate polynomial system, in which one frequently encounters non-existence or non-uniqueness statistically meaningful solutions.

• **Computation:** solving moment equations can be computationally intensive. For instance, for $k$-component Gaussian mixture models, the moments equations consist of a multivariate polynomial system of $2k - 1$ equations and $2k - 1$ variables.

• **Accuracy:** existing statistical literature on the method of moments [VdV00, Han82] either shows only consistency under weak assumptions, or proves central limit theorem assuming very strong regularity conditions (so that delta method works), which generally do not hold in mixture models since the convergence rates can be slower than parametric. Some results on nonparametric rates are known (cf. [VdV00, Theorem 5.52] and [Kos07, Theorem 14.4]) but the conditions are extremely hard to verify.
To explain the failure of the vanilla method of moments in Gaussian mixture models, consider the following simple example:

**Example 1.** Consider a Gaussian mixture model with two unit variance components. Since there are three parameters $\mu_1, \mu_2$ and $w_1 = 1 - w_2$, we use the first three moments and solve the following system of equations:

\[
\begin{align*}
E_n[X] &= E[X] = w_1\mu_1 + w_2\mu_2, \\
E_n[X^2] &= E[X^2] = w_1\mu_1^2 + w_2\mu_2^2 + 1, \\
E_n[X^3] &= E[X^3] = w_1\mu_1^3 + w_2\mu_2^3 + 3(w_1\mu_1 + w_2\mu_2),
\end{align*}
\]

where $E_n[X^i] \equiv \frac{1}{n}\sum_{j=1}^{n} X_j^i$ denotes the $i$th moment of the empirical distribution from $n$ i.i.d. samples. With finite samples, there is always a non-zero chance of failure; even with infinite samples, when two components completely overlap, the failure happens with constant probability. To see this, note that the first two equations are equivalent to $E_n[X] = E[U]$ and $E_n[X^2] - 1 = E[U^2]$, and the vanilla method of moments fails as long as

\[
E_n[X^2] - 1 < E_n^2[X],
\]

which disobeys the Cauchy-Schwarz inequality. When two components completely overlap, the above equation is equivalent to $n(E_n[Z^2] - E_n^2[Z]) \leq n$, whose left-hand side follows the $\chi^2$-distribution with $n - 1$ degrees of freedom. The failure happens with probability approaching to 0.5 as $n$ diverges, according to the central limit theorem.

The main observation is that individually each moment estimate is $\frac{1}{\sqrt{n}}$-consistent, jointly they are not the moments of any distribution. The failure easily happens when the population moments are estimated with finite samples; even with infinite samples, it also provably happens with constant probability when the true model has fewer components than postulated, or equivalently, the population moments are on the boundary of moment space (the equivalence is established in Lemma 30).

### 1.3 Main results

In this paper, we propose the **denoised method of moments**, where the moments are jointly denoised through a projection step. The main procedure is simple: we first compute noisy estimates of moments, then project them into the moment space, and finally invoke the vanilla method of moments. This procedure resolves the three issues of the vanilla method of moments, as pointed out in Section 1.2, simultaneously:

- **solvability**: there uniquely exists a statistically meaningful solution;
- **computability**: the solution can be found through an efficient algorithm;
- **accuracy**: the solution is provably optimal, and the optimality is adaptive.

The denoising (projection) step is either explicitly carried out via convex optimization in Section 4.1, or implicitly used in analyzing Lindsay’s algorithm [Lin89] in Section 4.2. After denoising, the solvability is guaranteed by classical theory on moments, as summarized in Section 2.1 and 2.1. The accuracy and optimality of our algorithm are introduced next.

The framework in this paper is different from most previous parameter estimation in mixture models: rather than individually recover parameters of each component, our goal is to jointly recover the latent discrete distribution consisting of those parameters. The main benefits of this framework include:
• Assumption-free: the task of recovering individual components require assumptions to ensure identifiability, such as strictly positive mixing weight and distinct components. In our framework, those unidentifiable instances have the same latent distribution to be estimated.

• Inference on the number of components: this framework allows us to deal with misspecified model and estimate the order of finite mixture.

This framework can be equivalently viewed as deconvolution from (2): the goal is to recover the distribution of $U$ using observations following the convolved distribution.

In this framework, it turns out a useful and flexible loss function is the 1-Wasserstein distance (see Section 1.4 for a justification in the context of mixture models), defined by

$$ W_1(\mu, \nu) \triangleq \inf \{ \mathbb{E}[\|X - Y\|] : X \sim \mu, Y \sim \nu \}, $$

which, in one dimension, coincides with the $\ell_1$ distance between the cumulative distribution functions [Vil03]. Denote the underlying model as a convolution of $\nu$ and $N(0, \sigma^2)$, and the estimated model by $\hat{\nu}$ and $N(0, \hat{\sigma}^2)$. Our main results are the following Theorem 1. Moreover, those results are all minimax rate-optimal for constant $k$ as shown in Section 5.

**Theorem 1 (Optimal rates).** Suppose $|\mu_i| \leq M$ and $\sigma$ is bounded for each component, and both $k$ and $M$ are given. If $\sigma$ is also given, then, with probability at least $1 - \delta$,

$$ W_1(\nu, \hat{\nu}) \leq O_k \left( M \left( \frac{n}{\log(1/\delta)} \right)^{-\frac{1}{4k^2}} \right); \quad (3) $$

if $\sigma$ is unknown, then

$$ W_1(\nu, \hat{\nu}) \leq O_k \left( M \left( \frac{n}{\log(1/\delta)} \right)^{-\frac{1}{4k}} \right), \quad (4) $$

and

$$ |\sigma^2 - \hat{\sigma}^2| \leq O_k \left( M \left( \frac{n}{\log(1/\delta)} \right)^{-\frac{1}{2k}} \right), \quad (5) $$

where all hidden constants in $O_k$ are at most polynomial in $k$.

Given separation conditions on the Gaussian mixture model, it is reasonable to expect a better rate of accuracy. For instance, when components are well-separated and each generated sufficient samples, a parametric rate is achievable. A weaker condition is that components form $k_0 \leq k$ well-separated clusters, where $k - k_0$ quantifies the degree of overfitting [Che95, HK15]. Our estimator is *adaptive* to those benign situations, with accuracy given in Theorem 2. Additionally, the rate in (6) is also minimax optimal when $k, k_0$ and $\gamma$ are constants, by the lower bounds in [HK15], and a proof by a simple extension of our method is given in Remark 4.

**Theorem 2 (Adaptive rate).** Under the conditions of Theorem 1, suppose $k$ component centers form $k_0$ different clusters, where intercluster atoms are separated by at least $\gamma$ and total weights of each cluster is at least $\epsilon/(0.1 \gamma)$, with $\epsilon$ denoting the $W_1$ guarantee of Theorem 1 (or Theorem 6). If $\sigma$ is given, with probability at least $1 - \delta$,

$$ W_1(\nu, \hat{\nu}) \leq O_k \left( M \gamma^{-\frac{2k_0 - 2}{2(k - k_0) + 1}} \left( \frac{n}{\log(k/\delta)} \right)^{-\frac{1}{4(k - k_0) + 2}} \right); \quad (6) $$
if $\sigma$ is unknown, then

$$\sqrt{|\sigma^2 - \hat{\sigma}^2|}, W_1(\nu, \hat{\nu}) \leq O_k\left(M\gamma^{-k_{0}-1}\left(\frac{n}{\log(k/\delta)}\right)^{-\frac{1}{(k_{0}+1)}}\right).$$  \hspace{1cm} (7)$$

In density estimation, the goal is to recover the density function of the unknown mixture model. We accurately recovered the latent distribution by $\hat{\nu}$, so the density function $\hat{f}$ as the convolution of $\hat{\nu}$ and $N(0, \sigma^2)$ serves as a natural estimate. The estimated density $\hat{f}$ is evaluated in Theorem 3 under the $\chi^2$-divergence, defined by $\chi^2(f\parallel g) = \int (f - g)^2 g$, which immediately implies other common distance measures such as Kullback-Leibler divergence, total variation, and Hellinger distance.

**Theorem 3 (Density estimation).** Under the conditions of Theorem 1, denote the density of the underlying model by $f$. If $\sigma$ is given, with probability $1 - \delta$,

$$\chi^2(\hat{f}\parallel f), \chi^2(f\parallel \hat{f}) \leq O_k(\log(1/\delta)/n).$$

1.4 Why Wasserstein distance?

Instead of evaluating the parameter estimates in Euclidean space (or in $L_p$ space), we consider the loss function given by the Wasserstein distance between probability distributions. This is a natural criterion for recovering the latent discrete distribution, which is not too stringent to give trivial result (e.g. the Kolmogorov-Smirnov distance) and, at the same time, strong enough to yield guarantees on the atoms and weights under the usual assumptions. In fact, the commonly used criterion $\min_{\pi} \|\theta_i - \hat{\theta}_{\pi(i)}\|$ is precisely the Wasserstein distance between two equally weighted distributions [Vil03].

**Accurate parameters in $\ell_\infty$-norm.** An accurate latent distribution under the Wasserstein distance implies accurate locations and mixing weights under additional necessary assumptions. This is discussed in detail in Section 2.3. As a concrete application, we demonstrate the following Lemma 1, which provides an accuracy of parameters up to a permutation under typical assumptions on Gaussian mixture models, including separations between components and lower bounds on mixing weights [Das99, KMV10, HP15].

**Lemma 1.** Suppose a distribution $\nu$ has $k$ atoms that are separated by at least $\epsilon_1$ and each has at least $\epsilon_2$ probability. If $\hat{\nu}$ has at most $k$ atoms, and $W_1(\nu, \hat{\nu}) < \epsilon$ with $\epsilon < 0.1\epsilon_1\epsilon_2$, then $\hat{\nu}$ must have exactly $k$ atoms, and there is a permutation $\pi$ such that

$$\|x - \pi \hat{x}\|_\infty < \epsilon/\epsilon_2, \quad \|w - \pi \hat{w}\|_\infty < O(\epsilon/\epsilon_1),$$

where $(x, w)$ and $(\hat{x}, \hat{w})$ denote atoms and weights of $\nu$ and $\hat{\nu}$, respectively.

1.5 Related work

There exists a vast literature on mixture models, in particular Gaussian mixtures, and method of moments, from various perspectives and for a comprehensive review see []. Below we highlight a few existing results that are related to the present paper.
Likelihood-based methods. Maximum likelihood estimation (MLE) is one of the most useful methods for statistical inference, and it is also applicable in mixture models. In parameter estimation, under strong restrictions on the parameter space, the MLE in mixture models is shown to be consistent and asymptotically normal [RW84], following from the initial work of Cramér [Cra46] and a generalization by [Cha54]. Certainly, the restrictions implicitly require that the parameters are identifiable: only one instance is allowed in the parameter space among nonidentifiable parameters. In the case of nonidentifiable mixtures, the likelihood function is still almost surely maximized in a neighborhood of some parameter with an equal mixture density function [Red81, FM96], so the density of the mixture distribution obtained from the MLE is conceivably consistent. Indeed, a rate of convergence of the mixture density from the MLE is established in general mixture models in [VDG96] by analyzing the metric entropy despite without discussion on Gaussian mixture models, whose rate is obtained using the same methods in [GW00, GVDV01]; a rate is also obtained differently from the perspective of approximation by [LB00]. Without assuming a specific parametric form, nonparametric maximum likelihood estimation (NPMLE) in mixture models has also been studied, and its characterizations and properties are obtained in [Lai78, Lin81, Lin95], but few accuracy guarantees are available. Despite those nice properties, there are many problems to be solved in practice, for example, the likelihood is possibly unbounded and no maximizer exists, or the likelihood has multiple maxima; the estimate is usually obtained from zeros of likelihood equations, which only attains local maximum. Moreover, the maxima of the likelihood function, or zeros of the likelihood equation, are often computationally infeasible to find out. The computational burden of MLE is alleviated by the brilliant invention of the Expectation-Maximization algorithm, the most popular method by far for estimation of a latent distribution.

Expectation-Maximization (EM) algorithm [DLR77] is an iterative method to find the maximum of the likelihood function, and has been extensively studied in the application of Gaussian mixture models [RW84, XJ96]. This method converges to a local maxima of the likelihood function in general [RW84], but possibly suffers poor quality, and no guarantee exists that it converges to the global optima. In practice we need to employ different heuristic selections of initial guess [KX03] and stopping criterion [SMA00], and possibly different data augmentation techniques [PL01]. Computationally, its slow convergence rate is widely observed through empirical experiments [RW84, KX03]: it requires large number of iterations, especially when two components have large overlap. Additionally, instead of first summarizing into moments, this method accesses all raw data in each iteration, which is particularly expensive in the presence of large scale problems and large data sets these days.

The Gaussian mixture model also received considerable attention in Bayesian estimation, where a further prior is postulated on the latent distribution, and popular selections include Dirichelet process priors [Fer83, Esc94, EW95] and hierarchical or independent priors on means, variances, and mixing weights [DR94, RG97, RW97]. The practical performance depends on the prior and the heuristic choice of parameters of the prior. Moreover, the posterior distribution is often difficult to evaluate even with moderate sample sizes, and is usually approximated by Monte Carlo methods. Aforementioned literatures on Bayesian estimation aim for a suitable prior and a good simulation procedure for the posterior distribution. For specific priors, the posterior distribution on the latent distributions, as well as its consistency and rate of concentration, is analyzed in [IJS01, IZ02, Ngu13].

Moment-based methods. The most representative moment-based method is the vanilla method of moments (MM) [Pea94] as introduced in Section 1.2. The failure of the vanilla method motivates various modifications including minimum chi-square [Ber80] and the generalized method of moments [Han82].
Generalized method of moments (GMM), proposed in [Han82], instead of exactly solving the set of moment equations, aims to minimize the distance between the sample moments and the moments of the estimated model. This generic method is widely applied in many practical statistical problems such as econometrics [Hal05]. It enjoys various nice asymptotic properties, including asymptotic consistency and normality, and the asymptotic variance can be optimized by a suitable choice of weighting matrix [Han82]. Despite nice theoretical properties of the minimizer, the solution is found through generic optimization procedures, and thus is not guaranteed to converge to the global optimum in Gaussian mixture models, where the moment conditions are non-convex. Our denoised method of moments (DMM) proposed in Section 4.1, essentially under the same formulation as GMM, efficiently finds the global optimal parameters of Gaussian mixture models, and thus enjoys theoretical properties of GMM.

There are some more recent works studying the polynomial learnability of Gaussian mixture models [MV10, KMV10, BS10] and the optimal rate of accuracy [HP15] using moment-based methods. A key observation is that, under necessary assumptions for identifiability, a Gaussian mixture model with finite number of components is uniquely determined (up to a permutation of components) by its finite number of moments, so it is expected that estimated parameters are accurate if the model moments are close to estimated moments. For Gaussian mixtures in some fixed dimensions, [MV10, KMV10, BS10] rely on the exhaustive search over a sufficiently fine grid of parameters and the comparison with estimated moments, and it turns out a grid of polynomial size suffices, but this method is still too expensive in practice; on the real line, [HP15] follows a similar approach as [Pea94] by carefully analyzing a polynomial equation obtained from the usual method of moments, and shows the optimal rate $\Theta(n^{-1/12})$ in the case of two components, but this approach is difficult to generalize in the case of more components. The problems in higher dimensions are reduced to lower dimensions by many projections, with an extra step to match components estimated in each projection.

**Other methods.** From a frequentist perspective, the minimum distance estimation is studied by [Che95, HK15], where they consider the Gaussian mixture model that is closest to the empirical distribution in Kolmogorov-Smirnov (KS) distance. Since empirical distributions are $\sqrt{n}$-consistent in KS distance, the same rate of consistency holds for the minimum distance estimator. An upper bound of the $W_1$ distance between latent distributions using the KS distance between mixture distributions is obtained in [HK15] (which corrects the previous bound in [Che95]), and it yields their estimation accuracy. In particular, they studied overfitted mixture models, where a $k$-component mixture model is postulated while the true model has $k_0 \leq k$ components. The local uniform rate of accuracy is $n^{-\frac{4(k-k_0)}{(k-k_0)^2}}$ asymptotically as $n$ diverges around any fixed $k_0$-component Gaussian mixture model. However, their estimator is in general computationally infeasible. Our denoised method of moments is computationally efficient and adaptively achieves the same rate of accuracy as discussed later in Section 4.3.

### 1.6 Notations

A discrete distribution supported on $k$ atoms is called a $k$-atomic. The $r^{th}$ moment of a measure $\mu$ is denoted by $m_r(\mu)$. The moment matrix associated with a sequence of moments $m_0, m_1, \ldots, m_{2r}$.
is a Hankel matrix of size \( r + 1 \) using those moments:

\[
M_r = \begin{bmatrix}
m_0 & m_1 & \cdots & m_r \\
m_1 & m_2 & \cdots & m_{r+1} \\
\vdots & \vdots & \ddots & \vdots \\
m_r & m_{r+1} & \cdots & m_{2r}
\end{bmatrix}.
\] (8)

The \( r \)-th moment matrix of a probability measure \( \mu \) is the moment matrix associated with the moments of \( \mu \) up to degree \( 2r \). For a random variable \( X \), we also write \( m_r(X) \) and \( M_r(X) \) to denote the \( r \)-th moment and the \( r \)-th moment matrix, respectively, of the distribution of \( X \). The \( \chi^2 \)-divergence between two probability measures \( \mu \) and \( \nu \) is denoted by \( \chi^2(\mu \| \nu) = \int \frac{(d\mu - d\nu)^2}{d\nu} \), and for two random variables \( X \) and \( Y \) we also write \( \chi^2(X \| Y) \) to denote the \( \chi^2 \)-divergence between their distributions. For matrices \( A \succeq B \) stands for \( A - B \) being positive semidefinite. The interval \([x - a, x + a]\) is abbreviated as \([x \pm a]\).

Example 2 (Moment space on \([0, 1]\)). The space of the first two moments of distributions on \([0, 1]\) is simply characterized by \( m_1 \geq m_2 \geq 0 \) and \( m_2 \geq m_1^2 \). The space of the first three moments of all distributions on \([0, 1]\) is characterized by

\[
\begin{bmatrix}
m_1 & m_2 \\
m_2 & m_3
\end{bmatrix} \succeq \begin{bmatrix}
m_1 & m_2 \\
m_2 & m_3
\end{bmatrix} \succeq 0.
\]

Since positive semidefinite condition is equivalent to non-negativeness of all principal minors, we have the following specific inequalities for the first three moments:

\[
0 \leq m_1 \leq 1, \quad m_2 \geq m_3 \geq 0, \\
m_1 m_3 \geq m_2, \quad (1 - m_1)(m_2 - m_3) \geq (m_1 - m_2)^2.
\]
Those constraints have the following natural interpretations: the first two conditions follow immediately from the range of distribution $[0, 1]$, and the last two conditions follow from the Cauchy-Schwarz inequality. These necessary conditions for $m_1, m_2, m_3$ to be the moments of some distribution on $[0, 1]$ turn out to be sufficient.

For a discrete distribution, its moments reveal more properties of the underlying distribution and have a stronger structure. The number of atoms of a discrete distribution is characterized by determinants of moment matrices, as presented in the following Theorem 4 (see [Usp37, p. 362] or [Lin89, Theorem 2A]). Moreover, a $k$-atomic distribution itself is uniquely determined by its first $2k - 1$ moments. Though the moment space of $k$-atomic distributions is not necessarily convex, the quadrature rule introduced next shows that the space of first $2k - 1$ moments of $k$-atomic distributions coincides with the $(2k - 1)^{th}$ moment space of all distributions, and thus is convex and is also fully characterized by (9).

**Theorem 4.** A sequence $m_1, \ldots, m_{2r}$ is the moments of a distribution with exactly $r$ points of support if and only if $\det(M_{r-1}) > 0$ and $\det(M_r) = 0$.

The quadrature rule finds a $k$-atomic representation for the first $2k - 1$ moments of any distribution. Specifically, given a measure $\nu$, its $k$-point quadrature rule consists a sequence of atoms $x_1, \ldots, x_k$ and the corresponding weights $w_1, \ldots, w_k$ such that

$$\int P(x) d\nu(x) = \sum_{i=1}^{k} w_i P(x_i),$$

(10)

for any polynomial $P$ of degree no greater than $2k - 1$. It is known that, due to Christoffel [Chr77], such quadrature rule uniquely exists. The quadrature rule is completely determined by the first $2k - 1$ moments of $\nu$, as summarized in Algorithm 5, and improved algorithms include [Rut62] using quotient-difference, [GW69] using QR decomposition, [Gau68] through a suitable discretization, and [SD71,Gau70] from modified moments.

### 2.2 Polynomial interpolation, majorization, and the Neville diagram

Polynomial interpolation is a basic primitive in numerical analysis to approximate a given function. Given a function $f$ and a set of $n+1$ distinct supports $x_1, \ldots, x_{n+1}$, there exists a unique polynomial of degree $n$ that coincides with that function on those $n+1$ supports. The interpolating polynomial can be easily expressed by the Lagrange interpolation formula, which, however, is difficult to analyze since properties of the original function are hidden in the combination of individual Lagrange basis. An alternative approach is by Newton’s interpolation formula using Neville’s algorithm in terms of divided differences, which are closely related to derivatives:

$$P(x) = \sum_{i=1}^{n+1} f[x_1, \ldots, x_i] \prod_{j=1}^{i-1} (x - x_j),$$

(11)

where $f[x_i, \ldots, x_j]$ is the notation for divided difference that can be recursively obtained by

$$f[x_i, \ldots, x_j] = \frac{f[x_{i+1}, \ldots, x_j] - f[x_i, \ldots, x_{j-1}]}{x_j - x_i} \text{ with } f[x_i] = f(x_i).$$

A generalization of the above interpolation is the Hermite interpolation, which not only coincides with the function values but also the derivatives. Given a function $f$, there exists a unique polynomial $P$ of degree $n$ satisfying $P^{(k)}(x_i) = f^{(k)}(x_i)$ for $i = 1, \ldots, m + 1$ and $k = 0, \ldots, n_i - 1$, where $n + 1 = \sum_i n_i$. Analogous to the Lagrange interpolation formula, the polynomial can be expressed
by the generalized Lagrange basis, whose explicit formulas are given in [SB02]. The Newton’s inter-
polation formula in (11) still applies after the following modifications: replace $x_i$ with $n_i$ copies of
itself, and let $f[x_i, \ldots, x_j]$ denote the generalized divided difference that $f[x_i, \ldots, x_{i+k}] = \frac{1}{k!} f^{(k)}(x_i)$
when those points are identical that $x_i = \cdots = x_{i+k}$.

**Example 3** (Neville’s algorithm in Hermite interpolation). Suppose we want to interpolate a step
function $f(x) = 1_{\{x \leq 0\}}$ with a polynomial satisfying

$$
P(-1) = 1, P'(-1) = 0,
P(0) = 1,
P(1) = 0, P'(1) = 0
$$

Replacing each $x_i$ by $n_i$ copies of itself gives a sequence $-1, -1, 0, 1, 1$. Applying (11) yields that

$$
P(x) = f[-1] + f[-1, -1](x + 1) + f[-1, -1, 0](x + 1)^2
+ f[-1, -1, 0, 1]x(x + 1)^2 + f[-1, -1, 0, 1, 1]x(x + 1)^2(x - 1).
$$

Those divided differences can be obtained from the Neville’s diagram in Fig. 1(a). The polynomial
is $P(x) = 1 - \frac{1}{4}x(x + 1)^2 + \frac{1}{2}x(x + 1)^2(x - 1)$, shown in Fig. 1(b).

In this example, the above Hermite interpolation gives a polynomial majorant to the step
function. To see this, we note that $P'(\xi) = 0$ for some $\xi \in (-1, 0)$ by Rolle’s theorem. Since
$P'(-1) = P'(1) = 0$, the polynomial $P$ has no other stationary point than $-1, \xi, 1$, and thus
decreases monotonically in $(\xi, 1)$. Hence, it follows that $-1, 1$ are the only local minimum points
of $P$, and $P \geq f$ everywhere.

![Neville’s diagram](a) Neville’s diagram.  

![Hermite interpolation](b) Hermite interpolation.

Figure 1: Neville’s diagram and Hermite interpolation. In (a), each node is the divided difference
of the two left nodes connecting to it. For example, the red thick line shows that $f[-1, -1, 0, 1] =
-1/4$, which is the divided difference of $f[-1, 0, 1]$ and $f[-1, -1, 0]$ and is calculated by $\frac{-1/2-0}{1-(-1)}$.

### 2.3 Wasserstein distance

Wasserstein distance measures the cost of optimal transportation, whose development has broad
impact in economics and motivates the study of linear programming, and it also metrizes weak
convergence in probability theory [Vil03]. Given the cost $c(x, y)$ to transport unit mass from $x$
to $y$, the optimal transference plan between two probability measures $\mu$ and $\nu$ is a coupling $\pi$
that minimizes the total cost $\mathbb{E}_\pi[c(X, Y)]$. In a particular case that $c(x, y) = \|x - y\|_p^p$ for $p \geq 1,$
Wasserstein distance is defined as \( W_p^p(\mu, \nu) = \inf \{ \mathbb{E}[\|X - Y\|_p^p] : X \sim \mu, Y \sim \nu \} \). In this paper, we mainly focus on the \( W_1 \) distance, which can be equivalently formulated, through the Kantorovich duality (see, e.g., [Vil08]), as

\[
W_1(\mu, \nu) = \sup \{ \mathbb{E}_\mu[\varphi] - \mathbb{E}_\nu[\varphi] : \varphi \text{ is 1-Lipschitz} \}. \tag{12}
\]

The optimal transportation allows many equivalent characterization [Vil08] but is often difficult to solve analytically. A special case is on the real line, where the optimal transference plan is simple to find out and is common for various cost functions. Specifically, \( W_1 \) distance coincides with the \( L_1 \) distance between cumulative distribution functions:

\[
W_1(\mu, \nu) = \int |F_{\mu}(t) - F_{\nu}(t)| \, dt. \tag{13}
\]

Wasserstein distance is a convenient metric for weak convergence, and it also implies other evaluation measures under additional assumptions. The accuracy of atoms is given in Lemma 2 under the Hausdorff distance, which measures the closeness between two sets and is defined by:

\[
d_H(A, B) = \max \left\{ \sup_{a \in A} \inf_{b \in B} |a - b|, \sup_{b \in B} \inf_{a \in A} |a - b| \right\}. \tag{14}
\]

The accuracy of weights is described by Lemma 3. As a concrete application of those results, we prove Lemma 1, which recovers each components up to a permutation.

**Lemma 2.** Let \( X \) and \( Y \) be two discrete random variables whose atom takes values in \( S_X \) and \( S_Y \), respectively, and the minimum weight of each atom has at least \( \epsilon \) probability. Then

\[
W_1(X, Y) \geq \epsilon \cdot d_H(S_X, S_Y).
\]

**Proof.** For any coupling between \( X \) be \( Y \),

\[
\mathbb{E}d(X, Y) = \sum_x \mathbb{P}[X = x] \mathbb{E}[d(X, Y)|X = x] \geq \sum_x \epsilon \cdot \inf_{y \in S_Y} d(x, y) \geq \epsilon \cdot \sup_{x \in S_X} \inf_{y \in S_Y} d(x, y).
\]

Interchanging \( X \) and \( Y \) completes the proof. \( \square \)

**Lemma 3.** For any Borel set \( B \) and any \( \delta \geq 0 \),

\[
\mu(B) \leq \nu(B^\delta) + W_1(\mu, \nu)/\delta \quad \text{and} \quad \nu(B) \leq \mu(B^\delta) + W_1(\mu, \nu)/\delta,
\]

where \( B^\delta \triangleq \{ x : \inf_{y \in B} d(x, y) \leq \delta \} \) denotes the \( \delta \)-fattening of \( B \).

**Proof.** Let \( X \) and \( Y \) be distributed according the optimal coupling of \( \mu \) and \( \nu \), respectively. Then, applying Markov inequality yields that

\[
\mathbb{P}[d(X, Y) > \delta] \leq \mathbb{E}[d(X, Y)]/\delta = W_1(\mu, \nu)/\delta.
\]

By Strassen’s theorem [Str65] (see, also, [Hub05]), for any Borel set \( B \), we have \( \mu(B) \leq \nu(B^\delta) + W_1(\mu, \nu)/\delta \) and \( \nu(B) \leq \mu(B^\delta) + W_1(\mu, \nu)/\delta \). \( \square \)

**Proof of Lemma 1.** Any atom \( x_i \) of \( U \) must be close to some atom of \( \hat{U} \) within \( \epsilon/\epsilon_2 \), and otherwise \( W_1(U, \hat{U}) \geq w_i(\epsilon/\epsilon_2) \geq \epsilon \). Note that \( \epsilon/\epsilon_2 < 0.1\epsilon_1 \) and atoms of \( U \) are separated by at least \( \epsilon_1 \). Since \( \hat{U} \) is \( k \)-atomic, then it must have exactly \( k \) atoms, and there is a permutation \( \pi \) such that \( \|x - \pi \hat{x}\|_\infty < \epsilon/\epsilon_2 \). Applying Lemma 3 with \( B = \{ x_i \} \) and \( \delta = \epsilon_1/4 \) yields that \( w_i \leq (\pi \hat{w})_i + 4\epsilon/\epsilon_1 \), and with \( B = \{ ({\pi \hat{x})}_i \} \) yields that \( (\pi \hat{w})_i \leq w_i + 4\epsilon/\epsilon_1 \). Therefore, \( \| w - \pi \hat{w}\|_\infty \leq O(\epsilon/\epsilon_1) \) under the same permutation \( \pi \). \( \square \)
3 Optimal transport and moment comparison theorems

A discrete distribution with \( k \) atoms has \( 2k - 1 \) free parameters. Therefore it is reasonable to expect that it can be uniquely determined by its first \( 2k - 1 \) moments. Indeed, we have the following simple identifiability results for discrete distributions.

1. If \( X \) and \( Y \) both have at most \( k \) atoms, then \( X \) and \( Y \) have the same distribution if and only if \( m_i(X) = m_i(Y) \) for \( i = 1, \ldots, 2k - 1 \).

2. If \( X \) has at most \( k \) atoms and \( Y \) is arbitrary, then \( X \) and \( Y \) have the same distribution if and only if \( m_i(X) = m_i(Y) \) for \( i = 1, \ldots, 2k \).

In the context of statistical inference, we only have access to samples and the noisy estimates of moments. To solve the inverse problems from moments to distributions, our theory relies on the following moments comparison results, a stable version of identifiability, which show that closeness of moments implies closeness of distributions in Wasserstein distance:

**Proposition 1.** Let \( X \) and \( Y \) be \( k \)-atomic random variables taking values in \([-1, 1]\). Then

\[
\max_{i \in [2k-1]} |m_i(X) - m_i(Y)| \geq (W_1(X, Y)/O(k))^{2k-1}.
\]

**Proposition 2.** Let \( X \) be a \( k \)-atomic random variable taking values in \([-1, 1]\). Let \( Y \) be an arbitrary random variable. Then

\[
\max_{i \in [2k]} |m_i(X) - m_i(Y)| \geq (W_1(X, Y)/O(k))^{2k}.
\]

**Remark 1.** The exponents in Proposition 1 and 2 cannot be improved. To see this, we first note that the number of moments in the identifiability results cannot be improved:

1. Given any \( 2k \) distinct points, there are two distributions that are supported on disjoint \( k \)-point subsets with identical first \( 2k - 2 \) moments (see the proof of Lemma 20).

2. Given any continuous distribution, its \( k \)-point quadrature is supported on \( k \) points and have identical first \( 2k - 1 \) moments.

By the first result, there exists two \( k \)-atomic random variables \( U \) and \( V \) whose \( 2k - 1 \) moments differ by \( \Theta_k(1) \), while the \( W_1 \) distance between them is also \( \Theta_k(1) \). Then we have \( W_1(\epsilon U, \epsilon V) = \Theta_k(\epsilon) \) and \( \max_{i \in [2k-1]} |m_i(U) - m_i(V)| = (\Theta_k(\epsilon))^{2k-1} \), and thus the exponent in Proposition 1 is not improvable. Similarly, the conclusion for the exponent in Proposition 2 follows from the second result.

**Remark 2.** Classical moments comparison theorems aim to show convergence of distributions by comparing a growing number of moments. For example, Chebyshev’s theorem states that if a probability distribution has the same first \( r \) moments as those of the standard normal, then its CDF deviates from the standard normal CDF by at most \( \sqrt{\frac{r}{\pi}} \) uniformly, i.e., in Kolmogorov-Smirnov distance (see [Dia87, Theorem 2]); for compactly supported distributions, this estimate can be improved to \( O\left(\log \frac{r}{\pi}\right) \) [Kra32]. More general comparison theorems can be obtained from the Chebyshev-Markov-Stieltjes inequalities (see [Akh65]). In contrast, in the context of estimating finite mixtures we are dealing with discrete distribution(s), in which case a fixed number of moments suffice to identify the distribution. However, with finitely many samples, it is impossible to exactly determine the moments, and measuring the error in Kolmogorov-Smirnov distance is too much to
ask. As shown in Proposition 1 and Proposition 2, it turns out that $W_1$-distance is a suitable metric for this purpose, and the closeness of moments does imply the closeness of distribution in the $W_1$ distance, which is the integrated difference ($L_1$ distance) between two CDFs as opposed the uniform error ($L_\infty$ distance).

4 Estimators and statistical guarantees

4.1 Known variance

This subsection describes the denoised method of moments to estimate Gaussian location mixture models whose component variance $\sigma^2$ is known. First, individual moments of the latent discrete distribution are estimated by generalized Hermite polynomials. Then, the vector of estimated moments are jointly denoised by semidefinite programming. Finally, the estimated discrete latent distribution is given by the quadrature rule.

The unbiased estimators for moments of the latent distribution in a Gaussian location mixture model are well-known: they are generalized Hermite polynomials $\gamma_r(x, \sigma)$ orthogonal with respect to the density function of $N(0, \sigma^2)$, given by

$$
\gamma_r(x, \sigma) = r! \sum_{j=0}^{[r/2]} \frac{(-1/2)^j}{j!(r-2j)!} \sigma^{2j} x^{r-2j}. \quad (15)
$$

The polynomial $\gamma_r(\cdot, \sigma)$ is of degree $r$, and

$$
E[\gamma_r(U + \sigma Z, \sigma)] = E[U^r].
$$

To recover a $k$-atomic discrete latent distribution, by Proposition 1, moment estimates of degree up to $2k - 1$ suffice. The estimate for each moment is $\sqrt{n}$-consistent:

Lemma 4. Given $n$ observations from (2), there is an estimate $\tilde{m}_r$ for $m_r(U)$ with

$$
|\tilde{m}_r - m_r(U)| < \sqrt{\frac{(O(r))^r \log(1/\delta)}{n}}
$$

with probability at least $1 - \delta$.

As observed in the failure of vanilla method of moment in Section 1.2, one major difficulty lies in the possibility that the estimated moments do not constitute a legitimate moment sequence, despite each one is consistent. This observation inspires us to project the vector of moments back to the moment space. The projection is efficiently solvable since the space of the first $2k - 1$ moments of all $k$-atomic distributions is convex and is completely characterized by positive semidefinite conditions (9). Therefore, through semidefinite programming (SDP), the estimated moments are jointly denoised by

$$
\min\{\|\tilde{m} - \hat{m}\|_2 : \hat{m} \text{ satisfies (9)}\}, \quad (16)
$$

where $\tilde{m}$ denotes the vector of estimated moments.

Now that $\hat{m}$ is indeed a valid moment sequence, we proceed to the inverse moment procedure of finding a discrete latent distribution with those moments. This inverse procedure is known as the

---

1 For example, consider two point masses $\delta_\epsilon$ and $\delta_\epsilon$ with arbitrarily small $\epsilon$.

2 The optimization problem formulated in (16) can already be implemented in popular modeling languages for convex optimization problem such as CVXPY [DB16]. A formulation in the standard form of SDP is given in Appendix A.
quadrature rule in numerical analysis [Akh65, CF91]. One basic algorithm to find the quadrature rule is given in Algorithm 5, and more efficient algorithms are introduced in Section 2.1.

We discuss the connection of our denoised method of moments to the generalized method of moments. The formulation of generalized method of moment minimizes the difference between estimated moments and moments of the estimated model [Han82, Hal05]:

\[ Q(\theta) = (\hat{m} - m(\theta))^\top W (\hat{m} - m(\theta)), \]

where \( \theta \) is the model parameters and \( W \) is a positive semidefinite weighting matrix. This formulation has pros and cons: it introduces a weighting matrix \( W \) that provides extra freedom to improve the accuracy, but the objective function \( Q(\theta) \) in general can be non-convex in \( \theta \), notably under the Gaussian mixture model, and thus cannot be efficiently optimized. Our denoised method of moments resolves its difficulty, and can also be adapted to its advantage. We first discuss how this non-convex problem is efficiently solved. Through a change of variables, the model parameters \( \theta \) are replaced by the first \( 2k - 1 \) moments of the latent distribution, and a key observation from Section 2.1 is that this moment space is convex and allows positive semidefinite characterizations, so the optimal auxiliary variables can be efficiently obtained through semidefinite programming. The inverse problem from auxiliary variables to original model parameters is still non-convex, and so the optimal auxiliary variables can be efficiently obtained through semidefinite programming. We first divide all samples by \( \frac{U}{M} \) within Wasserstein distance \( \epsilon \), so is the distribution of \( U \) within \( \epsilon M \). In the following, we assume \( M = 1 \). Denote the estimated moments of the mixture distribution using \( n \) samples by \( \hat{m}' = (\hat{m}_1', \ldots, \hat{m}_{2k-1}'-1) \). It follows from Lemma 27 and the union bound that \( |\hat{m}_r' - m_r(U)| < \epsilon \),

\[ \sqrt{\frac{(O(k))^{2k} \log(k)\delta}{n}} \]

for all \( r = 1, \ldots, 2k-1 \) with probability at least \( 1 - \delta \). Then the unbiased estimate of moments of \( U \), denoted by \( \hat{m} = (\hat{m}_1, \ldots, \hat{m}_{2k-1}) \), using Hermite polynomials (15), has accuracy \( |\hat{m}_j - m_j(U)| < (O(\sqrt{k}))^{2k-1}\epsilon \) by Lemma 18, and the error is at most \( (O(k))^{k} \epsilon \) in \( \ell_2 \)-norm. Denote the denoised moments after projection (16) onto the moments space of distributions on \([-1, 1]\) by \( \hat{m} \).

Since the moments of the underlying latent distribution \( m = (m_1(U), \ldots, m_{2k-1}(U)) \) satisfies (9), the projection (16) incurs an error at most \( (O(k))^{k} \epsilon \) in \( \ell_2 \)-norm, and thus \( \|\hat{m} - m\|_2 \leq (O(k))^{k} \epsilon \).

Note that \( \hat{m} \) is the moments of the estimated latent variable \( \hat{U} \), and then applying Proposition 1 yields that \( W_1(U, \hat{U}) \leq O(k^2(n/\log \frac{1}{\delta})^{-\frac{1}{2k-2}}) \) with probability at least \( 1 - \delta \).
4.2 Unknown variance

In this subsection, it is assumed that the Gaussian variance parameter is unknown. The optimal rate in Section 4.1 is obtained by an unbiased estimate on the moments of the latent distribution. Unfortunately, when the variance is unknown, such unbiased estimator no longer exists, since the unique unbiased estimator under each fixed variance is the Hermite polynomial (15), which is not universal across different variances. In fact, it is impossible to obtain an unbiased estimator using any finite number of samples, as proved in Lemma 25. In hindsight, the non-existence of unbiased estimators can be seen from the lower bound on the estimation error of the variance in Proposition 7. Consider the estimate on the second moment. Under the model \( X = U + \sigma Z \), we have \( m_2(X) = m_2(U) + \sigma^2 \), where \( m_2(X) \) is \( \sqrt{n} \)-consistent. Since estimate accuracy on \( \sigma^2 \) is worse than \( \Omega(n^{-1/6}) \) in the worst case by Proposition 7, any estimate on \( m_2(U) \) is impossible to be more accurate.

The problem formulation in this subsection can still be understood from the perspective of deconvolution, but now the Gaussian noise is of unknown variance which also needs to be estimated from data. It is not difficult to consistently estimate the unknown variance, for example, by \( \hat{\sigma} = \max\{X_1, \ldots, X_n\}/\sqrt{2\log n} \), which satisfies \( |\sigma - \hat{\sigma}| = O_P(1/\sqrt{\log n}) \), and substitute into the denoised method of moments developed in Section 4.1; however, the convergence rate is too slow to be useful for achieving the optimal rate in Theorem 1. In fact, it is impossible to have an estimate for the variance more accurate than \( O(n^{-1/6}) \) in the worst case, obtained in Proposition 7. Then, after deconvolution, the estimate on the moments of the latent distribution is also only of accuracy at most \( O(n^{-1/2}) \). Analogous analysis to Section 4.1 using Proposition 1 yields an accuracy no better than \( O_k(n^{-1/3+k/3}) \). It is unclear how to improve the accuracy guarantee without a dedicated estimate on the variance. A joint estimate on both variance and means is crucial to achieve the optimal rate.

The following Proposition 3 provides an accuracy guarantee of any joint estimate of both latent distribution and variance in terms of its moments accuracy. One procedure to find a joint estimate is by Lindsay’s estimator [Lin89]. In this subsection we describe Lindsay’s estimator and prove that the usual method of moments is exactly solved with probability one. Therefore, all formulations of the usual method of moments, the generalized method of moments, and our denoised method of moments, as discussed in Section 4.1, are all equivalent.

**Proposition 3.** Let \( X = U + \sigma Z \) and \( X' = U' + \sigma' Z \), where \( U \) and \( U' \) are bounded \( k \)-atomic random variables, \( \sigma, \sigma' \) are bounded and positive, and \( Z \) is independent standard normal. Suppose \( |m_i(X) - m_i(X')| \leq \delta \) for \( i = 1, \ldots, 2k \). Then, \( |\sigma^2 - \sigma'^2| \leq O(k^2\delta^{1/2}), \) and \( W_1(U, U') \leq O(k^{3/2}\delta^{1/2}) \).

In the following, we describe the main procedure of Lindsay’s estimator [Lin89], prove a few key properties, and conclude that the usual method of moments allows a solution with probability one as long as mixture model has a density. Then its accuracy immediately follows from the accuracy of moments estimate and Proposition 3. The first step is to estimate the Gaussian scale \( \sigma \). On the population level, the sequence \( \mathbb{E}[\gamma_i(X, \sigma)] \) for \( i = 1, \ldots, 2k \), with \( \gamma_i \) defined in (15), is the first \( 2k \) moments of \( U \), which is a \( k \)-atomic random variable, whose \( k \)th moment matrix is degenerate according to Theorem 4. For any \( \sigma' < \sigma \), the sequence \( \mathbb{E}[\gamma_i(X, \sigma')] \) equals the first \( 2k \) moments of \( U + \tau Z \), whose \( k \)th moment matrix is non-degenerate, also by Theorem 4, where \( \tau = \sqrt{\sigma^2 - \sigma'^2} \). Let \( \sigma \mapsto d_k(\sigma) \) denote the determinant of the moment matrix associated with the moment sequence \( \mathbb{E}[\gamma_i(X, \sigma)] \) for \( i \leq 2k \), which is a polynomial of degree \( k(k+1)/2 \) in \( \sigma^2 \). Then \( \sigma \) can be identified by the smallest non-negative root of the equation \( d_k(\sigma) = 0 \). When only samples from the mixture model are available, each \( \mathbb{E}[\gamma_j(X, \sigma)] \) in the \( k \)th moment matrix, as a function of \( \sigma \), can be estimated by the empirical moments of \( \gamma_j(X, \sigma) \), denoted by \( \hat{\gamma}_j(\sigma) \), which is a linear combination of the empirical.
moments of $X$ of degree up to $j$. Denote the determinant of this estimated $k^{th}$ moment matrix with by $\hat{d}_k(\sigma)$. The estimate of the standard deviation, is defined as

$$\hat{\sigma} = \min\{\sigma \geq 0 : \hat{d}_k(\sigma) = 0\}. \quad (17)$$

The following result guarantees that $\hat{d}_k(\sigma) = 0$ necessarily has a non-negative root.

**Lemma 5.** Assume that the number of samples $n > k$ and the distribution of $X$ has a density. Then, almost surely, the estimate $\hat{\sigma}$ exists, and $0 < \hat{\sigma} \leq s$, where $s^2 = \bar{X}_i^2 - \bar{X}_i^2$ is the sample variance.

The next step is to estimate the latent distribution. On population level, the $j^{th}$ moment of the latent distribution equals $E[\gamma_j(X, \sigma)]$. It is estimated by the empirical moment $\hat{\gamma}_j(\hat{\sigma})$, using the estimate of standard deviation $\hat{\sigma}$ defined above, for each $j = 1, \ldots, 2k$. One might be concerned about whether the vector of individual estimated moment $\hat{\gamma}_j(\hat{\sigma})$ is in the moment space of $k$-atomic distributions, but it turns out this vector indeed is with probability one, as shown in the following Lemma 6. Then, analogous to the known variance case in Section 4.1, the estimate on the latent distribution is defined by the unique $k$-atomic distribution whose $j^{th}$ moment coincides with the corresponding estimated moment $\hat{\gamma}_j(\hat{\sigma})$, for all $j = 1, \ldots, 2k$. The distribution is obtained by a procedure that calculates a quadrature representation from moments, as introduced in Section 2.1 and summarized in Algorithm 5. Equivalently, the moments of the estimated Gaussian mixture agree with the empirical moments exactly:

$$m_j(\hat{U} + \hat{\sigma}Z) = \hat{m}_j = m_j(\bar{\pi}), \quad j = 1, \ldots, 2k,$$

where $\bar{\pi} = \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i}$ denotes the empirical distribution. The complete procedure is summarized in Algorithm 1.

**Lemma 6.** Assume that the number of samples $n \geq 2k - 1$ and the distribution of $X$ has a density. Then, almost surely, the empirical moments $\hat{\gamma}_j(\hat{\sigma})$ for $j \leq 2k$ coincides with the corresponding moments of a discrete distribution with exactly $k$ points of support.

---

**Algorithm 1** Lindsay’s estimator for normal mixtures with an unknown common variance

**Input:** $n$ samples $X_1, \ldots, X_n$ drawn i.i.d. from the mixing distribution, $n \geq 2k - 1$.

**Output:** estimated mixture model $\hat{U} + \hat{\sigma}Z$.

for $r = 1$ to $2k$

\[ \hat{m}_r = \frac{1}{n} \sum_{i=1}^{n} X_i^r \]

\[ \hat{\gamma}_r(\sigma) = \sum_{i=0}^{r/2} \frac{\gamma_i}{(-2)^{r/2}(r-2)!} \hat{m}_{r-2i} \sigma^{2i} \]

end for

Let $\hat{d}_k(\sigma)$ be the determinant of the matrix $\{\hat{\gamma}_{i+j}(\sigma)\}_{i,j=0}^{k}$.

Let $\hat{\sigma}$ be the smallest non-negative root of $\hat{d}_k(\sigma) = 0$.

for $r = 1$ to $2k$

\[ \gamma_r = \hat{\gamma}_r(\hat{\sigma}) \]

end for

Let $(x_1, \ldots, x_k)$ be nodes and $(w_1, \ldots, w_k)$ be weights of the quadrature rule of $(\gamma_1, \ldots, \gamma_{2k-1})$.

Let the distribution of $\hat{U}$ be $P[\hat{U} = x_i] = w_i$.

In summary, Algorithm 1 produces an estimate of the $k$-component mixture model $\hat{X} = \hat{U} + \hat{\sigma}Z$ whose $r^{th}$ moment equals the empirical moment $\hat{m}_r$ for $r \leq 2k$, where $\hat{U}$ is a $k$-atomic random
variable. Those empirical moment estimates are accurate within an additive error of $O_k(\frac{1}{\sqrt{n}})$ with high probability, when $U$ and $\sigma$ are both bounded. By Lemma 5, the estimate $\hat{\sigma}$ is also bounded. The estimate $\hat{U}$, as the outcome of the quadrature rule, is not necessarily to be bounded. Nevertheless, the tail probability of $\hat{U}$ in Corollary 1 below allows us to apply a threshold on $\hat{U}$ while only slightly change the moments, and thus $\hat{U}$ can be effectively treated as bounded. Then we are ready to apply Proposition 3 to obtain a provable accuracy.

**Lemma 7.** Given two random variables $X$ and $Y$, and one of them takes at most $k$ values. If $|X| \leq 1$, then, for any $t \geq 2$,

$$\mathbb{P}[|Y| \geq t] \leq \frac{\max_{i \in [2k]} |m_i(X) - m_i(Y)|}{(\Omega(t))^{2k}}.$$

**Corollary 1.** Let $X = U + \sigma Z$ and $\hat{X} = \hat{U} + \hat{\sigma} Z$, where $U, \hat{U}$ each takes at most $k$ values, and $U, \sigma, \hat{\sigma}$ are all bounded. Then, for any $t \geq O(\sqrt{k})$,

$$\mathbb{P}[|\hat{U}| \geq t] \leq \frac{\max_{i \in [2k]} |m_i(X) - m_i(\hat{X})|}{(t/O(\sqrt{k}))^{2k}}.$$ 

This subsection closes with Theorem 5 on the estimation accuracy of Algorithm 1, which implies (4) in the main Theorem 1 for $M = 1$. Analogous to the proof of (3) of Theorem 1 (in the end of Section 4.1), the result for general $M$ follows from a simple scaling argument.

**Theorem 5.** Let $(\hat{U}, \hat{\sigma})$ be obtained by Algorithm 1 using $n' = n/\log \frac{1}{\delta}$ i.i.d. samples from the mixture model $X = U + \sigma Z$, where $|U|, \sigma \leq 1$. Then, with probability at least $1 - \delta$, the estimate satisfies $|\sigma^2 - \hat{\sigma}^2| \leq O_k(n'^{-\frac{1}{3}})$ and $W_1(U, \hat{U}) \leq O_k(n'^{-\frac{1}{5}})$ for any $k \leq O(\frac{\log n'}{\log \log n'})$, where the hidden constants in $O_k$ are at most polynomial in $k$.

### 4.3 Adaptive to the cluster structure

In this subsection, we demonstrate the adaptive rates of our denoised method of moments. To show an improvement on the accuracy of our denoised method of moments, a crucial step is the rates of our moments comparison theorems in Section 3 under separation assumptions. There are various formulations on separations, for example, opposite to the case of no separation, another extreme case is when all atoms of each discrete distribution are pairwise well-separated. We assume a milder separation condition that each atom is possibly close to a few atoms but far away from others. The following Proposition 4 and 5 are generalizations of Proposition 1 and 2, respectively, in which each atom is possibly close to all other atoms.

**Proposition 4.** Suppose that both $X$ and $Y$ are supported on a set of $\ell$ atoms on $[-1, 1]$, and each atom is at least $\gamma$ away from all but at most $\ell'$ atoms. Let $\max_{i \in [-1]} |m_i(X) - m_i(Y)| = \delta$, and then,

$$W_1(X, Y) \leq \ell^{4^{\ell'-1} \delta} \left( \frac{\ell 4^{\ell-1} \delta}{\gamma^{\ell-\ell'-1}} \right)^{\frac{1}{\ell'}}.$$

**Proposition 5.** Suppose that $X$ is supported on $k$ atoms on $[-1, 1]$ and any $t \in \mathbb{R}$ is at least $\gamma$ away from all but $k'$ atoms of $X$. Let $\max_{i \in [2k]} |m_i(X) - m_i(Y)| = \delta$, and then,

$$W_1(X, Y) \leq O(k) \left( \frac{k 4^{2k-1} \delta}{\gamma^{2(k-k')}} \right)^{\frac{1}{\ell'}}.$$
Now we proceed to the adaptive rates of our denoised method of moments under separation assumptions. Suppose $k$ component centers in the unknown Gaussian mixture model $U + \sigma Z$ can be grouped into $k_0$ different clusters, and we assume separations between intercluster atoms but impose no assumption on intracluster atoms. In this case each atom of either $U$ or $\hat{U}$ is close to at most $2k - k_0$ atoms, and when $\sigma$ is known, the adaptive rate follows from Proposition 4. The result is given in Theorem 6, a generalization of (3), where one cluster contains all atoms. Note that the upper bound in (4) in the case of unknown $\sigma$ is not improvable since the worst scenario present in Section 5 is still legitimate and the same lower bound continues to hold.

**Theorem 6.** Under the conditions of Theorem 1, suppose $k$ component centers form $k_0$ different clusters and intercluster atoms are separated by at least $\gamma$. If $\sigma$ is given, then with probability at least $1 - \delta$,

$$W_1(\nu, \hat{\nu}) \leq M(O(k))^{4k - k_0 + 1} \gamma - \frac{k_0 - 1}{2k - k_0} \left(\frac{n}{\log(k/\delta)}\right)^{-\frac{1}{4k - 2k_0}}. \quad (19)$$

**Proof.** Note that $U$ and $\hat{U}$ are both supported on a set of $2k$ atoms, and the largest cluster of $U$ is of size at most $k - k_0 + 1$. Since different clusters of $U$ are separated by $\gamma$, then each atom of either $U$ and $\hat{U}$ is at least $\gamma/2$ away from all but $2k - k_0$ atoms. From the proof of (3), we have $|m_r(U) - m_r(\hat{U})| < (O(k))^{2k} \sqrt{\frac{\log(k/\delta)}{n}}$. The conclusion follows from Proposition 4.

The analytical accuracy of our denoised method of moments can be further improved if, in addition to the cluster separation conditions, the total mixing weights of each of the $k_0$ clusters of $U$ are not superficial. This situation is considered in [IK15], and therein the optimal rate of accuracy is shown to be $n^{-\frac{1}{4(k-k_0)+2}}$ when $\sigma$ is given, achieved by minimum distance estimation, the best fit of empirical distribution under Kolmogorov-Smirnov distance, which is in general computationally infeasible. Our denoised method of moments is adaptive to this condition and achieves the optimal rate. In this case, each cluster of $U$ has at least one atom of $\hat{U}$ nearby due to the total mixing weights, so atoms of $\hat{U}$ also form $k_0$ clusters. When $\sigma$ is given, each atom of either $U$ or $\hat{U}$ is close to at most $2(k - k_0) + 1$ other atoms, and the adaptive rate follows again from Proposition 4; when $\sigma$ is unknown, the rate follows from Proposition 4 and an extension of Proposition 3. The results are given in Theorem 2 and are proved here.

**Proof of Theorem 2.** By the lower bound on the total mixing weights of each cluster of $U$, there is at least one atom of $\hat{U}$ within a distance of $0.1\gamma$, due to the assumption that $W_1(U, \hat{U}) \leq \epsilon$. Since different clusters of $U$ are separated by $\gamma$, so atoms of $\hat{U}$ also form $k_0$ clusters with intercluster atoms separated by $\Omega(\gamma)$. When $\sigma$ is given, each atom of either $U$ and $\hat{U}$ is at least $\Omega(\gamma)$ away from all but $2(k - k_0) + 1$ atoms, and the conclusion in (6) follows analogous to the proof of Theorem 6. When $\sigma$ is unknown, the conclusion in (7) follows from a similar to the proof of Theorem 5 with Proposition 3 replaced by Proposition 9.

### 4.4 Unbounded means

In both Section 4.1 and 4.2, we assume that centers in the Gaussian mixture model are bounded. The boundedness assumption is necessary to reach a Wasserstein distance guarantee on the latent distribution, and the necessity can be seen from the following situation: Consider a noise-free model $\sigma = 0$. It is impossible to reliably distinguish the two-atomic distribution $1/2 \delta_0 + 1/2 \delta_M$ from a slightly perturbed distribution $1/2 \delta_0 + 1/2 \delta_M + O(1/\epsilon^2)$ samples. When only $n$ samples are available, let $\epsilon = 1/\sqrt{n}$ and the worst-case loss in $W_1$ distance for any estimator is $\Omega(M/\sqrt{n})$, which grows linearly in $M$. Therefore, the worst-case risk in the Wasserstein distance is infinity without any
bound on the centers. Though impossible to recover the latent distribution in Wasserstein distance, due to the accuracy limitation on mixing weights and the wide range of centers, it is still possible to recover the centers of components in the Hausdorff distance given lower bounds on mixing weights, as defined in (14), without any boundedness assumption. This subsection provides an algorithm that recovers centers with a slightly worse performance as compared to the bounded centers case.

In the unbounded centers case, blindly applying the moment-based methods proposed in Section 4.1 and 4.2 incurs a large error, since the moments estimate can have high variance, again due to the wide range of centers. To resolve this problem, when there are only a small number of components, the idea is to first roughly cluster the samples and the mixing components into a small number of groups, and narrow the range of centers within each group. Applying previous methods to each group of samples yields accuracy guarantees for the corresponding group of centers. Provided that centers in each group are accurate in the Hausdorff distance, the union of all centers inherits the same accuracy.

Next we describe our algorithm, a two-step procedure, in details. In the first step, we cluster the samples into disjoint groups. The range of each group is obtained via a small number of independent test samples, denoted by \( \tilde{X}_1, \ldots, \tilde{X}_{n'} \), where \( n' \) is selected only to ensure that each component generated at least one sample in the test samples. The ranges are delimited by a union of disjoint intervals, denoted by \( I_1, \ldots, I_s \), given by

\[
I_1 \cup \cdots \cup I_s = \bigcup_i [\tilde{X}_i \pm \Theta_k(\sqrt{\log n})],
\]

where \( s \) is the number of groups. The intuition for this clustering is that \( n \) realizations of Gaussian noise are at most \( O(\sqrt{\log n}) \) in magnitude with high probability, and, conditioned on that happens, this procedure precisely clusters all samples by their latent centers: a sample is in one interval if and only if its latent center is in the same interval. Moreover, each cluster is on a provably moderate range. The procedure is given in Algorithm 2 and its properties are shown in Lemma 8. This is a conservative yet simple clustering with provable guarantees, and in practice various clustering algorithms for specific applications are available, such as the popular Lloyd’s algorithm [Llo82] for \( k \)-means clustering.

**Algorithm 2** Cluster samples from a Gaussian mixture model.

**Input:** \( n \) samples \( X_1, \ldots, X_n \) to cluster, and \( n' \) test samples \( \tilde{X}_1, \ldots, \tilde{X}_{n'} \), both drawn i.i.d. from a Gaussian mixture model, and a length parameter \( L = \Omega(\sqrt{\log n}) \).

**Output:** disjoint intervals \( I_1, I_2, \ldots, I_s \), and disjoint groups of samples \( S_j \subseteq \{X_1, \ldots, X_n\} \) on \( I_j \).

- Merge overlapping intervals \( [\tilde{X}_i \pm L] \) into disjoint ones \( I_1, \ldots, I_s \), given by
  \[
  I_1 \cup \cdots \cup I_s = [\tilde{X}_i \pm L].
  \]

Report \( S_j = \{X_i \in I_j : i \in [n]\} \) for each \( j \).

**Lemma 8.** Given \( n \) samples to cluster from a \( k \)-component Gaussian location mixture model with mixing weights at least \( \epsilon \) and bounded Gaussian scale, using \( n' \) extra independent test samples, with probability at least \( 1 - \delta \), Algorithm 2 with \( L = \Omega(\sqrt{\log n}) + \sqrt{2\log(1/\epsilon')} \) groups \( n \) samples correctly: a sample \( X_i \) is in cluster \( j \) if and only if the latent center is in the same cluster, where \( \delta = n^{-\Omega(1)} + n'^{-\Omega(1)} + k\epsilon^{-n'(\epsilon'-\epsilon')} \). Moreover, the range of each interval only depends on the test samples and is of length \( O(k(L + \sqrt{\log n'}) \).
In the second step, we focus on each group of samples separately, partitioned by those \( s \) disjoint intervals \( \{X_i \in I_j : i \in [n]\} \). We shall first shift all samples in each interval to the origin \( \{X_i - c_j : X_i \in I_j\} \) where \( c_j \) is the center of interval \( I_j \), and apply our denoised method of moments to each set of shifted samples, which produces a set of centers \( \{\hat{\mu}'_i\} \), and then shift the centers back to the original interval by \( \{\hat{\mu}_i = \hat{\mu}'_i + c_j\} \). The final estimate on the centers is the union of centers over all intervals. The algorithm is summarized in Algorithm 3 and its accuracy guarantee is given in Theorem 7. Note that this is only a worst-case guarantee, and the practical accuracy is possibly much better: the number of samples in each cluster increases proportionally to the total mixing weights; the adaptive rate in Theorem 2 is also applicable when components within one cluster moderately overlap; we can postulate fewer components in one cluster based on information from other clusters.

**Algorithm 3** Recover centers of a Gaussian mixture model in the unbounded case.

**Input:** \( N = n + n' \) samples \( X_1, X_2, \ldots, X_N \) drawn i.i.d. from a Gaussian mixture model, clustering parameter \( L = \Omega(\sqrt{\log n}) \), and mixing weights threshold \( \tau \).

**Output:** estimated centers \( \hat{\mu} \).

Let \( s \) groups of samples \( S_1, \ldots, S_s \) on intervals \( I_1, \ldots, I_s \) be obtain from Algorithm 2 with \( n' \) test samples and \( n \) samples to cluster using length parameter \( L \).

for \( j = 1 \) to \( s \) do
    Let \( c_j \) be the center of \( I_j \).
    \( S'_j = \{x - c_j : x \in S_j\} \).
    Let \( (\hat{w}, \hat{x}) \) be mixing weights and centers from the denoised method of moments on \( S'_j \).
    \( \hat{C}_j = \{\hat{x} + c_j : \hat{w} \geq \tau\} \).
end for

\( \hat{\mu} = \bigcup_j \hat{C}_j \).

**Theorem 7.** Suppose in a \( k \)-component Gaussian location mixture model, the mixing weights are at least \( \epsilon \), the Gaussian scale is bounded, and the number of components \( k \leq O\left(\frac{\log n}{\log \log n}\right) \). Denote the set of centers by \( \mu \). Applying Algorithm 3 with \( N = n + n' \) samples, where \( n \geq n' \geq \Omega\left(\frac{\log k}{\epsilon}\right) \), clustering parameter \( L = \Theta(\sqrt{\log n} + k \log \log n) \), and mixing weights threshold \( \tau = \epsilon/(2k) \), with probability, say 0.9, the estimate on the set of centers \( \hat{\mu} \) satisfies

\[
d_H(\hat{\mu}, \mu) \leq \begin{cases} O_k(L(\epsilon n)^{-\frac{1}{12k^2}}/\epsilon), & \text{\( \sigma \) is known}, \\ O_k(L(\epsilon n)^{-\frac{1}{14k}}/\epsilon), & \text{\( \sigma \) is unknown}, \end{cases}
\]

where the hidden constants in \( O_k \) are at most polynomial in \( k \).

**5 Lower bounds**

This section introduces lower bounds on the estimation error in learning Gaussian location mixture models. The lower bounds match the accuracy guarantee in Theorem 1 within a polynomial factor in \( k \), and thus our denoised method of moments is rate-optimal when \( k \) is a constant. The lower bounds are established through two instances of Gaussian location mixture models: they are statistically very close that it is impossibly to reliably distinguish the two models using a given number of samples, but they have different model parameters, including a difference between latent distributions in the Wasserstein distance, and also between the Gaussian variances in the case that
the scale is unknown. Then any estimate suffers a loss at least proportional to the parameters difference even in the presence of only these two models.

To show a vanishing statistical distance between two mixture models, one commonly used approach is *moment matching*: the mixture distributions are statistically close when the latent distributions match many moments, as demonstrated in Fig. 2. The connection is established by various methods, for example, by orthogonal polynomials expansion [WV10, CL11], by Taylor series expansion [HP15, WY16], and by the relation to the best polynomial approximation [WY15]. Any Gaussian mixture model can be represented by $U + \sigma Z$, where $U$ is discrete or a Gaussian mixture itself and $Z$ is independently standard normal. Since common statistical distances are scale-invariant, including all $f$-divergences [AS66], we only consider the model $U + Z$ with $U$ being $\epsilon$-subgaussian:

$$E[\exp(tU)] \leq \exp(t^2\epsilon^2/2), \quad \forall t \in \mathbb{R},$$

where $\epsilon$ quantifies the signal-to-noise ratio. The $\chi^2$-divergence between distributions of $U + Z$ and $U' + Z$ is $(O(\epsilon))^{2\ell + 2}$ when $U$ and $U'$ match the first $\ell$ moments, as summarized in Lemma 9. The result is partially obtained by [WV10, CL11, HP15] in specific applications. A proof using Lemma 14 in Appendix C is given for completeness, and Remark 3 shows that the bound is not improvable.

**Lemma 9.** If two $\epsilon$-subgaussian random variables $U, U'$ that match moments up to degree $\ell$, where $\epsilon$ is less than some absolute constant, then

$$\chi^2(U + Z \| U' + Z) \leq (O(\epsilon))^{2\ell + 2}.$$

**Proof.** Note that $E[U'] = 0$, $\text{var}[U'] \leq \epsilon^2$, and $E[U'^p, E|U'|^p \leq (O(\epsilon \sqrt{p}))^p$ by $\epsilon$-subgaussianness. Applying Lemma 14 and the Stirling’s approximation $n! > \sqrt{2\pi n}(n/e)^n$ yields that

$$\chi^2(U + Z \| U' + Z) \leq e^{t^2/2} \sum_{j \geq \ell + 1} \frac{(O(\epsilon))^{2j}}{\sqrt{2\pi j}} \leq (O(\epsilon))^{2\ell + 2}. \quad \Box$$

**Remark 3** (Tightness of Lemma 9). We show two latent distributions that match their first $2n - 1$ moments while the $\chi^2$-divergence is at least $(\Omega(\epsilon))^{4n}$, and therefore the result in Lemma 9 is not improvable. To this end, let the atoms and weights of the distribution of $G_n$ be respectively the nodes and weights of the $n$-point quadrature rule as (10) under standard normal distribution.

![Figure 2: Densities of mixture distributions that match the first six moments. In (a), two different latent distributions coincide on their first six moments; In (b), after adding $Z \sim N(0, 1)$ (the black dashed line) to the latent variables, the Gaussian mixtures become statistically much closer.](image)
such that \( E[G_n^j] = E[Z^j] \) for \( j = 1, \ldots, 2n - 1 \), where \( Z \) is standard normal. Then \( G_n \) is \( 1 \)-subgaussian (This can be seen from the moments dominance of \( G_n \) by standard normal. See a proof in Lemma 22) and thus \( \epsilon G_n \) is \( \epsilon \)-subgaussian. Let \( Z' \) be independently standard normal, and then \( \epsilon G_n \) and \( \epsilon Z' \) coincide on their first \( 2n - 1 \) moments. It is obtained in [WV10, (54)] that

\[
\chi^2(\epsilon G_n + Z \| \epsilon Z' + Z) = \sum_{k \geq 2n} \frac{1}{k!} \left( \frac{\epsilon^2}{1 + \epsilon^2} \right)^k |E[H_k(G_n)]|^2,
\]

where \( G_n, Z' \) are both independent of \( Z \). Since \( E[H_{2n}(G_n)] = -n! \) (see Lemma 23), the \( \chi^2 \)-divergence is lower bounded by \( \frac{(n!)^2}{(2n)!} (\frac{\epsilon^2}{1 + \epsilon^2})^{2n} = (\Theta(\epsilon))^4n \) for \( \epsilon = O(1) \).

To prove a lower bound, in view of Lemma 9, it boils down to finding two different latent distributions that match many moments. The optimal lower bounds follows from distributions that match as many moments as possible provided they are identifiable, and the largest degree is introduced in Section 3. The construction of two different distributions is also introduced in Remark 1 on the tightness of identifiability results. The lower bounds are correspondingly obtained in both cases where the variance is known or unknown in Proposition 6 and 7, and the exponents match the upper bounds in Section 4.1 and 4.2.

**Known variance.** Without loss of generality, we shall assume an unit variance. From Remark 1 there are two different \( k \)-atomic distributions, denoted by \( U \) and \( U' \), that match the first \( 2k - 2 \) moments. It follows from Lemma 9 that \( (\Omega(\frac{1}{\epsilon}))^{4k-2} \) samples are necessary to reliably distinguish the mixture models \( \epsilon U + Z \) and \( \epsilon U' + Z \), and the accuracy in the Wasserstein distance is at most \( \epsilon W_1(U, U')/2 \). The best lower bound follows from maximizing the Wasserstein distance between two moment matching distributions, which is obtained by the following optimization problem:

\[
\max W_1(U, U')
\]

subject to \( m_i(U) = m_i(U'), \quad i = 1, \ldots, 2k - 2, \)

\( |U|, |U'| \leq 1 \), both are \( k \)-atomic.

It turns out the maximal value of the above problem is \( \Theta(1/k) \) (see a proof in Lemma 21). The lower bound is summarized in Proposition 6.

**Proposition 6.** For any \( \hat{U} \), there is some mixture model \( U + \sigma Z \), where \( U \) is bounded and \( k \)-atomic, \( \sigma \) is bounded and is given, and \( Z \) is independently standard normal, such that using \( n \) samples from that mixture model \( W_1(U, \hat{U}) \geq \Omega(\frac{1}{\sqrt{k}} n^{-\frac{k}{2k-2}}) \) with constant probability.

**Remark 4.** The proof can be easily extended to prove the optimality of (6). In the case of \( k_0 \) clusters of components, we construct two instances with identical \( k_0 - 1 \) single-component clusters, and the culprit is the difference within the last cluster with \( k - k_0 + 1 \) components that are difficult to distinguish. To this end, let \( V \) and \( V' \) be two \( (k - k_0 + 1) \)-atomic bounded random variables as in the proof of Proposition 6, and let the last cluster be either \( \epsilon V \) or \( \epsilon V' \). Then the \( \chi^2 \)-divergence between two Gaussian mixture models is at most \( (O(\epsilon))^{4(k-k_0)+2} \), which yields a minimax lower bound \( \Omega_k(n^{-\frac{1}{2k-2}}) \).

**Unknown variance.** The latent distribution is not necessarily to be \( k \)-atomic discrete distribution. The mixture model \( U + Z \) is a \( k \)-component Gaussian location mixture as long as the latent distribution is. Let \( U \) be the \( k \)-point quadrature for the standard normal distribution, and let \( U' \)
be standard normal, and then they match their first $2k - 1$ moments. The model of $\epsilon U + Z$ is a $k$-component Gaussian location mixture with an unit variance, and the model of $\epsilon U' + Z$ has one single component with variance $1 + \epsilon^2$. Their difference on means are $\Theta_k(\epsilon)$ in the Wasserstein distance, and $\epsilon^2$ on variance. As a result of Lemma 9, distinguishing those two mixture models requires at least $\Omega(\frac{1}{\epsilon^2})^{4k}$ samples. The lower bound in this case is summarized in Proposition 7.

**Proposition 7.** For any $(\hat{U}, \hat{\sigma})$, there is some mixture model $U + \sigma Z$, where $U$ is bounded and $k$-atomic, $\sigma$ is bounded, and $Z$ is independently standard normal, such that using $n$ samples from that mixture model either $W_1(U, \hat{U}) \geq \Omega(\frac{1}{\sqrt{k}}n^{-\frac{3}{4}})$ or $|\sigma^2 - \hat{\sigma^2}| \geq \Omega(n^{-\frac{1}{4}})$ with constant probability.

### 6 Numerical experiments

In this section, we evaluate our algorithm through empirical experiments, and compare the accuracy and running time with EM algorithm, both implemented in Python. Our moment projection step is implemented in semi-definite programming using CVXPY [DB16], and we implement the quadrature algorithm in [GW69], which recovers a discrete distribution from its moments. We also compare the accuracy of GMM obtained from the popular package gmm [Cha10] in R. The running time of GMM is ignored since the linear constrained optimization procedure used in gmm package is extremely slow for Gaussian mixture model: it takes days to finish in a mild scale as compared to minutes using our algorithm. We also ignore the comparison with MM since it failed in a constant fraction of experiments.

In our experiments with iterative numerical solvers, including EM and the optimization procedure in GMM, we need to set an initial guess and a stop criterion. For both algorithms, the initial guess is the best of five random guesses: We run the algorithm five times using different random guesses, with means drawn independently from a uniform distribution, and mixing weights drawn from a Dirichlet distribution. Among five estimates, we pick the one with the best objective function, which is the maximum likelihood for EM, and the minimum moments discrepancy for GMM. For the linearly constraint optimization solver in GMM, we use its default stop criterion; EM algorithm terminates when log-likelihood increases less than $10^{-3}$ or 5,000 iterations are reached.

**Known variance.** We run the experiments with five-component Gaussian mixture models, with unit variance in each component, means uniformly drawn from $[-1, 1]$, and mixing weights drawn from Dirichlet distribution with equal parameters. The sample size ranges from 500 to 5,000, and we plot the $W_1$ distance versus the sample size. We repeat 20 times under a fixed Gaussian mixture model, and plot the average error and the standard deviation. We also plot the running time versus the sample size. The random instance has the following parameters:

<table>
<thead>
<tr>
<th>Weights:</th>
<th>0.123</th>
<th>0.552</th>
<th>0.010</th>
<th>0.080</th>
<th>0.235</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centers:</td>
<td>-0.236</td>
<td>-0.168</td>
<td>-0.987</td>
<td>0.299</td>
<td>0.150</td>
</tr>
</tbody>
</table>

The results are shown in Fig. 3. The accuracy is comparable among three methods. However, the running time of EM algorithm grows fast as sample size increases, and is about 15 times more than our DMM algorithm using 5,000 samples, partly because EM needs to access all samples in each iteration, instead of first summarizing data into a few moments. This is particularly restrictive in the presence of big data these days, and also restricts our experiments comparison on larger sample size. Though GMM applies the same approach as ours, the heuristic solver used in gmm package in R for this minimization problem is very slow and takes days to finish all experiments.
The slow convergence of EM algorithm is more severe when there are more overlaps among components [RW84, KX03]. The accuracy also deteriorates when the log-likelihood is trapped in a flat area, since a lack a progress is no longer a good indication of convergence. Any fixed stop criterion is likely to terminate the EM algorithm early; a more stringent stop criterion improves the algorithm insubstantially but incurs much slower convergence. To see this, we run an experiments to learn a two-component Gaussian mixture model with unit variance in each component; however, the two components completely overlap, i.e., the sample generating model is $X = Z$. The setup of experiment is the same as before, and the results are shown in Fig. 4, where we add an additional line with label EM$^+$ and require the log-likelihood increases less than $10^{-4}$ instead of $10^{-3}$. In this experiment, the performances of DMM and GMM are still similar, but we can clearly see the relative degradation of the EM algorithm. With a more stringent stop criterion in EM$^+$, the performance only slightly improves but the running time significantly worsens. More specifically, using 5,000 samples and comparing with the running time of DMM, EM is still about 15 times slower, but EM$^+$ is about 60 times slower. The gmm package finishes in an bearable time in this experiment as there are only two components, but it is still more than 200 times slower than DMM, and thus its running time is again ignored in the plot.
**Unknown variance.** We repeat the same setups as before, except that estimators no longer have access to the true variance in Gaussian components. The results are shown in Fig. 5. To estimate a five-component model, Lindsay’s estimator involves the empirical moments up to degree 10, among which high order ones are inaccurate with limited number of samples. For instance, in the current experiment, the variance of $10^{th}$ moment is over one billion while we only sampled 5,000 samples. However, by the analysis in Section 4.2, the usual method of moments can always be exactly solved, so the bad performance is a consequence of the inaccuracy in high order moments. The *gmm* package achieves a better performance, and a possible reason is that high order moments only have small weights in the minimization problem, so the effect of inaccurate empirical moments is alleviated. When only two components need to be estimated and moments of degree up to four are involved, the performances become similar. The running time comparison is roughly the same as before and is ignored in Fig. 5 to save space, and we only mention some relative comparisons here: using the same 5,000 samples from the five-component random Gaussian mixture model, EM algorithm is 14 times slower than Lindsay’s estimate, and the *gmm* package is more than 1,600 times slower; when two components completely overlap, EM algorithm is more than 100 times slower than Lindsay’s estimate, and the *gmm* package is more than 2,500 times slower.

**Figure 5:** Comparison of different methods with unknown variance. The models in the first and second rows are the same as Fig. 3 and 4, respectively.
7 Extensions and discussions

7.1 Gaussian location-scale mixtures

This paper studies the optimal learning of the Gaussian location mixture model, a mixture of Gaussian with an arbitrary common variance. One immediate extension is the Gaussian location-scale mixture model with heteroscedastic components:

\[
\sum_{i=1}^{k} w_i N(\mu_i, \sigma_i^2)
\]

Parameter estimation for this model turns out to be significantly more difficult than the location mixture model, in particular

- Unbounded likelihood: It is well-known that the maximum likelihood estimator is ill-defined [KW56, p. 905]. For instance, consider \( k = 2 \), for any sample size \( n \), we have

\[
\sup_{p_1, p_2, \theta_1, \theta_2, \sigma_1, \sigma_2} \prod_{i=1}^{n} \left[ \frac{p_1}{\sigma_1} \varphi \left( \frac{X_i - \theta_1}{\sigma_1} \right) + \frac{p_2}{\sigma_2} \varphi \left( \frac{X_i - \theta_2}{\sigma_2} \right) \right] = \infty,
\]

achieved by, e.g., \( \theta_1 = X_1, p_1 = 1/2, \sigma_2 = 1, \) and \( \sigma_1 \to 0 \).

- In this model, identifiability is not yet completely settled. An unknown \( k \)-component Gaussian mixture model comprises \( 3k - 1 \) free parameters: \( k \) means, \( k \) variances, and \( k \) mixing weights summing up to one, so it is expected to be identified through its first \( 3k - 1 \) moments. It is recently resolved in [ARS16] that \( 3k - 1 \) moments can generally identify the Gaussian mixture distribution up to finitely many solutions, which is referred to as algebraic identifiability. In the case of two components, by a careful analysis of polynomial equations, six moments can uniquely identify the mixture distribution [Pea94], but this method is difficult to generalize in the case of more components. Identifying the mixture distribution uniquely, referred to as rational identifiability [ARS16], remains an open problem in general.

Besides the issue of identifiability, the optimal estimation accuracy under the Gaussian location-scale mixture model is resolved only in special cases. The sharp accuracy is only known in the case of two components to be \( \Theta(n^{-1/12}) \) for estimating means and \( \Theta(n^{-1/6}) \) for estimating variances [HP15], obtained by one robust variation based on Pearson’s polynomial equations [Pea94]. In a \( k \)-component Gaussian mixture model, the accuracy is known to be \( n^{-\Theta(1/k)} \) [MV10, KMOV10], achieved by an exhaustive grid search on the parameter space. In addition to limited available accuracy results, [MV10, KMOV10, HP15] all aim to recover parameters of all components (up to a global permutation), which necessarily requires many assumptions including lower bounds on mixing weights and differences between components. Those accuracy guarantees are inconvenient to apply in practice when no a priori knowledge is available on the unknown mixture model.

7.2 Multiple dimensions

The focus of this paper is a mixture of Gaussian on the real line, and a natural extension is a mixture of Gaussian in multiple dimensions. This is often studied by computer scientists under the framework of clustering, classification, or unsupervised learning, and usually requires nonoverlapping components [Das99, VW04]. One commonly used approach is dimensionality reduction: projecting data onto some lower dimensional subspace, clustering samples in that subspace, and
mapping back to the original space, and common choices of the subspace include random subspace and subspace from singular value decomposition. The approach using random subspace is analyzed in [Das99, AK01], and requires a pairwise separation polynomial in the dimensions; the subspace from singular value decomposition is analyzed in [VW04, KSV05, AM05, BV08], and requires a pairwise separation polynomial in the number of components.

When components are allowed to overlap significantly, the random projection approach is also adopted by [MV10, KMV10, HP15], where the learning problem in high dimensions is reduced to the real line, so the univariate learning algorithm is a foundational subroutine. We provide an algorithm using similar random projection method to learn a Gaussian mixture model in $d$ dimensions in Algorithm 4 in the case of known variance, using the univariate algorithm in Section 4.1 as a subroutine, and obtain the estimation accuracy in Theorem 8. The unknown variance case can be obtained analogously, where we instead using the univariate algorithm in Section 4.2. However, the dependence on the dimension using the random projection method, which estimates each coordinate independently, is highly suboptimal.\footnote{Specifically, in $d$ dimensions, estimating each coordinate independently suffers an $\ell_2$ loss proportional to $\sqrt{d}$. However, it is possible to achieve $d^{1/4}$ using spectral methods in specific examples. See Lemma 29.}

\begin{algorithm}
\begin{algorithmic}
\caption{Learning a Gaussian mixture model in $d$ dimension.}
\label{alg:GMM}
\end{algorithmic}
\end{algorithm}

**Theorem 8.** Suppose in a $k$-component Gaussian mixture model in $\mathbb{R}^d$ with weights and centers $(w_j, \mu_j)$, the centers are bounded by $M$ and pairwise separated by $\epsilon$ in $\ell_2$-norm, and mixing weights are lower bounded by $\epsilon^t$. Given $n$ i.i.d. samples drawn from that Gaussian mixture model with $n > (\Omega_k(M \sqrt{d})^{4k-2} \log \frac{d}{\delta})$, with probability at least $1 - 2\delta$, Algorithm 4 with $\tau = \frac{\delta \epsilon}{2Mk^2 \sqrt{d}}$ yields $(\hat{w}_j, \hat{\mu}_j)$ with accuracy

$$
|w_j - (\pi \hat{w})_j| < O_k \left( \frac{M \sqrt{d}}{\delta \epsilon} \epsilon_n \right), \quad \|\mu_j - (\pi \hat{\mu})_j\|_2 < O_k \left( \frac{M^2 d}{\delta \epsilon \epsilon^t} \epsilon_n \right),
$$

for the same permutation $\pi$, where $\epsilon_n = \min\{\left(\frac{n}{\log(d/n)}\right)^{-\frac{1}{2}} \sqrt{d}, \left(\frac{\sqrt{d}}{\delta \epsilon^t}\right)^{2k-2} \sqrt{\frac{\log(d/\delta)}{n}}\}$.
Proof. By the distribution of random projection in Lemma 28 and the union bound, with probability at least \(1 - \delta\), we have \(|\langle \mu_i - \mu_j, r \rangle| > \frac{2h}{k^2 \sqrt{d}} \triangleq 2\epsilon_r\) for all pairs \(i \neq j\), where \(\epsilon_r\) is referred to as the separation of centers on this random direction. Without loss of generality, assume \(\langle \mu_1, r \rangle < \cdots < \langle \mu_k, r \rangle\). By Theorem 1, with probability at least \(1 - \frac{1}{d^2}\), the accuracy in \(W_1\) distance is at most \(O_k(M_n^{\frac{1}{\log(d/\delta)}})^{\frac{1}{\delta}}\), which is less than \(0.1\epsilon_r\epsilon'\) when \(n > (M_n^{\frac{1}{\delta}})^{\frac{1}{\delta}} \sqrt{\frac{\log(k/\delta)}{n}}\). Then it follows from Theorem 2 that the \(W_1\) distance is at most \(O_k(M_n^{2-2k} \sqrt{\frac{\log(k/\delta)}{n}})\), and thus is upper bounded by \(O_k(M_n)\). Denote the estimated weights on direction \(r\) by \(\hat{w}_1, \ldots, \hat{w}_k\), and centers by \(\hat{\mu}_1, \ldots, \hat{\mu}_k\), and it follows from Lemma 1 that, after reordering components,

\[
|\langle \mu_j, r \rangle - \hat{\mu}_j| < O_k(M_n/\epsilon'), \quad |w_j - \hat{w}_j| < O_k(M_n/\epsilon_r).
\]

On each direction \(r_\ell = r + \tau_b \ell\), the centers are separated by at least \(|\langle \mu_i - \mu_j, r_\ell \rangle| > 2\epsilon_r - 2M \tau > \epsilon_r\), so the same accuracy of the estimated centers in (20) also holds on each direction \(r_\ell\). Note that, the population mean of each component can be represented by \(\mu_j = \sum_\ell b_\ell \langle b_\ell, \mu_j \rangle = \sum_\ell b_\ell \langle r_\ell, \mu_j \rangle\). Therefore, \(\|\hat{\mu}_j - \mu_j\|_2 \leq \sqrt{d} O_k(M_n/\epsilon') = \sqrt{d} \epsilon_r O_k(M_n/\epsilon')\).

It is interesting to directly extend the moment based method to high dimensions, which is challenging in both aspects of theory and algorithm. When component centers are in general position, the tensor structure in moments of spherical Gaussian mixture models is studied by [HK13] and the model is polynomially learnable using spectral decomposition method. To apply our method in high dimensions, the challenge is on the moments comparison results analogous to Proposition 1 and 2, the key step leading to the optimal rate. Both moments comparison results are proved by the primal formulation of the Wasserstein distance and its simple formula in (13), which is only a special case on the real line and no longer holds in multiple dimensions [Vil03]; Proposition 1 is alternatively proved through the dual approach (12) and the proof relies on the Newton’s interpolation formula, which is again difficult to generalize to high dimensions. For an efficient learning algorithm, we rely on the semidefinite programming to denoise the vector of estimated moments. However, it remains an open problem how to conveniently describe the moment space in multiple dimensions [Las09], and it is unclear whether the moment space of discrete distributions is still convex, and how to find a quadrature rule from moments.

### 7.3 General finite mixtures

Though this paper focuses on learning Gaussian location mixture models, the moments comparison theorems in Section 3 are independent of properties of Gaussian. As long as moments of the latent distribution are estimated accurately, similar theory and algorithms can be obtained. Unbiased estimate of moments exists in many mixture models with widespread applications, including exponential mixtures [Jew82], Poisson mixtures [KX05], Gaussian scale mixtures [AM74], and notably the quadratic variance exponential family (QVEF) whose variance is at most a quadratic function of the mean, such as Gaussian, Poisson, gamma, binomial, and negative binomial [Mor82, (8.8)].

As a closely related topic of this paper, we discuss the Gaussian scale mixture model in details, which has been extensively studied in statistics literature [AM74] and is widely used in image and video processing [WS00, PSWS03]. In a Gaussian scale mixture, components are assumed to have the same mean, so samples from different components are significantly overlapped, and clustering based algorithms such as [Das99] no longer work in this problem. Nevertheless, our denoised method of moments in Section 4.1 is easily generalizable. Suppose the unknown Gaussian scale mixture is \(X = VZ\), where \(V\) is a \(k\)-atomic discrete latent distribution of the variances that are bounded, and
Z is independently standard normal. Note that the population moments are \( \mathbb{E}[X^{2r}] = \mathbb{E}[V^r] \mathbb{E}[Z^{2r}] \),
so an immediate unbiased estimate for the moments of V is \( \hat{m}_r = \frac{1}{n} \sum_{i=1}^{n} X_i^{2r} / \mathbb{E}[Z^{2r}] \) with accuracy \( O_r(1/\sqrt{n}) \). Applying moments projection and then computing the quadrature rule analogously to the denoised method of moments in Section 4.1, we obtain an accuracy

\[
W_1(V, \tilde{V}) \leq O_k \left( n^{-\frac{1}{4k-2}} \right),
\]

with high probability. Moreover, the tightness of this result can be analogously obtained as in Section 5. To see this, let V and \( V' \) be two different k-atomic distributions on \([0, 1]\) with identical first \( 2k - 2 \) moments. Then the two mixture models \( \sqrt{\epsilon} V Z \) and \( \sqrt{\epsilon} V' Z \) coincide on their first \( 4k - 3 \) moments, and they are both \( \sqrt{\epsilon} \)-subgaussian. Applying Lemma 9 yields that any estimate with \( (O_k(1/\sqrt{\epsilon}))^{\frac{1}{2k-4}} \) samples suffers a \( W_1 \) loss at least \( \Omega_k(\epsilon) \) under either of the two models. By choosing \( \epsilon = \Theta_k(n^{-\frac{1}{4k-2}}) \), we conclude that the \( W_1 \) loss is at least \( \Omega_k(n^{-\frac{1}{4k-2}}) \) in the worst case.

8 Proofs

8.1 Proof of moments comparison theorems

Proposition 1 is proved under a slightly weaker assumption that X and Y both take values in a subset of 2k points in \([-1, 1]\), which immediately follows from Proposition 8. We provide three proofs, where the first two are based on the primal (coupling) formulation of \( W_1 \) distance (13), and the third on the dual formulation (12). In all proofs, the Wasserstein distance is analyzed by proxy of polynomials, whose expected values are linear combination of moments. Specifically,

- The first proof uses polynomials to interpolate step functions, whose expected values are the distribution function values. The closeness of moments imply the closeness of distribution functions and thus, by (13), a small Wasserstein distance. Similar idea applies to the proof of Proposition 2.

- The second proof finds a polynomial that preserves the sign of the difference between two distribution functions, and the Wasserstein distance given by the integral of the absolute difference (13) pertains to the integral of that polynomial.

- The third proof uses polynomials to approximate 1-Lipschitz functions, whose expected values are connected to the Wasserstein distance by the dual formulation (12). A small distance is promised by a small approximation error and close moments.

Proposition 8. Suppose the union of supports of X and Y are \( \ell \) points in \([-1, 1]\). Then

\[
\max_{i \in [\ell-1]} |m_i(X) - m_i(Y)| \geq (W_1(X, Y)/O(\ell))^{\ell-1}.
\]

First proof of Proposition 8. Suppose \( \max_{i \in [\ell-1]} |m_i(X) - m_i(Y)| = \delta \). Denote the union of supports of X and Y by \( t_1 < t_2 < \cdots < t_\ell \). Then, with \( F_X \) and \( F_Y \) denoting the distribution functions of X and Y, respectively,

\[
W_1(X, Y) = \sum_{r=1}^{\ell-1} |F_X(t_r) - F_Y(t_r)| : |t_{r+1} - t_r|.
\]
Construct a polynomial $P_r$ of degree $\ell - 1$ satisfying $P_r(t_1) = \cdots = P_r(t_r) = 1$ and $P_r(t_{r+1}) = \cdots = P_r(t_{r'}) = 0$, which determines the polynomial uniquely. Then, almost surely, $P_r(X) = 1_{\{X \leq t_r\}}$ and $P_r(Y) = 1_{\{Y \leq t_r\}}$. The polynomial $P_r$ has a formula in Newton form in terms of divided differences

$$P_r(x) = \sum_{i=1}^{\ell} P_r[t_1, \ldots, t_i] \prod_{j=1}^{i-1} (x - t_j) = \sum_{i=r+1}^{\ell} P_r[t_1, \ldots, t_i] \prod_{j=1}^{i-1} (x - t_j),$$

where the last equality is due to $P_r[t_1, \ldots, t_i] = 0$ for $i \leq r$. When each $|t_j| \leq 1$, applying moments differences between $X$ and $Y$, the expected values of the polynomial $\prod_{j=1}^{\ell-1} (x - t_j)$ between $X$ and $Y$ differ by at most $2^{i-1}\delta$. Then, applying the upper bound of the coefficients in Corollary 2,

$$\Delta_r \triangleq |\mathbb{E}[P_r(X)] - \mathbb{E}[P_r(Y)]| \leq \sum_{i=r}^{\ell-1} \frac{(i-1)2^i \delta}{(t_{r+1} - t_r)^i} \leq \sum_{i=r}^{\ell-1} \frac{2^{i-1}2^i \delta}{(t_{r+1} - t_r)^i}. \quad (22)$$

The right-hand side of (22) is further upper bounded by $\frac{\ell 4^{\ell-1} \delta}{(t_{r+1} - t_r)^{\ell-1}}$ since $|t_{r+1} - t_r| \leq 2$. Then,

$$W_1(X, Y) = \sum_{r=1}^{\ell-1} (\Delta_r \land 1) \cdot |t_{r+1} - t_r| \leq \sum_{r=1}^{\ell-1} \left( \frac{\ell 4^{\ell-1} \delta}{(t_{r+1} - t_r)^{\ell-1}} \land 1 \right) \cdot |t_{r+1} - t_r| \leq O(\ell) \delta^{\frac{1}{\ell-1}}. \quad (23)$$

The conclusion follows. \hfill \square

**Lemma 10.** Let $t_1 \leq t_2 \leq \ldots$ be an ordered sequence (not necessarily distinct). Suppose $f(t_i) = 1$ for $i \leq r$, $f(t_i) = 0$ for $i \geq r + 1$, and $f[t_i, \ldots, t_j] = 0$ for both $i < j \leq r$ and $j > i \geq r + 1$. Then,

$$f[t_i, \ldots, t_j] = (-1)^{i-r} \sum_{L \in \mathcal{L}(i,j)} \prod_{(x,y) \in L} \frac{1}{t_x - t_y}, \quad i \leq r < r + 1 \leq j, \quad (24)$$

where $\mathcal{L}(i,j)$ is the set of lattice paths\(^4\) from $(r, r+1)$ to $(i, j)$ using steps $(0,1)$ and $(-1,0)$.

**Proof.** Construct a upper triangular matrix with $a_{i,j} = f[t_i, \ldots, t_j]$ when $i \leq j$:

$$
\begin{bmatrix}
1 & 0 & \cdots & 0 & a_{1,r+1} & \cdots \\
1 & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & 0 & \cdots & 0 & a_{r-1,r+1} & \cdots \\
1 & 0 & \cdots & 0 & a_{r,r+1} & \cdots \\
0 & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \vdots & \vdots & 0 & \ddots \\
0 & \cdots & \vdots & \vdots & \cdots & 0
\end{bmatrix}
$$

The value for $i \leq r$ and $j \geq r + 1$ can be obtained recursively by

$$a_{i,j} = \frac{a_{i,j-1} - a_{i+1,j}}{t_i - t_j}. \quad (25)$$

In the following, we prove (24) by induction using the recursive formula (25). We can directly compute the base cases: if $i = r$, we have $a_{i,j} = \prod_{v=r+1}^{i} \frac{1}{t_v - t_r}$; if $j = r + 1$, we have $a_{i,j} = (-1)^{i-r} \prod_{v=i}^{r} \frac{1}{t_v - t_{r+1}}$. Suppose (24) holds for both $a_{i,j-1}$ and $a_{i+1,j}$. We evaluate $a_{i,j}$ using (25), which equals the desired result in (24). \hfill \square

\(^4\)For $a, b \in \mathbb{N}^2$, a lattice path from $a$ to $b$ using a set of steps $S$ is a sequence $a = x_1, x_2, \ldots, x_n = b$ with all increments $x_{j+1} - x_j \in S$. 
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Corollary 2. Let $f$ be the same as Lemma 10. Then $f[t_1, \ldots, t_i] = 0$ for $i \leq r$, and

$$|f[t_1, \ldots, t_i]| \leq \frac{(i-2)}{(t_{r+1} - t_r)^{i-1}}, \quad i \geq r+1.$$ 

Proof. Since the sequence $t_1 \leq t_2 \leq \ldots$ is ordered, then each of the $\binom{(r-1)+(i-(r+1))}{r-1}$ terms in the summation of (24) is at most $\frac{1}{(t_{r+1} - t_r)^{i-1}}$ in magnitude. \hfill $\square$

Second proof of Proposition 8. Denote the union of supports of $X$ and $Y$ by $t_1 < t_2 < \cdots < t_\ell$. The distribution functions of $X$ and $Y$, denoted by $F_X$ and $F_Y$, possibly differ at $t_2, \ldots, t_{\ell-1}$. Then there exists a polynomial $L$ of degree at most $\ell' - \ell$ satisfying $(F_X(x) - F_Y(x))L(x) \geq 0$ for all $t$, where the polynomial $L(x)$ is the product of $x - t_i$ over a subset of $\{t_2, \ldots, t_{\ell-1}\}$. Suppose $W_1(X, Y) = \delta$, from (21), then there exists $r$ such that $|F_X(t_r) - F_Y(t_r)| \cdot |t_{r+1} - t_r| \geq \frac{\delta}{\ell-1}$.

Let $P(x) \triangleq \int_t^x L(t)dt$, a polynomial of degree $\ell + 1$. Since all $|t_j| \leq 1$, the expected values of the polynomial $P$ between $X$ and $Y$ differ by at most $2^\ell$ times the maximal differences between the first $\ell' + 1$ moments of $X$ and $Y$. Applying Fubini’s theorem,

$$\mathbb{E}[P(X)] = \int_{t_1}^{t_\ell} P(x)dF_X(x) = \int_{t_1}^{t_\ell} \int_{t_1}^{t_\ell} L(t)1_{\{t \leq x\}}dtdF_X(x) = \int_{t_1}^{t_\ell} L(t)(1 - F_X(t))dt.$$

Since $(F_X(x) - F_Y(x))L(x)$ is always non-negative and $|F_X(t_r) - F_Y(t_r)| \cdot |t_{r+1} - t_r| \geq \frac{\delta}{\ell-1}$, the difference between the expected values of $P(X)$ and $P(Y)$ is

$$|\mathbb{E}[P(X)] - \mathbb{E}[P(Y)]| = \int_{t_1}^{t_\ell} |L(t)(F_X(t) - F_Y(t))|dt \geq \frac{\delta}{\ell-1} \int_{t_1}^{t_\ell} \frac{|L(t)|}{t_{r+1} - t_r}dt.$$

When $t$ is between $t_r$ and $t_{r+1}$, the polynomial $L(t)$ is at least $(t_{r+1} - t)^a(t - t_r)^b$ in magnitude, for some $a \leq r - 1$ and $b \leq k - r - 1$ sum up to the degree of $L(x)$. The integral $\int_{t_1}^{t_{r+1}}(t_{r+1} - t)^a(t - t_r)^bdt$ can be evaluated to be $B(a + 1, b + 1)(t_{r+1} - t_r)^{a+b+1}$, where $B(\cdot, \cdot)$ is the beta function. Then, $|\mathbb{E}[P(X)] - \mathbb{E}[P(Y)]| \geq \frac{\delta}{\ell-1}(t_{r+1} - t_r)^{a+b}B(a + 1, b + 1)$. Note that $|t_{r+1} - t_r| \geq \frac{\delta}{\ell-1}$, and thus $|\mathbb{E}[P(X)] - \mathbb{E}[P(Y)]|$ is bounded by $(\frac{\delta}{\ell-1})^{a+b+1}$. The conclusion follows since $a + b + 1 = \ell' + 1 \leq \ell - 1$. \hfill $\square$

Third proof of Proposition 8. Suppose $\max_{i \in [\ell-1]} |m_i(X) - m_i(Y)| = \delta$. Denote the union of supports of $X$ and $Y$ by $t_1 < t_2 < \cdots < t_\ell$. Fix any 1-Lipschitz function $f$. The expected values of $f(X)$ and $f(Y)$ only pertain to function values $f(t_1), \ldots, f(t_\ell)$, which can be interpolated by a polynomial of degree $\ell - 1$. However, the coefficients of the interpolating polynomial are possibly arbitrarily large.\footnote{For example, the polynomial to interpolate $f(-\epsilon) = f(\epsilon) = \epsilon, f(\epsilon) = 0$ is $P(x) = x^2/\epsilon$.} To fix this, we slightly modify the value of $f$ on those discrete points into another function denoted by $\tilde{f}$, and then interpolate $\tilde{f}$ by a polynomial $P$ with some upper bounds on the coefficients. Then the difference between expected values of $\tilde{f}$ is upper bounded by

$$|\mathbb{E}[\tilde{f}(X)] - \mathbb{E}[\tilde{f}(Y)]| \leq 2 \max_{x \in \{t_1, \ldots, t_\ell\}} |\tilde{f}(x) - f(x)| + |\mathbb{E}[P(X)] - \mathbb{E}[P(Y)]|.$$ 

To this end, we define the values of $\tilde{f}$ recursively by $\tilde{f}(t_1) = f(t_1)$ and $\tilde{f}(t_i) = \tilde{f}(t_{i-1}) + (f(t_i) - f(t_{i-1}))1_{\{t_{i-1} > t_i\}}$, where $\tau \leq 2$ is a parameter we will optimize later. The definition of $\tilde{f}$ implies that $|\tilde{f}(x) - f(x)| \leq \tau\ell$ for $x \in \{t_1, \ldots, t_\ell\}$. The polynomial $P$ of degree $\ell - 1$ can be represented in Newton’s formula: $P(x) = \sum_{i=1}^{\ell} P(t_1, \ldots, t_i)\prod_{j=1}^{i-1}(x - t_j)$. Since all $|t_j| \leq 1$, applying moments differences between $X$ and $Y$, the expected values of the polynomial $\prod_{j=1}^{i-1}(x - t_j)$ between $X$ and $Y$
differ by at most \(2^{i-1}\delta\). Since \(f\) is 1-Lipschitz, the first-order finite differences \(P[t_i, t_{i+1}]\) are bounded by one in magnitude. Then, by induction and the definition of \(P\), we have \(|P[t_i, \ldots, t_{i+j}]| \leq \left(\frac{2}{\tau}\right)^{j-1}\).

Therefore,

\[
|E[f(X)] - E[f(Y)]| \leq 2\tau \ell + \sum_{i=2}^{\ell} \left(\frac{2}{\tau}\right)^{i-2} \cdot 2^{i-1}\delta \leq 2\ell \left(\tau + \frac{4^{\ell-2}}{\tau^{\ell-2}}\delta\right).
\]

The conclusion follows by letting \(\tau = \frac{4\delta}{1-\ell}\).

The proof of Proposition 2 uses a similar idea as the first proof of Proposition 8 to approximate step functions. It is possible for an interpolating polynomial being almost surely equal to a step function under a discrete measure, but such equality is impossible under an arbitrary measure. A classical method to bound a distribution function by moments is to choose a polynomial that majorizes (or minorizes) a step function, and thus the expected value is a upper (or lower) bound of that distribution function, for example, in the proof of Chebyshev-Markov-Stieltjes inequality (see, e.g., [Akh65]). In our case, to bound the difference between two distribution functions with one being discrete, we further select the majorizing (or minorizing) polynomial to be almost surely equal to the step function under that discrete measure. See Fig. 6 for an illustration.

![Figure 6: Polynomial majorant and minorant](image)

The polynomials are of degree 12 and are obtained by Hermite interpolation in Section 2.2.

**Proof of Proposition 2.** Suppose \(\max_{i \in [2k]} |m_i(X) - m_i(Y)| = \delta\), and \(X\) is supported on \(x_1 < x_2 < \cdots < x_k\). For any \(t\) not equal to any of those \(x_i\), construct polynomials \(P_t\) and \(Q_t\) of degree \(2k\), satisfying the following equations which determine them uniquely:

\[
\begin{align*}
P_t(x_i) &= Q_t(x_i) = 1, \quad i \leq m, \\
P_t(t) &= 1, Q_t(t) = 0, \\
P_t(x_i) &= Q_t(x_i) = 0 \quad i \geq m + 1, \\
P_t'(x_i) &= Q_t'(x_i) = 0, \quad i = 1, \ldots, k.
\end{align*}
\]

It is essential that \(P_t(\cdot) \geq 1_{\{x \leq t\}}\) and \(Q_t(\cdot) \leq 1_{\{x \leq t\}}\) by Rolle’s theorem (see a proof in [Akh65, p. 65]). By the Hermite interpolation formula, \(P_t(x) = Q_t(x) + R_t(x)\), where \(R_t(x) = \prod_i (\frac{x-x_i}{t-x_i})^2\). Then, with \(F_X\) and \(F_Y\) denoting the distribution functions of \(X\) and \(Y\), respectively,

\[
\begin{align*}
\mathbb{E}[Q_t(Y)] &\leq F_Y(t) \leq \mathbb{E}[P_t(Y)] = \mathbb{E}[Q_t(Y)] + \mathbb{E}[R_t(Y)], \\
\mathbb{E}[Q_t(X)] &\leq F_X(t) \leq \mathbb{E}[P_t(X)] = \mathbb{E}[Q_t(X)].
\end{align*}
\]
Let $f(t) \triangleq |\mathbb{E}[Q_t(Y)] - \mathbb{E}[Q_t(X)]|$, and $g(t) \triangleq \mathbb{E}[R_t(Y)]$. Then the difference between distribution functions of $X$ and $Y$ is at most

$$|F_Y(t) - F_X(t)| \leq (f(t) + g(t)) \wedge 1 \leq f(t) \wedge 1 + g(t) \wedge 1.$$  \hfill (26)

When $X$ takes values in $[-1,1]$, the expected values of the polynomial $Q_t$ between $X$ and $Y$ differ by at most $2^{2k}$. Then $\mathbb{E}\prod_i (Y - x_i)^2 \leq 2^{2k} \delta$, and

$$\int (g(t) \wedge 1)dt \leq \int \left( \frac{2^{2k}\delta}{\prod_{i=1}^k (t - x_i)^2} \wedge 1 \right) dt \leq O(k)\delta^{\frac{1}{14}},$$  \hfill (27)

where the last inequality follows from Lemma 19. The polynomial $Q_t$ (and also $P_t$) can be written in Newton form by generalized divided differences using Neville’s algorithm. To this end, we expand $x_1 < \cdots < x_m < t < x_{m+1} < \cdots < x_k$ by replacing each $x_i$ by two copies of itself, and denote the new sequence of length $2k + 1$ by $t_1 = t_2 < t_3 = t_4 < \cdots < t_{2k} = t_{2k+1}$, where $t_{2m+1} = t$. Then,

$$Q_t(x) = \sum_{i=1}^{2k+1} Q_t[t_1, \ldots, t_i] \prod_j (x - t_j) = \sum_{i=2m+1}^{2k+1} Q_t[t_1, \ldots, t_i] \prod_j (x - t_j),$$

where the last equality is due to $Q_t[t_1, \ldots, t_i] = 0$ for $i \leq 2m$. Applying the upper bound of the coefficients in Corollary 2 and the moments differences between $X$ and $Y$,

$$f(t) \leq \sum_{i=2m}^{2k} \frac{(i-1)2^i\delta}{(t-x_m)^{i-1}}, \quad x_m < t < x_{m+1};$$  \hfill (28)

if $t < x_1$ then $Q_t(x) = 0$, and thus $f(t) = 0$. By analogous calculation to (23) and (27), we also have $\int (f(t) \wedge 1)dt \leq O(k)\delta^{\frac{1}{14}}$. Since $W_1(X,Y) = \int |F_X(t) - F_Y(t)|dt$, applying (26) yields that

$W_1(X,Y) \leq O(k)\delta^{\frac{1}{14}}.$

The conclusion follows.

Proposition 4 is proved analogous to the first proof of Proposition 8, apart from a careful analysis of polynomial coefficients under separation assumptions. Proposition 5 is proved similarly by an extension of the proof of Proposition 2.

Proof of Proposition 4. In the the first proof of Proposition 8, the difference between distribution functions $\Delta_r$ in (22) is upper bounded by

$$\Delta_r \leq \frac{\ell 4^\ell \delta}{(t_{r+1} - t_r)\gamma^{\ell - 1}},$$

since all but $\ell'$ atoms are at least $\gamma$ away from $t_r$. The conclusion follows analogously.

Proof of Proposition 5. In the proof of Proposition 2, since any $t$ is at least $\gamma$ away from all but $k'$ atoms, the integral in (27) can be upper bounded by

$$\int (g(t) \wedge 1)dt \leq O(k) \left( \frac{2^{2k}\delta}{\gamma^{2(k-k')}} \right)^{1/(2k')},$$

Similarly, the moment difference in (28) is upper bounded by $\frac{2^{2k}\delta}{(t-x_m)^{2k}\gamma^{2(k-k')}}$, and we have

$$\int (f(t) \wedge 1)dt \leq O(k) \left( \frac{k 4^{2k-1}\delta}{\gamma^{2(k-k')}} \right)^{1/(2k')}.$$

The conclusion follows analogously.
8.2 Proof and extension of Proposition 3

Without loss of generality, we shall assume $\sigma \geq \sigma'$. Then, in distribution, $X = U + \tau Z + \sigma'Z'$ and $X' = U' + \sigma'Z'$, where $Z$ and $Z'$ are independent standard normal, and $\tau = \sqrt{\sigma^2 - \sigma'^2}$. Since moments of $X$ and $X'$ are close, the moments of $U + \tau Z$ and $U'$, which can be evaluated by the Hermite polynomial given in (15), are also close to each other by Lemma 18. The magnitude of $\tau$, which quantifies the accuracy of $\sigma^2$, can be upper bounded by the accuracy of the first $2k$ moments, as shown in the following Lemma 11. Moreover, it follows from Proposition 2 that the distributions of $U + \tau Z$ and $U'$ are close, in $W_1$ distance. Then immediately the distributions of $U$ and $U'$ are also close, since $W_1(U + \tau Z, U) = \Theta(\tau)$.

Lemma 11 (Accuracy on $\sigma^2$). Suppose $U'$ takes $k$ values in $[-1, 1]$ and $Z$ is a standard normal random variable independent of $U$. Then

$$\max_{i \in [2k]} |m_i(U + \tau Z) - m_i(U')| \geq (\tau/O(\sqrt{k}))^{2k}.$$  

Proof. Suppose $U'$ takes values in $\{x'_1, \ldots, x'_k\}$, and $\max_{i \in [2k]} |m_i(U + \tau Z) - m_i(U')| = \delta$. Let $P(x) = \prod_{i=1}^k (x - x'_i)^2 = \sum_{i=0}^{2k} a_i x^i$. Note that $P(U') = 0$ almost surely. When $U'$ takes values in $[-1, 1]$, we have

$$E[P(U + \tau Z)] = E[P(U + \tau Z)] - E[P(U')] \leq 2^{2k}\delta.$$  

Since $U$ is independent of $Z$, we have

$$\min_U E[P(U + \tau Z)] = \min_x E[P(x + \tau Z)] \geq \tau^{2k} \min_{y_1, \ldots, y_k} E\left[ \prod_i (Z + y_i)^2 \right] = k! \tau^{-2k},$$

where the last step used the next lemma. \hfill \Box

Lemma 12. 

$$\min\{E[p^2(Z)] : \deg(p) \leq k, p \text{ is monic}\} = k!$$  

achieved by $p = H_k$.

Proof. Since $p$ is monic, it can be written as $p = H_k + \sum_{j=0}^{k-1} \alpha_j H_j$. By orthogonality and the fact that $E[H_j^2(Z)] = j!$, we have $E[p^2(Z)] = k! + \sum_{j=0}^{k-1} \alpha_j^2 j!$ and the conclusion follows. \hfill \Box

Proof of Proposition 3. Without loss of generality, assume $\sigma \geq \sigma'$. Then $X$ is in distribution equal to $U + \tau Z' + \sigma'Z$, where $\tau = \sqrt{\sigma^2 - \sigma'^2}$. By Lemma 18, $|m_r(U + \tau Z') - m_r(U')| \leq (O(\sqrt{r}))^{3/2} \delta$ for $r = 1, \ldots, 2k$. Let $\delta' = (O(\sqrt{k}))^{2k}\delta$. By Lemma 11, $\tau \leq O(\sqrt{k})^{3/2} \delta$. By Proposition 2, $W_1(U + \tau Z, U') \leq O(k)\delta^{1/2}$. Since $W_1(U + \tau Z, U) \leq O(\tau)$, then, by triangle inequality, $W_1(U, U') \leq O(k)\delta^{1/2} + O(\tau) = O(k)\delta^{1/2}$. \hfill \Box

For an adaptive rate of Theorem 2 in the case of unknown variance, we need an extension of Proposition 3 when both Gaussian mixture models have $k_0$ clusters of centers, given by the following Proposition 9. The proof is also similar to Proposition 3, only that the moment comparison result in Proposition 2 is replaced by Proposition 5.

Proposition 9. Under the conditions Proposition 3, if $U$ and $U'$ each has $k_0$ clusters of atoms and intercluster atoms are separated by at least $\gamma$, then,

$$\sqrt{\sigma^2 - \sigma'^2}, W_1(U, U') \leq O_k\left( \frac{\delta}{\gamma^{2(k_0-1)}} \right)^{1/2(k_0-1)}.$$  
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Proof. Following similar proof of Proposition 3 above, let \( \delta' = (O(\sqrt{k}))^{2k}\delta \). When \( U' \) has \( k_0 \) clusters of atoms, the largest one is of size at most \( k - k_0 + 1 \). For any \( t \in \mathbb{R} \), it can be \( \gamma/2 \) close to at most \( k - k_0 + 1 \) atoms of \( U' \). Then, it follows from Proposition 5 that

\[
W_1(U + \tau Z', U') \leq O(k) \left( \frac{k^{2k-1}2^{-1}(k_0-1)}{\gamma^{2(k_0-1)}} \right).
\]

The upper bound for \( \tau \) follows from Lemma 13, and the upper bound for \( W_1(U, U') \) follows from the triangle inequality. \( \square \)

**Lemma 13.** If \( U' \) is \( k \)-atomic, then

\[
W_1(U + \tau Z, U') \geq \Omega_k(\tau).
\]

**Proof.** Note that \( W_1 \) distance is shift invariant, and \( W_1(aX, aY) = |a|W_1(X, Y) \) for \( a \in \mathbb{R} \). Then, for any \( x \in \mathbb{R} \), we have \( \inf W_1(x + \tau Z, Y) = \tau \inf W_1(Z, Y) \geq \Omega_k(\tau) \), where the infimum is over \( Y \) supported on at most \( k \) atoms. Therefore, for any coupling of \( U + \tau Z \) and \( U' \), we have

\[
E|U + \tau Z - U'| = E[|U + \tau Z - U'||U]| \geq \Omega_k(\tau).
\]

\( \square \)

### 8.3 Proof of density estimation

**Lemma 14** (Bound \( \chi^2 \)-divergence using moments difference). Suppose all moments of random variables \( U \) and \( U' \) exist, and \( U' \) is centered with variance \( \sigma^2 \). Then,

\[
\chi^2(U + Z \parallel U' + Z) \leq e^{\frac{\sigma^2}{2}} \sum_{j \geq 1} \left( \Delta m_j \right)^2 \frac{1}{j!},
\]

where \( \Delta m_j = m_j(U) - m_j(U') \) denotes the \( j \)th moment difference between \( U \) and \( U' \), \( Z \) is a standard normal random variable, and \( U, U' \perp Z \).

**Proof.** The proof applies orthogonal polynomials expansion that is also used in [WV10, CL11]. Denote the densities of two mixture distributions by \( f(x) = \mathbb{E}[\phi(x - U)] \) and \( g(x) = \mathbb{E}[\phi(x - U')] \), where \( \phi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \) is the density of the standard normal distribution. By the exponential generating function of the Hermite polynomials (see, e.g., [AS64, 22.9.17]), we have \( \phi(x) = \phi(x) \sum_{k \geq 0} H_k(x) \frac{\Delta m_j}{j!} \). Then,

\[
f(x) - g(x) = \phi(x) \sum_{j \geq 1} H_j(x) \frac{\Delta m_j}{j!}.
\]

Since the function \( x \mapsto e^x \) is convex, we obtain by Jensen’s inequality that

\[
g(x) = \phi(x) \mathbb{E}[^{\text{exp}U'}x - U'^2/2] \geq \phi(x) \exp(-\sigma^2/2).
\]

Then, the \( \chi^2 \)-divergence is upper bounded by

\[
\chi^2(U + Z \parallel U' + Z) = \int \frac{(f(x) - g(x))^2}{g(x)}dx \leq e^{\frac{\sigma^2}{2}} \int \phi(x) \left( \sum_{j \geq 1} H_j(x) \frac{\Delta m_j}{j!} \right)^2.
\]

The conclusion follows by the orthogonality of Hermite polynomials. \( \square \)
Lemma 15. If $U$ and $U'$ each takes at most $k$ values on $[-1, 1]$, and the first $2k - 1$ moments between $U$ and $U'$ differ by at most $\epsilon$, then, for any $\ell \geq 2k$,

$$|E[U^\ell] - E[U'^\ell]| \leq 3^\ell \epsilon.$$

Proof. Let $f(x) = x^\ell$ and denote the support of $U$ and $U'$ by $x_1 < \cdots < x_k$. The function $f$ can be interpolated on $x_1, \ldots, x_k$ using a polynomial $P$ of degree at most $2k - 1$, where

$$P(x) = \sum_{i=1}^{k'} f(x_1, \ldots, x_i) \prod_{j=1}^{i-1} (x - x_j) = \sum_{i=1}^{k'} \frac{f(i-1)(\xi_i)}{(i-1)!} \prod_{j=1}^{i-1} (x - x_j),$$

for some $\xi_i \in [x_1, \ldots, x_i]$ by Newton’s interpolation formula. Therefore,

$$|E[U^\ell] - E[U'^\ell]| = |E[P(U)] - E[P(U')]| \leq \sum_{i=1}^{k'} \binom{\ell}{i-1} 2^{i-1} \epsilon \leq 3^\ell \epsilon. \qed$$

Proof of Theorem 3. Using $n$ independent samples the first $2k - 1$ moments of $U$ can be estimated within $\sqrt{O_k(\log(1/\delta))/n}$ with probability $1 - \delta$. The conclusion follows from Lemma 14 and 15. \qed

8.4 Proofs for Section 4.1

Proof of Lemma 4. Denote by $\bar{m}_r'$ the average of $\gamma_r(X_i, \sigma)$ over $n'$ samples. By Chebyshev inequality $|\bar{m}_r' - m_r(U)| < O(\sqrt{\text{var}[\gamma_r(X, \sigma)]}/n')$ with probability at least $3/4$. Let $\bar{m}$ be the median over $O(\log \frac{1}{\delta})$ independent estimates, and then, by Hoeffding’s inequality, $|\bar{m}_r - m_r(U)| < O(\sqrt{\text{var}[\gamma_r(X, \sigma)]}/n')$ with probability at least $1 - \delta$. Therefore it boil down to an upper bound of $\text{var}[\gamma_r(X, \sigma)]$. Recall the formula of $\gamma_r(x, \sigma)$ in (15). Since the standard deviation of a summation is at most the sum of individual standard deviations, \qed

8.5 Proofs for Section 4.2

Proof of Lemma 5. The proof is similar to [Lin89, Theorem 5B]. Let $\bar{M}_r(\sigma)$ denote the moment matrix associated with the empirical moments of $\gamma_i(X, \sigma)$ for $i \leq 2r$, and let $\sigma_r$ denote the smallest non-negative root of $\text{det}(\bar{M}_r(\sigma)) = 0$. Then $\sigma = \sigma_k$, and we can directly compute that $\sigma_1 = s$. Since $X$ is continuous, almost surely, the empirical distribution has $n$ points of support. By Theorem 4, the matrix $\bar{M}_r(0)$ is positive definite and thus $\sigma_r > 0$ for any $r < n$. For any $q < r$, if $\bar{M}_r(\sigma)$ is positive definite, then $\bar{M}_q(\sigma)$ as a leading principal submatrix is also positive definite. Since eigenvalues of $\bar{M}_r(\sigma)$ are continuous functions of $\sigma$, then $\sigma_r \leq \sigma_q$. In particular, $\sigma_k \leq \sigma_1$. \qed

Proof of Lemma 6. The proof of Lemma 5 concludes that $0 < \bar{\sigma} = \bar{\sigma}_k \leq \bar{\sigma}_{k-1} \leq \cdots \leq \bar{\sigma}_1 = s$, and for any $\sigma < \bar{\sigma}_j$, the matrix $\bar{M}_j(\sigma)$ is positive definite. Since $\text{det}(\bar{M}_k(\bar{\sigma})) = 0$ by the definition of $\bar{\sigma}_k$, then, for some $r \in \{1, \ldots, k\}$, we have $\text{det}(\bar{M}_j(\bar{\sigma})) = 0$ for $j = r, \ldots, k$, and $\text{det}(\bar{M}_j(\bar{\sigma})) > 0$ for $j = 0, \ldots, r - 1$. By Theorem 4, there is a $r$-atomic distribution whose $j$th moment coincides with $\bar{\gamma}_j(\bar{\sigma})$ for $j \leq 2r$. It suffices to show that $r = k$ almost surely.

Since $X$ is continuous, in the following we condition on the event that all samples $X_1, \ldots, X_n$ are distinct, which happens almost surely, without loss of generality. We first show that the empirical moments $(\bar{m}_1, \ldots, \bar{m}_n)$, where $\bar{m}_j = \frac{1}{n} \sum_i X_i^j$, have a joint density in $\mathbb{R}^n$. The Jacobian matrix of this transformation is

$$\begin{bmatrix}
\frac{1}{n} & 2 & \cdots & n \\
1 & X_1 & \cdots & X_n \\
\vdots & \ddots & \ddots & \vdots \\
X_1^{n-1} & \cdots & X_n^{n-1}
\end{bmatrix}.$$
which is non-degenerate. Since those $n$ samples ($X_1, \ldots, X_n$) have a joint density, then the empirical moments ($\hat{m}_1, \ldots, \hat{m}_n$) also have a joint density.

Suppose, for the sake of contradiction, that $r \leq k-1$. Then $\det(\mathbf{M}_{r-1}(\hat{\sigma})) > 0$ and $\det(\mathbf{M}_r(\hat{\sigma})) = \det(\mathbf{M}_{r+1}(\hat{\sigma})) = 0$. It follows from Lemma 26 that $\gamma_{2r+1}(\hat{\sigma})$ is a deterministic function of $\hat{\gamma}_1(\hat{\sigma}), \ldots, \hat{\gamma}_{2r}(\hat{\sigma})$. Since $\hat{\sigma}$ is also first non-negative root of $d_i(\sigma) = 0$, it is uniquely determined by $(\hat{m}_1, \ldots, \hat{m}_{2r})$. Therefore, $\hat{\gamma}_{2r+1}(\hat{\sigma})$, and thus $\hat{m}_{2r+1}$, are both deterministic functions of $(\hat{m}_1, \ldots, \hat{m}_{2r})$, which happens with probability zero, since the sequence $(\hat{m}_1, \ldots, \hat{m}_{2r+1})$ has a joint density. Consequently, $r \leq k-1$ happens with probability zero. \hfill \Box

**Proof of Lemma 7.** We only show the upper tail bound $\mathbb{P}[Y \geq t]$. The lower tail bound of $Y$ is equivalent to the upper tail bound of $-Y$. Suppose $\max_{i \in [2k]} |m_i(X) - m_i(Y)| = \delta$.

Suppose $X$ takes at most $k$ values, denoted by $x_1, x_2, \ldots$. Let a polynomial of degree $2k$ with bounded coefficients be $P(x) = Q^2(x)$, where $Q(x) = \prod_i (x - x_i)^{d_i}$, and $d_i \geq 1$ and sum up to $k$. Note that $P(X) = 0$ almost surely. Then $\mathbb{E}[P(Y)] = \mathbb{E}[P(Y)] - \mathbb{E}[P(X)] \leq 2^{2k} \delta$. By Markov inequality, for any $t \geq 2$,

$$\mathbb{P}[Y \geq t] \leq \mathbb{P}[P(Y) \geq P(t)] \leq \frac{\mathbb{E}[P(Y)]}{P(t)} \leq \frac{\delta}{(\Omega(t))^{2k}}.$$ 

Suppose $Y$ takes at most $k$ values. If all those values are within $[-1, 1]$, then we are done. If at most $k-1$ values, denoted by $x_1, x_2, \ldots$, are within $[-1, 1]$, let a polynomial of degree $2k$ with bounded coefficients be $P(x) = (x^2 - 1)^{\tau G}$, where $Q(x) = \prod_i (x - x_i)^{d_i}$, and $d_i \geq 1$ and sum up to $k-1$. Note that $\mathbb{E}[P(X)] \leq 0$. Then $\mathbb{E}[P(Y)] \leq \mathbb{E}[P(Y)] - \mathbb{E}[P(X)] \leq 2^{2k} \delta$. Since $P(Y) \geq 0$ almost surely, the conclusion follows analogously by Markov inequality. \hfill \Box

**Proof of Corollary 1.** Suppose $\max_{i \in [2k]} |m_i(X) - m_i(Y)| = \delta$. Let $\tau \triangleq \sqrt{\sigma^2 - \hat{\sigma}^2}$, and $G$ be a random variable whose first $2k$ moments equal the corresponding moments of the standard normal distribution, with magnitude at most $O(\sqrt{k})$, for example, the quadrature of $Z$ [Sze75]. Suppose $\sigma \geq \hat{\sigma}$. Then, by Lemma 18, $|m_r(U + \tau G) - m_r(\hat{U})| \leq (O(\sqrt{r}))^r \delta$ for $r \leq 2k$. Applying Lemma 7 with $\frac{U + \tau G}{\tilde{O}(\sqrt{k})}$ and $\frac{U}{\tilde{O}(\sqrt{k})}$ yields the conclusion. Suppose $\sigma \leq \hat{\sigma}$. Then $|m_r(U) - m_r(U + \tau G)| \leq (O(\sqrt{r}))^r \delta$ for $r \leq 2k$. Since $\mathbb{P}[|\tilde{U}| \geq t] \leq \mathbb{P}[|\tilde{U} + \tau G| \geq t - O(\sqrt{k}) \tau]$, the conclusion follows again by Lemma 7. \hfill \Box

**Proof of Theorem 5.** Note that the $r^{th}$ moment of $\hat{X} = \hat{U} + \hat{\sigma} Z$ equals the $r^{th}$ empirical moment from $n$ samples, for all $r \leq 2k$. Since $U$ and $\sigma$ are both bounded, then by Lemma 27 and the union bound, with probability at least $1 - \delta$, we have $|m_r(X) - m_r(\hat{X})| \leq \sqrt{(O(r))^r \log(k/\delta)}$ for all $r \leq 2k$. By Lemma 5 the estimate $\hat{\sigma}$ is also bounded. Let $\varepsilon \triangleq \sqrt{(O(k))^{2k} \log(k/\delta)}$ be an uniform accuracy of the estimates of first $2k$ moments. Define a random variable $\tilde{U} = \hat{U} 1\{|\tilde{U}| \leq O(\sqrt{k})\}$, which is bounded by $O(\sqrt{k})$ and also takes at most $k$ values. By the tail bound of the $k$-atomic random variable $\hat{U}$ in Corollary 1, $|m_j(\hat{U}) - m_j(\tilde{U})| \leq (O(k))^k \varepsilon$ for $j \leq 2k$, and the transportation cost is $W_1(\hat{U}, \tilde{U}) \leq (O(k))^k \varepsilon$. Define $X = \hat{U} + \hat{\sigma} Z$. Then, $|m_j(X) - m_j(\hat{X})| \leq (O(k))^{2k} \varepsilon$ and thus $|m_j(X) - m_j(\tilde{X})| \leq (O(k))^{2k} \varepsilon$, for $j \leq 2k$. Applying Proposition 3 yields that $|\sigma^2 - \hat{\sigma}^2| \leq O_k((n/ \log \frac{1}{\delta})^{-\frac{1}{2k}})$ and $W_1(U, \tilde{U}) \leq O_k((n/ \log \frac{1}{\delta})^{-\frac{1}{2k}})$. The conclusion follows. \hfill \Box

### 8.6 Proofs for Section 4.4

**Proof of Lemma 8.** Let $M = \Omega(\sqrt{\log n})$ and $M' = \sqrt{2 \log(1/\varepsilon')}$ and then $L = M + M'$. Since the mixing weights are at least $\epsilon$, then with probability at least $1 - ke^{-n'(\varepsilon - \varepsilon')}$, there exists at
least one sample $\tilde{X}_i \in [\mu_j \pm M']$ for each of the $k$ components, so the interval $[\tilde{X}_i \pm L]$ covers the interval $[\mu_j \pm M]$. Note that, with probability at least $1 - n^{-\Omega(1)}$, each of the $n$ samples to cluster is close to its latent center $\mu_j$ within $O(\sqrt{\log n})$, and thus belongs to the cluster that covers the interval $[\mu_j \pm M]$. Moreover, with probability at least $1 - n^{-\Omega(1)}$, the Gaussian noises within the $n'$ test samples are in magnitude at most $O(\sqrt{\log n'})$, and thus each interval $I_r$ is within $[\mu_j \pm (L + O(\sqrt{\log n'}))]$ from some $\mu_j$. Since there are at most $k$ components, each cluster is within an interval of length $O(k(L + \sqrt{\log n'}))$. □

**Proof of Theorem 7.** We apply Lemma 8 with $n \geq n' \geq \Omega\left(\frac{\log k}{\epsilon}\right)$, and $\epsilon' = \epsilon/2$. Let $M = \Theta(\sqrt{\log n} + k\log \log n)$, and then $L = O(M)$ since $\frac{1}{n'} \leq O(\frac{n}{k \log k})$. Then it follows the conclusion of Lemma 8 that, with probability at least $1 - n^{-\Omega(1)} - n'^{-\Omega(1)} - k^{-\Omega(1)}$, a sample in an interval is equivalent to its latent center also in the same interval, and the length of each interval is at most $O(kM)$. The intervals are independent of $n$ samples for estimating centers, so they are treated as deterministic hereafter. Denote each interval by $I_j = [c_j \pm L_j]$. To apply the estimation guarantee of our denoised method of moments on a bounded interval, we need to show that the empirical moments from the subset of shifted samples $S'_j = \{X_i - c_j : X_i \in I_j\}$ are close to the corresponding moments of the shifted Gaussian mixture model $U_j - c_j + \sigma Z$, where $U_j$ consists of all components whose centers are in $I_j$ and is distributed according to the conditional distribution of $U$ given $U \in I_j$. To this end, we first compute the expected moments, conditioned on all Gaussian noises are no greater than $M$:

$$
\mathbb{E}[(X - c_j)^r | X \in I_j, |Z| \leq M] = \mathbb{E}[(X - c_j)^r | U \in I_j, |Z| \leq M] = \mathbb{E}[(U_j' + \sigma Z)^r | |Z| \leq M],
$$

where $U_j' = U_j - c_j$. Since $|U_j'| \leq L_j$, applying Lemma 16 yields that

$$
|\mathbb{E}[(U_j' + \sigma Z)^r | |Z| \leq M] - \mathbb{E}[(U_j' + \sigma Z)^r]| \leq (L_j + O(M\sqrt{r}))^r \frac{e^{-M^2}}{M}.
$$

Note that $L_j \leq O(kM)$, so for $r \leq 2k$ the above difference is at most $\frac{(O(k))^{2k+1}}{n}$, and then the accuracy of empirical moments using $S'_j$ is the same as the accuracy using i.i.d. samples from $U_j - c_j + \sigma Z$. Since each component has at least $\epsilon$ probability and $n \geq \Omega\left(\frac{\log k}{\epsilon}\right)$, then with probability $1 - k^{-\Omega(1)}$, each subset of samples $S'_j$ is of size at least $\Omega(ne)$. The accuracy guarantees for the denoised method of moments in Theorem 1 in the bounded case yield that $W_1(U_j', U_j') \leq O_k(L_j(\epsilon e^{-\frac{r}{4k}})^{\frac{r}{2}}) \leq O_k(L'_j(\epsilon e^{-\frac{r}{2k}})^{\frac{r}{2}})$ when $\sigma$ is known and is at most $O_k(L(\epsilon e^{-\frac{r}{2k}})^{\frac{r}{2}})$ when $\sigma$ is unknown. Therefore, after applying the mixing weights threshold $\tau = \epsilon/(2k)$, the estimated centers are close to the support of $U_j$ in Hausdorff distance within $O(\frac{W_1(U_j', U_j')}{\epsilon e^{(2k)}})$ by Lemma 17. Consequently the same accuracy applies to the Hausdorff distance between unions of centers over all groups.

**Lemma 16.** For $M \geq 1$,

$$
0 \leq \mathbb{E}[Z^r] - \mathbb{E}[Z^r | |Z| \leq M] \leq r(O(\sqrt{r}))^r \left(M^{r-1} e^{-\frac{M^2}{r}}\right).
$$

*Proof. For $r$ odd, we have $\mathbb{E}[Z^r] - \mathbb{E}[Z^r | |Z| \leq M] = 0$. For $r$ even, the left inequality is immediate since $x \mapsto x^r$ is increasing. For the right inequality,

$$
\mathbb{E}[Z^r] - \mathbb{E}[Z^r | |Z| \leq M] = \mathbb{E}[Z^r] - \frac{\mathbb{E}[Z^r 1_{\{|Z| \leq M\}}]}{\mathbb{P}[|Z| \leq M]} \leq \frac{\mathbb{E}[Z^r] - \mathbb{E}[Z^r 1_{\{|Z| \leq M\}}]}{\mathbb{P}[|Z| \leq M]},
$$

and the conclusion follows from Claim 2. □
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Lemma 17. Let \( \mu \) be a discrete distribution whose atom has at least \( \epsilon \) probability and is supported on \( S_\mu \). For any subset \( S \) of the support of another distribution \( \nu \),
\[
d_H(S_\mu, S) \leq \frac{W_1(\mu, \nu)}{(\min_{y \in S} \nu(y)) \wedge (\epsilon - \nu(S^c))_+}.
\]

Proof. This is a generalization of Lemma 2. Let \( X \) and \( Y \) be distributed according to any coupling of \( \mu \) and \( \nu \). For any \( y \in S \),
\[
E|X - Y| \geq \nu(y)E||X - Y|||Y = y| \geq \min_{t \in S} \nu(t) d(y, \text{supp}(\mu)).
\]

For any \( x \in \text{supp}(\mu) \), we have \( \mu\{x\} \geq \epsilon \). Since \( \mathbb{P}[Y \notin S|X = x] \mathbb{P}[X = x] \leq \nu(S^c) / \epsilon \), and thus \( \mathbb{P}[Y \notin S, X = x] \geq (\epsilon - \nu(S^c))_+ \). Therefore,
\[
E|X - Y| \geq (\epsilon - \nu(S^c))_+ E||X - Y|||X = x, Y \in S| \geq (\epsilon - \nu(S^c))_+ d(x, S).
\]

The proof is completed.

8.7 Proofs for Section 5

Proof of Proposition 6. Let \( U \) and \( U' \) be two \( k \)-atomic centered random variables taking values in \([-1, 1]\) with identical first \( 2k - 2 \) moments but Wasserstein distance at least \( \Omega(1/k) \), whose existence is given by Lemma 21. Directly applying Lemma 9 yields that \( \chi^2(\epsilon U + Z) + \epsilon U' + Z) \leq (O(\epsilon))^{4k-2} \). This can improved to \( (O(\sqrt{\frac{\epsilon}{k}}))^{4k-2} \) by a similar argument as Lemma 9 using \( \mathbb{E}[\|U\|^p], \mathbb{E}[\|U'\|^p] \leq (O(\epsilon))^p \) for all \( p \geq 2k - 1 \) by boundedness of \( U \) and \( U' \). Consequently, in distinguishing the two mixture models \( \epsilon U + Z \) and \( \epsilon U' + Z \), any test using \( (O(\sqrt{\frac{1}{k}}))^{4k-2} \) samples makes an error with constant probability. Then any estimate \( \hat{U} \) using \( (O(\sqrt{\frac{1}{k}}))^{4k-2} \) samples makes an error of at least \( \Omega(\frac{\epsilon}{k}) \) in \( W_1 \) distance with constant probability under either mixture model \( \epsilon U + Z \) or \( \epsilon U' + Z \). Choosing \( \epsilon = \Theta(\sqrt{k} n^{-\frac{1}{4k-2}}) \) completes the proof.

Proof of Proposition 7. Let \( U' \) be standard normal and \( U \) be the \( k \)-point quadrature under standard normal distribution, and then they have identical first \( 2k - 1 \) moments. Since \( U \) and \( U' \) are both \( 1 \)-subgaussian (as explained in Remark 3), and \( \epsilon U' + Z \) has the same distribution as \( \sqrt{1 + \epsilon^2} Z \), it follows from Lemma 9 that \( \chi^2(\epsilon U + Z) + \epsilon U' + Z \) has the same distribution as \( \sqrt{1 + \epsilon^2} Z \), \( (O(\epsilon))^{4k} \). Consequently, in distinguishing the two mixture models \( \epsilon U + Z \) and \( \sqrt{1 + \epsilon^2} Z \), any test using \( (O(\sqrt{\frac{1}{k}}))^{4k} \) samples makes an error with constant probability. Note that the discrete latent distributions differ in \( W_1 \) distance by \( \Omega(\sqrt{\frac{1}{k}}) \) (see a proof in Lemma 24). Then any estimate \( \hat{U}, \hat{\sigma}^2 \) using \( (O(\sqrt{\frac{1}{k}}))^{4k} \) samples makes an error of at least \( \Omega(\sqrt{\frac{1}{k}}) \) in \( W_1 \) distance on \( \hat{U} \) part or at least \( \Omega(\epsilon^2) \) on \( \hat{\sigma}^2 \) part with constant probability, under either mixture model \( \epsilon U + Z \) or \( \sqrt{1 + \epsilon^2} Z \). Choosing \( \epsilon = \Theta(n^{-\frac{1}{4k}}) \) completes the proof.

A Standard form of the semidefinite programming (16)

Given a sequence \( \tilde{m} = (\tilde{m}_1, \ldots, \tilde{m}_n) \) that is not necessarily a valid moment vector, we want to project it onto a legitimate moment vector by (16). By introducing an auxiliary variable \( t \geq x^\top x \), the projection problem (16) is equivalent to
\[
\begin{align*}
\min \ t - 2\tilde{m}^\top x + \tilde{m}^\top \tilde{m}, \\
s.t. \ t \geq x^\top x, \ x \text{ satisfies (9)}.
\end{align*}
\]
This is a semidefinite programming since the constraint \( t \geq x^\top x \) is equivalent to
\[
\begin{bmatrix}
t \\
x
\end{bmatrix} \succeq 0
\] using Schur complement (see, e.g., [VB96]).

\section{Quadrature algorithm}

Here we provide a basic algorithm to find the quadrature rule. More efficient and stable algorithms are summarized in Section 2.1.

\begin{algorithm}
\caption{Quadrature rule}
\begin{description}
\item[Input:] a sequence of \( 2k - 1 \) moments \( (m_1, \ldots, m_{2k-1}) \).
\item[Output:] nodes \( x = (x_1, \ldots, x_k) \) and weights \( w = (w_1, \ldots, w_k) \).
\end{description}

Let a polynomial \( P \) be
\[
P(x) = \det \begin{bmatrix}
1 & m_1 & \cdots & m_k \\
\vdots & \vdots & \ddots & \vdots \\
m_{k-1} & m_k & \cdots & m_{2k-1} \\
1 & x & \cdots & x^k
\end{bmatrix},
\]

Let \( (x_1, \ldots, x_k) \) be the roots of the polynomial \( P \).

Let \( w \) be
\[
w = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
x_1 & x_2 & \cdots & x_k \\
\vdots & \vdots & \ddots & \vdots \\
x_1^{k-1} & x_2^{k-1} & \cdots & x_k^{k-1}
\end{bmatrix}^{-1} \begin{bmatrix}
1 \\
m_1 \\
\vdots \\
m_{k-1}
\end{bmatrix}.
\]
\end{algorithm}

\section{Auxiliary lemmas}

\begin{lemma}
Let \( Z \) be a standard normal random variable independent of \( U \) and \( U' \), and \( \sigma \in [0, 1] \). Then,
\[
|m_r(U) - m_r(U')| \leq (O(\sqrt{r}))^r \max_{i \in [r]} |m_i(U + \sigma Z) - m_i(U' + \sigma Z)|.
\]
\end{lemma}

\begin{proof}
Let \( X = U + \sigma Z \) and \( X' = U' + \sigma Z \), and \( \max_{i \in [r]} |m_i(X) - m_i(X')| = \delta \). Note that \( m_r(U) = \mathbb{E}[\gamma_r(X, \sigma)] \) and \( m_r(U') = \mathbb{E}[\gamma_r(X', \sigma)] \), where \( \gamma_r \) is defined in (15). Then, applying the formula of Hermite polynomials,
\[
|m_r(U) - m_r(U')| \leq \sum_{i=0}^{[r/2]} \frac{r!\sigma^{2i}}{i!(r-2i)!2^i} \delta = \delta \cdot \mathbb{E}(1 + \sigma Z)^r \leq \delta \cdot (O(\sqrt{r}))^r,
\]
since \( \mathbb{E}|Z|^r \) scales as \( (O(\sqrt{r}))^r \). \hfill \square
\end{proof}

\begin{lemma}
Let \( r \geq 2 \). Then,
\[
\int \left( \prod_{i=1}^r \frac{\delta}{|t - x_i|} \land 1 \right) \, dt \leq 4r \delta^r.
\]
\end{lemma}
Proof. Without loss of generality, let \( x_1 \leq x_2 \leq \cdots \leq x_r \). Note that

\[
\int \left( \prod_{i=1}^{r} \frac{\delta}{|t-x_i|} \right) \wedge 1 \, dt = \int_{-\infty}^{x_1} + \int_{x_1}^{x_2} + \cdots + \int_{x_r}^{\infty}.
\]

There are \( 2r \) terms in the summation and each term can be upper bounded by

\[
\int_{x_i}^{\infty} \left( \frac{\delta}{|t-x_i|} \right)^r \wedge 1 \, dt = \int_{0}^{\infty} \left( \frac{\delta}{t^r} \right) \wedge 1 \, dt = \frac{r}{r-1} \delta^{\frac{1}{r}}.
\]

The conclusion follows.

Lemma 20. Given any \( 2k \) distinct points \( x_1 < x_2 < \cdots < x_{2k} \), there are two distributions that match the first \( 2k-2 \) moments, with one distribution supported on \( x_1, x_3, \ldots, x_{2k-1} \) and the other one supported on \( x_2, x_4, \ldots, x_{2k} \).

Proof. Consider the following linear equation

\[
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
x_1 & x_2 & \cdots & x_{2k} \\
\vdots & \vdots & \ddots & \vdots \\
x_1^{2k-2} & x_2^{2k-2} & \cdots & x_{2k-1}^{2k-2}
\end{pmatrix}
\begin{pmatrix}
w_1 \\
w_2 \\
\vdots \\
w_{2k}
\end{pmatrix} = 0,
\]

whose solutions are of the form \( C \cdot w \), where we let the \( \ell_1 \)-norm of \( w \) be two. Since all weights sum up to zero, then positive weights in \( w \) sum up to 1 and negative weights sum up to \(-1\). Let one distribution be support on \( x_i \) with weight \( w_i \) for \( w_i \) being positive, and the other one be supported on the remaining \( x_i \)'s with the corresponding weights \(|w_i|\). Then those two distributions match the first \( 2k-2 \) moments.

It remains to show that weights in one non-zero solution have alternating signs. Note that all weights are non-zero: if one \( w_i \) is zero, then the solution must be all zero since the Vandermonde matrix is of full rank. One solution can be obtained by \( w_{2k} = -1 \) and

\[
\begin{pmatrix}
1 & \cdots & 1 \\
x_1 & \cdots & x_{2k-1} \\
\vdots & \ddots & \vdots \\
x_1^{2k-2} & \cdots & x_{2k-1}^{2k-2}
\end{pmatrix}
\begin{pmatrix}
w_1 \\
w_2 \\
\vdots \\
w_{2k-1}
\end{pmatrix} = \begin{pmatrix} 1 \\
x_{2k} \\
\vdots \\
x_{2k-2}
\end{pmatrix}.
\]

We have an explicit formula for \( w_i = P_i(x_{2k}) \) where \( P_i \) is an interpolating polynomial of degree \( 2k-2 \) satisfying \( P_i(x_j) \) being one for \( j = i \) and being zero for all other \( j \leq 2k-1 \). Specifically, \( w_i = \prod_{j \neq i} \frac{P_i(x_{2k})}{x_{2k} - x_j} \). The proof is complete.

Lemma 21.

\[
\sup \{ W_1(U, U') : m_i(U) = m_i(U') \forall i = 1, \ldots, \ell, |U|, |U'| \leq 1 \} = \Theta(1/(\ell + 1)).
\]

Furthermore, the supremum is \( \frac{\pi-(1)}{\ell+1} \) as \( \ell \to \infty \), and is achieved by two distributions whose sizes of support differ by at most one and sum up to \( \ell + 2 \).
Proof. By the dual representation of \( W_1 \) distance in Section 2.3, the supremum is equal to
\[
\sup_{f:1-Lipschitz} \sup \left\{ \mathbb{E}[f(U)] - \mathbb{E}[f(U')] : m_i(U) = m_i(U') \quad \forall \ i = 1, \ldots, \ell, |U|, |U'| \leq 1 \right\}.
\]
Since moment matching is the dual problem of the best polynomial approximation (see a proof in [WY16, Appendix E]), the optimal value is further equal to
\[
\sup_{f:1-Lipschitz} \inf \left\{ 2 \sup_{|x| \leq 1} |f(x) - P(x)| : P \text{ is a polynomial of degree } \ell \right\}.
\]
The optimal value follows from the best uniform approximation error over 1-Lipschitz functions, a well-studied quantity in approximation theory (see, e.g., [Bus11]). The optimal distributions of the original problem can also be found from the dual problem: they are supported on the maximum points and the minimum points of \( P^* - f^* \), respectively, where \( f^* \) is the optimal 1-Lipschitz function and \( P^* \) is the optimal polynomial. The numbers of maximum points and minimum points follows from the Chebyshev alternating theorem (see, e.g., [Tim63]).

Lemma 22. Let \( G_n \) be the \( n \)-point quadrature under standard normal distribution such that \( \mathbb{E}[G_n^2] = \mathbb{E}[Z^2] \) for \( j = 1, \ldots, 2n - 1 \), where \( Z \) is standard normal. For \( j \geq 2n \), we have \( \mathbb{E}[G_n^j] \leq \mathbb{E}[Z^j] \) when \( j \) is even, and \( \mathbb{E}[G_n^j] = \mathbb{E}[Z^j] = 0 \) otherwise.

Proof. When \( j \) is odd, by symmetry \( \mathbb{E}[G_n^j] = \mathbb{E}[Z^j] = 0 \). For \( j \geq 2n \) being even, the conclusion immediately follows from the remainder (error) of quadrature rule, an extensively studied topic in numerical analysis [DR07]:
\[
\int f(x) d\nu(x) - \sum_{i=1}^n w_i f(x_i) = \frac{f^{(2n)}(\xi)}{(2n)!} \int \pi_n^2(x) d\nu(x), \tag{29}
\]
where \( w_i \) and \( x_i \) are weights and nodes of the \( n \)-point quadrature rule in (10) under \( \nu \), the point \( \xi \) depending on \( x \) is in the domain of \( \nu \), and \( \pi_n(x) = \prod_i (x-x_i) \). The remainder of the quadrature rule can be analyzed from the perspective of Hermite polynomial interpolation, a key method in this paper, and is derived below for completeness. The evaluation of quadrature rule \( \sum_{i=1}^n w_i f(x_i) \) as is equal to the integral of a polynomial of degree \( 2n - 1 \), obtained from the Hermite interpolation:
\[
P(x_i) = f(x_i), \quad P'(x_i) = f'(x_i), \quad \forall \ i = 1, \ldots, n.
\]
Applying the error of Hermite interpolation [SB02] yields that
\[
\int f(x) d\nu(x) - \sum_{i=1}^n w_i f(x_i) = \int (f(x) - P(x)) d\nu(x) = \int \frac{f^{(2n)}(\xi(x))}{(2n)!} \pi_n^2(x) d\nu(x),
\]
and the remainder (29) follows immediately by the mean value theorem.

Lemma 23. Let \( G_n \) be the \( n \)-point quadrature under standard normal distribution such that \( \mathbb{E}[G_n^2] = \mathbb{E}[Z^2] \) for \( j = 1, \ldots, 2n - 1 \), where \( Z \) is standard normal. Then \( \mathbb{E}[H_j(G_n)] = 0 \) for \( j = 1, \ldots, 2n - 1 \), and \( \mathbb{E}[H_{2n}(G_n)] = -n! \).

Proof. Expand \( H_n^2(x) \), a polynomial of degree \( 2n \), using Hermite polynomials \( H_n^2(x) = a_{2n} H_{2n}(x) + \cdots + a_0 \), with \( a_{2n} = 1 \) according to the leading coefficient. By orthogonality \( \mathbb{E}[H_j(Z)] = 0 \) for all \( j \geq 1 \) and thus \( \mathbb{E}[H_j(G_n)] = 0 \) for \( j = 1, \ldots, 2n - 1 \). Then, \( n! = \mathbb{E}[H_n^2(Z)] = a_0 \). Recall from Section 2.1 that the quadrature \( G_n \) is supported on the roots of the \( n \)th Hermite polynomial \( H_n(x) \). Then, \( 0 = \mathbb{E}[H_n^2(G_n)] = \mathbb{E}[H_{2n}(G_n)] + a_0 \), and the proof is completed.
Lemma 24. Let $G_n$ be the $n$-point quadrature under standard normal distribution. Then $\mathbb{E}[G_n] \geq 1/\sqrt{4n+2}$ for $n \geq 2$.

Proof. Recall that $G_n$ is supported on zeros of the Hermite polynomial of degree $n$, which is at most $\sqrt{n+2}$ in magnitude [Sze75]. The conclusion follows since $1 = \mathbb{E}[G_n^2] \leq \mathbb{E}[G_n]\sqrt{n+2}$. □

Lemma 25 (Non-existence of unbiased estimators). Using finite samples $X_1, \ldots, X_m$ i.i.d. drawn from a two-component Gaussian mixture model $pN(s, \sigma^2) + (1-p)N(t, \sigma^2)$, with unknown parameters $p, s, t, \sigma$. For any $r \geq 2$, there is no unbiased estimator for the $r$th moments of its latent distribution $p s^r + (1-p)t^r$.

Proof. We first derive a few necessary conditions for an unbiased estimate, denoted by $g(x_1, \ldots, x_m)$, and then arrive at a contradiction. Expand the function under Hermite polynomials

$$g(x_1, \ldots, x_m) = \sum_{n_1, \ldots, n_m \geq 0} \alpha_{n_1, \ldots, n_m} \prod_{i} H_{n_i}(x_i),$$

and denote by $T_n(\mu, \sigma^2)$ the expected value of the Hermite polynomial $\mathbb{E}H_n(X)$ under Gaussian model $X \sim N(\mu, \sigma^2)$. Without loss of generality we may assume that the function $g$ and the coefficients $\alpha$ are symmetric. Then, the expected value of the function $g$ under $\sigma^2 = 1$ is

$$\mathbb{E}[g(X_1, \ldots, X_m)] = \sum_{n_1, \ldots, n_m \geq 0} \alpha_{n_1, \ldots, n_m} \prod_{i} (p s^{n_i} + (1-p)t^{n_i}),$$

which can be viewed as a polynomial in $p$, whereas the target is $p s^r + (1-p)t^r$, a linear function in $p$. Matching polynomial coefficients yields that

$$\sum_{n_1 + \cdots + n_m \geq 0} \alpha_{n_1, \ldots, n_m} t^{n_1 + \cdots + n_m} = t^r, \quad (31)$$

$$\sum_{n_1 + \cdots + n_m \geq 0} \alpha_{n_1, \ldots, n_m} (s^{n_1} - t^{n_1}) t^{n_2 + \cdots + n_m} \cdot m = s^r - t^r, \quad (32)$$

$$\sum_{n_1 + \cdots + n_m \geq 0} \alpha_{n_1, \ldots, n_m} \prod_{i=1}^{j} (s^{n_i} - t^{n_i}) t^{n_{j+1} + \cdots + n_m} = 0, \forall j = 2, \ldots, m, \quad (33)$$

where we used the symmetry of the coefficients $\alpha$. The equality (33) with $j = m$ yields that $\alpha_{n_1, \ldots, n_m} \neq 0$ only if at least one $n_i$ is zero; then (33) with $j = m - 1$ yields that $\alpha_{n_1, \ldots, n_m} \neq 0$ only if at least two $n_i$ are zero; repeating this for $j = m, m-1, \ldots, 2$, we obtain that $\alpha_{n_1, \ldots, n_m}$ is nonzero only if at most one $n_i$ is nonzero. Then the equality (32) implies that $\alpha_{n_1, \ldots, n_m}$ is nonzero only if exactly one $n_i = r$ and the coefficient is necessarily $\frac{1}{m}$. Therefore, it is necessary that the symmetric function is $g(x_1, \ldots, x_m) = \frac{1}{m} \sum_{i=1}^{m} H_r(x_i)$. However, this function is biased when $\sigma^2 \neq 1$. □

Lemma 26. Given a sequence $\gamma_1, \gamma_2, \ldots$, let $H_j$ denote the Hankel matrix of size $j + 1$ using $1, \gamma_1, \ldots, \gamma_2$. Suppose $\det(H_{r-1}) \neq 0$, and $\det(H_r) = \det(H_{r+1}) = 0$. Then,

$$\gamma_{2r+1} = (\gamma_{r+1}, \ldots, \gamma_{2r})(H_{r-1})^{-1}(\gamma_r, \ldots, \gamma_{2r-1})^\top.$$

Proof. The matrices $H_{r-1}$ and $H_r$ are both of rank $r$ by their determinants. We first show that the rank of $[H_r, v]$, which is the first $r+1$ rows of $H_{r+1}$ and is of dimension $(r+1) \times (r+2)$, is also $r$, where $v \triangleq (\gamma_{r+1}, \ldots, \gamma_{2r+1})^\top$. Suppose the rank is $r+1$. Then $v$ cannot be in the image of $H_r$. By symmetry of the Hankel matrix, the transpose of $[H_r, v]$ is the first $r+1$ columns of $H_{r+1}$. □
Those $r + 1$ columns are linearly independent when its rank is $r + 1$. Since $\det(H_{r+1}) = 0$, then the last column of $H_{r+1}$ must be in the image of the first $r + 1$ columns, which is a contradiction.

Since first $r$ columns of $H_{r+1}$ are linearly independent, and the first $r + 1$ columns of $H_{r+1}$ are of rank $r$. Then the $(r + 1)^{th}$ column of $H_{r+1}$ is in the image of the first $r$ columns, and thus $\gamma_{2r+1}$ is a linear combination of $\gamma_r, \ldots, \gamma_{2r}$. Since $H_{r-1}$ is of full rank, the coefficients can be uniquely determined by $(H_{r-1})^{-1}(\gamma_r, \ldots, \gamma_{2r-1})^T$.

Claim 1.

$$\mathbb{P}[Z > M] \leq e^{-\frac{M^2}{2}}.$$

Proof. Applying Chernoff bound yields that

$$\mathbb{P}[Z > M] \leq \exp(-\sup_t (M - t^2/2)) = \exp(-M^2/2).$$

Claim 2. For $r$ even, and $M \geq 1$,

$$\mathbb{E}[Z^r 1_{\{Z > M\}}] \leq r(O(\sqrt{r}))^r \left(M^{r-1}e^{-\frac{M^2}{2}}\right).$$

Proof. Applying integral by parts yields that

$$\int_M^\infty x^r e^{-\frac{x^2}{2}} \frac{dx}{x^r} = M^{r-1}e^{-\frac{M^2}{2}}+(r-1)M^{r-3}e^{-\frac{M^2}{2}}+(r-1)(r-3)M^{r-5}e^{-\frac{M^2}{2}}+\cdots+(r-1)!! \int_M^\infty e^{-\frac{x^2}{2}} \frac{dx}{x^r}.$$

Applying Claim 1 and $(r-1)!! \leq (O(\sqrt{r}))^r$, the conclusion follows.

**Lemma 27** (Accuracy of moment estimate). Given $n$ samples from a Gaussian mixture model $X = U + \sigma Z$, where $U$ and $\sigma$ are both bounded, the $r^{th}$ moments of $X$ can be estimated within accuracy $\sqrt{(O(r))^r \log(1/\delta)} / n$ with probability at least $1 - \delta$.

Proof. Split $n$ samples into $O(\log \frac{1}{\delta})$ groups of size $O(n / \log \frac{1}{\delta})$, and consider the median of $r^{th}$ empirical moments. By Chebyshev inequality, in each group, with probability at least $3/4$, the $r^{th}$ empirical moment is close to the population moments within $\sqrt{(O(r))^r \log(1/\delta)} / n$. By Hoeffding’s inequality, the median has the same accuracy with probability at least $1 - \delta$.

**Lemma 28** (Distribution of random projection). Given a unit vector $a$ and random direction $X$,

$$\mathbb{P}[\|a, X\| < r] < r\sqrt{d}.$$

Proof. Let the area of the surface of $d$-dimensional unit ball be $S_{d-1} = \frac{2\pi^{d/2}}{\Gamma(d/2)}$. By symmetry,

$$\mathbb{P}[\|a, X\| < r] = \mathbb{P}[\|X_1\| < r] = \frac{\int_0^r (1-x^2)^{d-2}dx}{S_{d-1}} = \frac{2S_{d-2}}{S_{d-1}} \int_0^r (1-x^2)^{\frac{d-3}{2}} dx < r\sqrt{d},$$

where $X_1$ is the first coordinate of $X$.

**Lemma 29** (Accuracy of spectral methods). Given $n$ samples from the Gaussian mixture model $X = U + Z$, where $U$ takes values in $\{-\theta, \theta\}$ uniformly, $Z \sim N(0, I_d)$, and $\theta \in \mathbb{R}^d$ is bounded, denote the sample covariance matrix by $S = \frac{1}{n} \sum_i X_iX_i^\top$. Let $\hat{s}^2$ be the largest eigenvalue of $S - I_d$ if it is positive and zero otherwise, where $\hat{s}$ is non-negative, and $\hat{\theta}$ the corresponding normalized eigenvector, where we decree that $\theta^\top \hat{\theta} \geq 0$. Then, with $\hat{\theta} = \hat{s}\hat{\theta}$, when $n > d$, with high probability,

$$\|\theta - \hat{\theta}\|_2 \leq O(d/n)^{1/4}.$$
Proof. The given $n$ samples can be represented in a matrix form $X = \theta \varepsilon^\top + Z \in \mathbb{R}^{d \times n}$, where $\varepsilon \in \mathbb{R}^n$ is a vector of independent Rademacher random variables, and $Z$ has independent standard normal entries. Note that $\varepsilon^\top \varepsilon = n$, so we have

$$S - I_d = \theta \theta^\top + B + C,$$

where $B = \frac{1}{n} ZZ^\top - I_d$ and $C = \frac{1}{n}(\theta \varepsilon^\top Z^\top + Z \varepsilon \theta^\top)$. With high probability, the spectral norm of $B$ is at most $d/n + 2\sqrt{d/n}$ (see [DS01, Theorem II.13]), which is $O(\sqrt{d/n})$ when $n > d$, and the spectral norm of $C$ is also $O(\sqrt{d/n})$. Then, the largest eigenvalue of $S - I_d$ differs from $\|\theta\|_2^2$ by at most $O(\sqrt{d/n})$ and thus $|\hat{s} - \|\theta\|_2| \leq O(d/n)^{1/4}$. Since $\hat{v}$ maximizes $\|u^\top (S - I_d) u\|$ among all unit vectors $u \in \mathbb{R}^d$, including the direction of $\theta$, then, applying spectral norms of $B$ and $C$, we obtain that $\|\theta\|_2^2 \leq (\theta^\top \hat{v})^2 + O(\sqrt{d/n})$, and consequently,

$$\|\theta - \|\theta\|_2 \hat{v}\|_2^2 \leq O(\sqrt{d/n}).$$

The conclusion follows from triangle inequality.

Lemma 30. The boundary of the space of the first $2k - 1$ moments of all distributions on $\mathbb{R}$ corresponds to distributions with fewer than $k$ atoms, while the interior corresponds to exactly $k$ atoms.

Proof. Given $m = (m_1, \ldots, m_{2k-1})$ that corresponds to a distribution of exactly $k$ atoms, by [Lin89, Theorem 2A], the moment matrix $M_{k-1}$ is positive definite. For any vector $m'$ in a sufficiently small ball around $m$, the corresponding moment matrix $M'_{k-1}$ is still positive definite. Consequently, the matrix $M'_{k-1}$ is of full rank, and thus $m'$ is a legitimate moment vector by [Las09, Theorem 3.4] (or [CF91, Theorem 3.1]). If $m$ corresponds to a distribution with exactly $r < k$ atoms, by [Lin89, Theorem 2A], $M_{r-1}$ is positive definite while $M_r$ is rank deficient. Then, $m$ is no longer in the moment space if $m_{2r}$ is decreased.
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