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Abstract

Since the early work of Goodman (1949) [27] and Frank (1978) [23], learning properties of large graphs from samples has emerged as an important problem in statistical network analysis. We revisit a problem formulated by Frank of estimating the numbers of connected components in a graph of $N$ vertices. The estimation procedure is based on the subgraph sampling model, where sample each vertex independently with probability $p$ and observe the subgraph induced these sampled vertices. The key question is whether it is possible to achieve accurate estimation by sampling a vanishing fraction of the vertices. We show that it is possible by accessing only sublinear number of samples if the graph does not contains high-degree vertices or long induced cycles; otherwise it is impossible. We obtain optimal sample complexity bounds for several classes of graphs including forests, cliques, and chordal graphs.

The methodology relies on topological identities of graph homomorphism numbers. They, in turn, also play a key role in proving minimax lower bounds based on construction of random instances of graphs with matching structures of small subgraphs. We perform a numerical study of the estimators on simulated data and discuss extensions to general graphs.
1 Introduction

Counting the number of features in a graph – ranging from basic local structures like motifs or graphlets (e.g., edges, triangles, wedges, stars, cycles, cliques, clustering coefficients), or other more global features like the number of connected components – is an important statistical and computational problem. For instance, applied researchers seek to capture from such features the interactions and relationships between groups and individuals. In doing so, they typically collect data from a random sample of nodes to construct a representation of the true network. This setting is largely due to cost and time constraints (e.g., in-person interviews that are in remote locations) or an inability to gain access the full population (e.g., historical data). Most of the problems encountered in practice are based on the desire to infer global properties of the parent network (population) from the sampled version. For example, [3] studied the social networks of the Hadza hunter-gatherers of Tanzania by surveying 205 individuals in 17 Hadza camps (from a population of 517), each camp consisting of approximately 30 people. Another study [12] of famers in Ghana used network data from a survey of 180 households in three villages (from a population of 550 households). Even lower sampling ratios have been used in other works (such as 30% in [17]), particularly for large scale studies [4, 19]. A good overview of various experiments and their corresponding sampling ratios can be found in [10, Appendix F, p. 11].

These coverage problems and how they are addressed broadly arise from two different perspectives.

• If the full network is either too large to scan or expensive to store, approximation algorithms can overcome such computational or storage issues that would otherwise be unwieldy. For example, if the network is extremely large, it is generally impossible to directly enumerate the whole population. Rather than reading the entire graph, these algorithms randomly (or deterministically) query parts of the full graph or explore the graph through a random process that evolves over time [5]. Some popular instances of traversal based procedures are snowball sampling [28] and respondent-driven sampling [41].

• If the full network is unknown due to lack of data (which could arise from the underlying experimental design and data collection procedure), one must construct statistical estimators (i.e., functions of the sampled graph) to conduct inference. These estimators must be designed to account for the fact that the sampled network is only a representation of the true network, and thus subject to certain inherent biases and variability.

Because of these aforementioned issues, it is desirable to design sublinear time (in the size of the graph) algorithms or estimators that are obtained from sublinear sampling complexities. Various algorithms based on edge and degree queries have been proposed to estimate average degree [18, 25], triangle counts [14], and other more general subgraph counts [26, 30] in sublinear time.

The problem of estimating the number of connected components in a graph has been considered in various settings and for various sampling models. Some real world examples include sampling of plants or animals from different species [42] and sampling of words from a text and estimating vocabulary [36]. Here it is desired to estimate the number of classes in the population from an observed sample. The objects in each class may be weakly or strongly related to each other, corresponding to a tree or clique, respectively. Even within each class, relationships may vary in strength, and thus a flexible model is required to adapt to such cases.

In [11], it was shown that the runtime to estimate the number of connected components in a general graph (motivated by calculating the weight of the minimum spanning tree) within an additive error of $N \epsilon$ is $d_{\text{avg}} \epsilon^{-2} \log \frac{d_{\text{avg}}}{\epsilon}$ for graphs on $N$ vertices with average degree $d_{\text{avg}}$. Their method relies on data obtained from a random sample of vertices and then performing a breadth first search on each vertex which ends according to a random stopping criterion. The algorithm requires knowledge of the average degree $d_{\text{avg}}$ and must therefore be known or estimated apriori. Subsequently, [6] noted that by modifying the stopping criterion, one could improve the runtime to $\epsilon^{-2} \log \frac{1}{\epsilon}$. Neither work shows the optimality of the algorithms.
among the class of simple graphs (i.e., graphs without multiple edges or self-loops). In these algorithms, the breadth first search may visit many of the edges and explores larger fraction of the graph at each round. In real-world settings, such a sampling scheme may be impractical due to limitations inherent in the experimental design. Indeed, in applied settings, typically only a random sample of nodes is taken and the connections between them observed. One of the earliest works in this direction is Frank [23], which is the basis for the theory developed in this paper. Drawing from previous experience on random vertex sampling to estimate certain graph quantities [20–22, 24], he derives unbiased estimators and corresponding performance guarantees (i.e., variance bounds) for forests and unions of cliques. Extensions to more general graphs are briefly discussed, although no consistent estimators are proposed. While these results are interesting, questions of their generality and optimality remain open. We consider these issues in the sequel.

The paper is organized as follows. In Section 2, we formally describe the problem and sampling model. We motivate our focus on chordal graphs by showing that in the absence of such structural assumptions, the estimation problem becomes difficult. In Section 3, we define chordal graphs and their associated quantities and discuss the estimator of such structural assumptions, the estimation problem becomes difficult. In Section 3, we define chordal graphs and their associated quantities and discuss the estimator of such structural assumptions, the estimation problem becomes difficult. In Section 4, we develop a general minimax lower bound strategy for graph counts and use it to show that our estimator of \( c_{cc} \) from Section 3 is minimax rate optimal. Finally, in Section 5, we perform a numerical study of the estimators on simulated data for chordal and non-chordal graphs.

For subsequent sections, we establish some notation that will be used throughout the paper. Let \( G = (V, E) \) be a simple, undirected graph. Let \( e = e(G) \) denote the number of edges, \( v = v(G) = |V(G)| \) denote the number of vertices, and \( cc = cc(G) \) be the number of (connected) components in \( G \). The neighborhood of a vertex \( u \) is denoted by \( N_G[u] = \{v \in V(G) : (u, v) \in E(G)\} \). Let \( ind(H, G) \) be the number of vertex induced subgraphs of \( G \) that are isomorphic to \( H \). For graphs \( G \) and \( G' \), we use the notation \( G \cup G' \) to denote the graph union \((V(G) \cup V(G'), E(G) \cup E(G'))\). For brevity, we will write \( kG \) denote the graph union of \( k \) copies of \( G \). We will use the notation \( K_{\theta}, P_{\theta}, \text{ and } C_{\theta} \) to denote the complete graph, path graph, and cycle graph on \( \theta \) vertices, respectively. Let \( K_{\theta', \omega} \) denote the complete bipartite graph with \( \theta \theta' \) edges and \( \theta + \theta' \) vertices. Let \( S_{\theta} \) denote the star graph \( K_{1, \theta} \) on \( \theta + 1 \) vertices.

2 Model

The sampling model determines how reflective the data is of the population graph and therefore the quality of the estimation procedure. There are many ways to sample from a graph (see [13] for a list of techniques and [32–34] for a good overview), but here we will focus on two nearly equivalent sampling schemes [20–22, 24]. Fix a simple graph \( G = (V, E) \) on \( N \) vertices. For \( S \subset V \), we denote by \( G[S] \) the vertex induced subgraph. If \( S \) represents a collection of vertices that are randomly sampled according to a sampling mechanism, we denote \( G[S] \) by \( G \). In this paper, we study the uniform sampling model: when \( S \) is generated from the outcome of \( N \) Bernoulli trials with success probability \( p \), corresponding to deciding whether a vertex \( v \) belongs to the sample from the outcome of a coin \( b_v \sim \text{Bern}(p) \), where \( p \) is the sampling rate or sampling probability. Thus, \( S = \{v : b_v = 1\} \) and \( |S| \sim \text{Bin}(N, p) \). A nearly equivalent counterpart of this model is when \( n = pN \) members are chosen uniformly at random without replacement from \( V \). Because of their likeness to each other, we will mainly focus on the Bernoulli sampling model.
Figure 1: We take a random sample of vertices, shown in black, from the graph on the left. The graph on the right is the subgraph induced by these vertices. Non-sampled vertices are observed as isolated vertices.

As we will see, it is natural to impose conditions on certain graph parameters. In our case, we consider two: the maximum degree at most $d$ and clique number (size of the largest vertex induced clique) $\omega$. The graph classes we consider involve boundedness assumptions on $d$ or $\omega$.

There are two main obstacles in estimating the number of connected components in graphs – large degrees and large induced cycles. If either is allowed to be arbitrarily large, we will show that root mean squared error is nearly a constant multiple of $N$ (i.e., we cannot estimate $cc$ with a sublinear number of samples).

- Accurate estimation is impossible if the parent graph is acyclic and has vertices with large degree.
- Accurate estimation is impossible if the parent graph contains large induced cycles and has maximum degree at most $d = 2$ (viz., graphs that are unions of cycle and path graphs).

**Theorem 1.** Let $\mathcal{G}(N)$ denote the collection of all forests on $N$ vertices. There exist universal constants $c > 0$ and $C > 0$ such that

$$\inf_{\tilde{\mathbb{G}}} \sup_{G \in \mathcal{G}(N)} \mathbb{P}_G(|\tilde{c} - cc(G)| > cN) \geq C.$$

This result can be shown as follows. Let $G$ denote the star graph on $N$ vertices. Let $G'$ denote the graph consisting of $N$ isolated vertices. Note that as long as the center vertex in $G$ is not sampled (the vertex enclosed in the dotted region in Fig. 2), the sampling distributions of $G$ and $G'$ are identical. More precisely, $d_{TV}(P_{\tilde{G}}, P_{\tilde{G}'}) \leq p(1 - q^{N-1}) < 1$. The gap between the number of connected components in $G$ and $G'$ is $N-1$. By LeCam’s two point method for lower bounding the minimax probability [43, Theorem 2.2(i)], we have that $\inf_{\tilde{\mathbb{G}}} \sup_{G \in \mathcal{G}(N)} \mathbb{P}_G(|\tilde{c} - cc(G)| > cN) \gtrsim 1 - p(1 - q^{N-1})$.

![Figure 2](image-url)
Theorem 2. Let $G(N, r)$ denote the collection of all graphs on $N$ vertices with longest induced cycle less than $r$ and maximum degree at most $d = 2$. If $r \geq \frac{\log N}{\log \frac{1}{p}}$, there exist universal constants $c > 0$ and $C > 0$ such that

$$\inf_{\hat{\mathcal{C}}} \sup_{G \in G(N, r)} \mathbb{P}_G \left( |\hat{\mathcal{C}} - \text{cc}(G)| > N \left( \frac{c \log \frac{1}{p}}{\log N} \right) \right) \geq C.$$ 

Thus if $r$ grows like $(\log N)/(\log \frac{1}{p})$, we see that the minimax risk cannot decay faster than logarithmic in $N$. It is for this reason that we consider only small induced cycles. To give a high level intuition for this statement, let $G$ denote the graph consisting of $N/(2r)$ copies of a cycle of length $2r$. Let $G'$ denote the graph consisting of $N/(2r)$ copies of two cycles of length $r$. Then the sampling distributions of each of the $N/(2r)$ copies are identical provided at most $r - 1$ vertices are sampled (this statement will be made more precise in Section 4). To see why this is plausible, note that each connected subgraph with $k < r$ vertices appears exactly $N$ times in each graph. Using a union bound, we have that

$$d_{TV}(P_{\hat{G}}, P_{\hat{G}'}) \leq \mathbb{P}(\text{at least } r \text{ vertices are sampled from at least one of the } N/(2r) \text{ copies})$$

$$\leq \frac{N}{2r} \mathbb{P} (\text{Bin}(2r, p) \geq r)$$

$$\leq \frac{N(4p)^r}{2r}.$$ 

The gap between the number of connected components in $G$ and $G'$ is $N/(2r)$. By LeCam’s two point method for lower bounding the minimax probability [43, Theorem 2.2(i)], we have that $\inf_{\hat{\mathcal{C}}} \sup_{G \in G(N, r)} \mathbb{P}_G \left( |\hat{\mathcal{C}} - \text{cc}(G)| > \frac{N}{2r} \right) \geq 1 - \frac{N(4p)^r}{2r}$. Choosing $r \geq \frac{\log N}{\log \frac{1}{p}}$ ensures that $\frac{N(4p)^r}{2r} < 1$.

![Figure 3](image-url)  

(a) One copy making $G$ for $r = 3$  

(b) One copy making $G'$ for $r = 3$  

Figure 3: Each connected subgraph with $k < 3$ vertices (viz., isolated vertices and edges) appears exactly 6 times in each graph.

This motivates us to consider classes of graphs defined by their maximal degree and maximal length of induced cycles. Therefore, this paper focuses on the case when maximum induced cycle length is no more than three, exactly corresponding to chordal graphs.

### 3 Algorithms and upper bound

The main results are summarized below in terms of the minimax mean square error. We focus on the subgraph sampling model, that is, a subset of vertices is sampled at random and the induced subgraph is observed. More specifically, we consider the Bernoulli sampling model, where each vertex is sampled independently with probability $p$. For brevity, we write $q = 1 - p$. Similar results can be obtained for the uniformly sampling model, where $S$ is drawn uniformly at random from all subsets of $V(G)$ of cardinality $n$, when we identify $p = n/N$. As $p$ grows from zero to one,
an increasing fraction of the graph is observed and intuitively the estimation problem should become easier. Indeed, all forthcoming minimax risk rates are inversely proportional to $p$. We are also interested in suitable ranges for $p$ and part of the analysis will give explicit conditions on $p$ for consistency.

The major class of graphs we study is the so-called chordal graphs, which include forests and disjoint union of cliques as special cases, the two model that was studied in Frank’s original 1978 paper [23]. There are a few extensions of his work that we provide. First, none of the analysis involves optimality and, second, we provide estimators that adapt to larger collections of graphs (for which forests and unions of cliques are special cases).

**Definition 1.** A graph $G$ is chordal if it does not contain induced cycles of length four or above, i.e., $\text{ind}(C_k, G) = 0$ for $k \geq 4$.

![Chordal and non-chordal graphs](image)

**Figure 4:** The graph on the left is chordal. The graph on the right is not chordal because it contains an induced cycle of length four.

**Theorem 3** (Chordal graphs). Let $\mathcal{G}(N, d, \omega)$ denote the collection of all chordal graphs on $N$ vertices with clique number $\omega \geq 2$ and maximum degree at most $d$. Then

$$\inf_{\mathcal{G} \in \mathcal{G}(N, d, \omega)} \sup_{G \in \mathcal{G}} \mathbb{E}_G \mathbb{E} \left| \hat{c} - c(G) \right|^2 \leq \left( \frac{N}{p^{\omega}} \lor \frac{2Nd}{p^{\omega-1}} \right) \land N^2.$$  

Conversely,

$$\inf_{\mathcal{G} \in \mathcal{G}(N, d, \omega)} \sup_{G \in \mathcal{G}} \mathbb{E}_G \mathbb{E} \left| \hat{c} - c(G) \right|^2 = \Theta_{\omega} \left( \left( \frac{N}{p^{\omega}} \lor \frac{Nd}{p^{\omega-1}} \right) \land N^2 \right),$$

and if $d$ is a constant, then

$$\inf_{\mathcal{G} \in \mathcal{G}(N, d, \omega)} \sup_{G \in \mathcal{G}} \mathbb{E}_G \mathbb{E} \left| \hat{c} - c(G) \right|^2 \asymp \frac{N}{p^{\omega}} \land N^2.$$  

**Theorem 4** (Forests). Let $\mathcal{F}(N, d) = \mathcal{G}(N, d, 2)$ denote the collection of all forests on $N$ vertices with maximum degree at most $d$. Then

$$\inf_{\mathcal{G} \in \mathcal{F}(N, d)} \sup_{G \in \mathcal{G}} \mathbb{E}_G \mathbb{E} \left| \hat{c} - c(G) \right|^2 \asymp \left( \frac{N}{p^{2}} \lor \frac{Nd}{p} \right) \land N^2.$$  

**Theorem 5** (Cliques). Let $\mathcal{C}(N)$ denote the collection of all graphs on $N$ vertices consisting of disjoint unions of cliques. Let $N > 4$. Then

$$\inf_{\mathcal{G} \in \mathcal{C}(N)} \sup_{G \in \mathcal{G}} \mathbb{E}_G \mathbb{E} \left| \hat{c} - c(G) \right|^2 \leq N^2 \left( \frac{N(4N)}{4} \right)^{\min(1, \frac{1}{\sqrt{N-5}})}.$$
The above theorems can be summarized in terms of the sample complexity, i.e., the minimum sample size that allows an estimator \( cc(G) \) within \( \pm \epsilon N \) with probability, say, 0.99, uniformly for all graphs in a given class. Here the sample size is understood as the average number of sampled vertices \( n = pN \). We have the following characterization:

- **Forests:**
  \[
  n = \Theta \left( \max \left\{ \frac{d}{\epsilon^2}, \frac{\sqrt{N}}{\epsilon} \right\} \right)
  \]

- **Chordal graphs:**
  \[
  n = \Theta_d(N^{\frac{d}{d+1}} \epsilon^{-\frac{2}{d+1}})
  \]
  provided \( d \) is bounded.

- ** Cliques:**
  \[
  n = \Theta \left( \frac{N \log N}{\log \frac{1}{\epsilon}} \right)
  \]
  provided \( \epsilon \geq N^{-1/2+\Omega(1)} \). The lower bound part of this statement follows from \([46]\), which shows the optimality of Theorem 5.

### 3.1 Chordal graphs

**Definition 2.** A perfect elimination ordering (PEO) of a graph \( G \) of size \( N \) is an ordering of the vertices \( \sigma : [N] \mapsto [N] \) such that, for each \( i \), \( N_G[v_{\sigma(i)}] \cap \{v_{\sigma(1)}, \ldots, v_{\sigma(i)}\} \) is a clique.

A classical result of Dirac states that the existence of a PEO is in fact the defining property of chordal graphs (cf. e.g., \([44, \text{Theorem 5.3.17}]\)).

**Theorem 6.** A graph is chordal if and only if it admits a PEO.

**Theorem 7.** Let \( \sigma \) and \( \sigma' \) be any two PEOs of a chordal graph \( G \). Let \( c_i \) and \( c'_i \) denote the cardinalities of \( N_G[v_{\sigma(i)}] \cap \{v_{\sigma(1)}, \ldots, v_{\sigma(i)}\} \) and \( N_G[v_{\sigma'(i)}] \cap \{v_{\sigma'(1)}, \ldots, v_{\sigma'(i)}\} \), respectively. Then there exists a permutation of the vertices \( \tau \) such that \( c_{\tau(i)} = c'_i \) for all \( i \).

**Proof.** By \([44, \text{Theorem 5.3.26}]\), the chromatic polynomial of \( G \) is

\[
\chi(G; x) = (x - c_1) \cdots (x - c_N) = (x - c'_1) \cdots (x - c'_N).
\]

Since these factorizations are unique, it follows that there exists a permutation of the vertices \( \tau \) such that \( c_{\tau(i)} = c'_i \) for all \( i \). \( \square \)

![Figure 5: A chordal graph \( G \) with PEO (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16). In this example, \( cc = 3 = 16 - 19 + 6 = \text{ind}(K_1, G) - \text{ind}(K_2, G) + \text{ind}(K_3, G) \).](image-url)
Recall that \( \text{ind}(K_i, G) \) denotes the number of cliques of size \( i \) in \( G \). For any chordal graph \( G \), it turns out the number of components can be expressed as a linear combination of clique counts (see, e.g., [44, Exercise 5.3.22, p. 231]). The fact that one can infer global properties of a graph (such as number of connected components or communities) from local features has also be used in generative graph models [2, 7]. The next lemma presents this result together with a sandwich bound.

**Lemma 1.** For any chordal graph \( G \),

\[
\text{cc}(G) = \sum_{i \geq 1} (-1)^{i+1} \text{ind}(K_i, G). \tag{1}
\]

Furthermore, for any \( r \geq 1 \),

\[
\sum_{i=1}^{2r} (-1)^{i+1} \text{ind}(K_i, G) \leq \text{cc}(G) \leq \sum_{i=1}^{2r-1} (-1)^{i+1} \text{ind}(K_i, G). \tag{2}
\]

Before proceeding to the construction of the estimator and its analysis, it is instructive to give a proof of Lemma 1, which illustrates how to count cliques in chordal graphs using vertex elimination. The same technique will be applied in bounding the variance of the estimator.

**Proof of Lemma 1.** Since \( G \) is chordal, by Theorem 6, it has a PEO \((v_1, \ldots, v_N)\). Denote

\[
C_j = N[v_j] \cap \{v_1, \ldots, v_j\}, \quad c_j = |C_j|. \tag{3}
\]

Since the neighbors of \( v_j \) among \( v_1, v_2, \ldots, v_j \) form a clique, we obtain \( \binom{c_j}{i} \) new cliques of size \( i \) when we adjoin the vertex \( v_j \) to the induced subgraph spanned by \( v_1, v_2, \ldots, v_j \). Thus,

\[
\text{ind}(K_i, G) = \sum_{j=1}^{N} \binom{c_j}{i-1}.
\]

Moreover, note that

\[
\text{cc}(G) = \sum_{j=1}^{N} \mathbb{I}\{c_j = 0\}.
\]

Hence, it follows that

\[
\sum_{i=1}^{2r-1} (-1)^{i+1} \text{ind}(K_i, G) = \sum_{i=1}^{2r-1} (-1)^{i+1} \sum_{j=1}^{N} \binom{c_j}{i-1} = \sum_{j=1}^{N} \sum_{i=1}^{2r-1} (-1)^{i+1} \binom{c_j}{i-1}
\]

\[
= \sum_{j=1}^{N} \sum_{i=0}^{2(r-1)} (-1)^{i} \binom{c_j}{i} = \sum_{j=1}^{N} \left( \binom{c_j - 1}{2(r-1)} \mathbb{I}\{c_j \neq 0\} + \mathbb{I}\{c_j = 0\} \right)
\]

\[
\geq \sum_{j=1}^{N} \mathbb{I}\{c_j = 0\} = \text{cc}(G),
\]

f and

\[
\sum_{i=1}^{2r} (-1)^{i+1} \text{ind}(K_i, G) = \sum_{i=1}^{2r} (-1)^{i+1} \sum_{j=1}^{N} \binom{c_j}{i-1} = \sum_{j=1}^{N} \sum_{i=1}^{2r} (-1)^{i+1} \binom{c_j}{i-1}
\]

\[
= \sum_{j=1}^{N} \sum_{i=0}^{2r-1} (-1)^{i} \binom{c_j}{i} = \sum_{j=1}^{N} \left[ - \binom{c_j - 1}{2r-1} \mathbb{I}\{c_j \neq 0\} + \mathbb{I}\{c_j = 0\} \right]
\]

\[
\leq \sum_{j=1}^{N} \mathbb{I}\{c_j = 0\} = \text{cc}(G).
\]

\qed
The subgraph count identity (1) suggests the following unbiased estimator

\[ \hat{\chi} = - \sum_{i \geq 1} \left( -\frac{1}{d} \right)^i \text{ind}(K_i, \tilde{G}). \]  

Using elementary enumerative combinatorics, in particular, the vertex elimination structure of chordal graphs, we prove Theorem 8, which bounds its performance.

A few comments about (4) are in order. First, it is completely adaptive to \( \omega, d \) and \( N \). The sum in (4) terminates at the clique number of the subsampled graph and therefore one does not need to know \( \omega \). Second, it has low computational complexity. An algorithm in the celebrated work of [40] finds a PEO in \( O(N^2) \) time. Because the subsampled graph \( \tilde{G} \) is also chordal, it too has a PEO. Thus, to calculate \( \text{ind}(K_i, \tilde{G}) \), we can first find a PEO \( \sigma : [N] \rightarrow [N] \) of \( \tilde{G} \) and then use the formula \( \text{ind}(K_i, \tilde{G}) = \sum_{j=1}^N (\tilde{c}_j) \), where \( \tilde{c}_j \) is the cardinality of \( N[v_j] \cap \{v_1, \ldots, v_j\} \).

A general graph can always be modified to become chordal by adding edges. Such an operation is called a chordal completion or triangulation of a graph, henceforth denoted by \( \text{TRI} \). There are many ways to triangulate a graph and this is typically done with the goal of minimizing some objective function (e.g., number of edges or the clique number). Efficient triangulations do not affect the number of connected components, since the operation can be applied to each component. Although we have not developed any theory for non-chordal graphs, it is almost certain that graphs encountered in practice contain induced cycles of length greater than three. One possible way to generalize our method is to first triangulate the subsampled graph and then apply the \( \hat{\chi} \) estimator. For this to work, we would require triangulation to commute with subgraph sampling in the sense that the law of (\( \text{TRI}(G) \)) is the same as \( \text{TRI}(G[S]) \) (i.e., the triangulated sampled graph is the sampled graph from a parent graph triangulation); unfortunately, this does not hold in general. Thus, our theory does not readily extend to non-chordal graphs. Nevertheless, we modify the original estimator by first triangulating the subsampled graph \( G[S] \rightarrow \text{TRI}(G[S]) \) and then applying \( \hat{\chi} \) to this transformed data via \( \hat{\chi} = \hat{\chi}(\text{TRI}(G[S])) \). This more robust estimator seems to be competitive with \( \hat{\chi} \) in both performance (see Fig. 11) and computational efficiency. Indeed, there are polynomial time algorithms that add at most \( 8k^2 \) edges if at least \( k \) edges must be added to make the graph chordal [37]. It should be noted that blindly applying the \( \hat{\chi} \) estimator to the subsampled graph without triangulation leads to nonsensical outcomes. Thus, preprocessing the graph appears to be necessary for producing good outcomes. We will leave the task of rigorously establishing these heuristics for future consideration.

**Theorem 8.** Let \( G \) be a chordal graph on \( N \) vertices. Suppose \( S \subset V(G) \) is generated by Bernoulli\( (p) \) sampling and let \( \tilde{G} = G[S] \). Then \( \hat{\chi} \) defined in (4) is an unbiased estimator of \( cc(G) \). Furthermore,

\[ \text{Var}(\hat{\chi}) \leq \frac{N}{p^\omega} + \frac{2Nd}{p^{\omega-1}}, \]  

and for all \( t \geq 0 \),

\[ P[|\hat{\chi} - cc(G)| \geq t] \leq 2 \exp \left\{ -\frac{8p^\omega t^2}{25(d\omega + 1)(N + t/3)} \right\}, \]  

where \( \omega = \omega(G) \) is the size of the largest clique in \( G \).

**Lemma 2.** Let

\[ f(k) = \left( -\frac{q}{p} \right)^k. \]  

Let \( S \) be a subset of a collection \( S \) of non-empty subsets of \( V(G) \). Define \( N_S = \sum_{v \in S} b_v \), where \( \{b_v\}_{v \in V(G)} \) is a sequence of independent Bernoulli\( (p) \) random variables. Then, for any \( S,T \in S \),

\[ E[f(N_S)f(N_T)] = I(S = T)(q/p)^{|S|}, \]
and any sequence of numbers \( \{ \alpha_S \}_{S \in S} \),

\[
\text{Var} \left[ \sum_{S \in S} \alpha_S f(N_S) \right] = \sum_{S \in S} \alpha_S^2 \left( \frac{q}{p} \right)^{|S|} .
\]

**Remark 1.** The function \( f(N_S) = (-\frac{1}{2})^{N_S} \) is exactly the (unnormalized) orthogonal basis for the binomial measure that is used in Boolean function analysis [38, Definition 8.40].

**Proof of Theorem 8.** For a chordal graph \( G \) on \( N \) vertices, let \( (v_1, \ldots, v_N) \) be a PEO of \( G \). Recall from (3) that \( c_j \) denotes the number of neighbors of \( v_j \) among \( v_1, \ldots, v_j \). That is, \( c_j = \sum_{k=1}^{j-1} \mathbb{I}\{v_k \sim v_j\} \). We also let \( \bar{c}_j \) denote the empirical version; that is

\[
\bar{c}_j = b_j \sum_{k=1}^{j-1} b_k \mathbb{I}\{v_k \sim v_j\},
\]

where \( b_k = \mathbb{I}\{v_k \in S\} \). Note that \( c_j | \{ b_j = 1 \} \sim \text{Bin}(c_j, p) \) and

\[
\text{ind}(K_i, \bar{G}) = \sum_{j=1}^{N} b_j \left( \bar{c}_j \right),
\]

and hence

\[
\hat{c} = - \sum_{i=1}^{N} \left( -\frac{1}{p} \right)^i \text{ind}(K_i, \bar{G}) = - \sum_{i=1}^{N} \left( -\frac{1}{p} \right)^i \sum_{j=1}^{N} b_j \left( \bar{c}_j \right)
\]

\[
= - \sum_{j=1}^{N} b_j \sum_{i=1}^{N} \left( -\frac{1}{p} \right)^i \left( \bar{c}_j \right) = \frac{1}{p} \sum_{j=1}^{N} b_j \sum_{i=0}^{N-1} \left( -\frac{1}{p} \right)^i \left( \bar{c}_j \right)
\]

\[
= \frac{1}{p} \sum_{j=1}^{N} b_j f(\bar{c}_j).
\]

where the function \( f \) is defined in (7). To show the variance bound, we note that

\[
\text{Var}(\hat{c}) = \frac{1}{p^2} \sum_{j=1}^{N} \text{Var}[b_j f(\bar{c}_j)] + \frac{2}{p^2} \sum_{j<i} \text{Cov}[b_j f(\bar{c}_j), b_i f(\bar{c}_i)].
\]

It is easy to verify that

\[
\text{Var}[b_j f(\bar{c}_j)] = \begin{cases} p \left( \frac{q}{p} \right)^{c_j} & \text{if } c_j > 0, \\ \frac{pq}{\omega^2} & \text{if } c_j = 0. \end{cases}
\]

(9)

Since \( c_j \leq \omega - 1 \), it follows that \( \text{Var}[b_j f(\bar{c}_j)] \leq p \left( \frac{q}{p} \right)^{\omega - 1} \). Moreover, let \( C_j = N[v_j] \cap \{ v_1, \ldots, v_j \} \). Then by Lemma 2,

\[
\text{Cov}[b_j f(\bar{c}_j), b_i f(\bar{c}_i)] = \begin{cases} p^2 \left( \frac{q}{p} \right)^{c_j} & \text{if } C_j = C_i \neq \emptyset, \\ -pq \left( \frac{q}{p} \right)^{c_j} & \text{if } C_j = C_i \setminus \{ v_j \} \neq \emptyset \text{ and } v_j \sim v_i, \\ 0 & \text{otherwise}. \end{cases}
\]

Thus,

\[
\sum_{j<i} \text{Cov}[b_j f(\bar{c}_j), b_i f(\bar{c}_i)] \leq \sum_{j<i; C_j = C_i \neq \emptyset} p^2 \left( \frac{q}{p} \right)^{c_j} \leq Nd p^2 \left( \frac{q}{p} \right)^{\omega - 1},
\]

(10)
Thus, it is not certain how the variances of (11) and (4) compare with each other. Finally, combining (8), (9) and (10) yields

$$\text{Var}(\hat{c}c) \leq \frac{N}{p} \left( \frac{q}{p} \right)^{\omega-1} + 2Nd \left( \frac{q}{p} \right)^{\omega-1}$$

and hence the desired (5).

The concentration inequality (6) for \( \hat{c}c \) follows from Theorem 2.3 in [29]. In their notation, \( \mathcal{A} = V(\mathcal{G}) \) and \( \hat{c}c = \sum_{\alpha \in \mathcal{A}} Y_{\alpha} \), where \( Y_{\alpha} = \frac{1}{p} b_{\alpha} f(\hat{\omega}_{\alpha}) \). The dependency graph \( \Gamma \) for \( \{Y_{\alpha}\}_{\alpha \in \mathcal{A}} \) has maximum degree at most bounded by \( d\omega \) (by Lemma 3) and hence \( \chi^*(\mathcal{A}) \leq d\omega + 1 \). Also, \( b = (\frac{1}{p})^{\omega} \) and \( S = \sum_{\alpha \in \mathcal{A}} \text{Var}[Y_{\alpha}] \leq N(\frac{1}{p})^{\omega} \).

**Remark 2.** According to [9], a graph parameter \( f \) is “testable” if there exists an estimator \( \hat{f} \) such that for each \( \epsilon > 0 \) and \( N \) sufficiently large, \( \mathbb{P}(|f(G) - \hat{f}(G)| > \epsilon) < \epsilon \). It is shown that this property holds if and only if \( f(G_\epsilon) \) converges to \( f(G) \) for every sequence of graphs \( G_1, G_2, \ldots \) that converge to \( G \) in the cut-set norm. It follows from (6) that \( c(G)/N \) is testable.

**Proof of Lemma 2.** The second identity follows from the first since \( f(N_S) \) and \( f(N_T) \) have zero mean. For the first conclusion, assume without loss of generality that \( T \subseteq S \). We note that \( N_S + N_T = N_{S \setminus T} + 2N_{S \cap T} \), where \( N_{S \setminus T} \) and \( N_{S \cap T} \) are independent binomial distributed random variables. In particular, \( N_{S \cap T} \sim \text{Bin}(|S \setminus T|, p) \) and thus if \( S \neq T \),

$$\mathbb{E}[f(N_S)f(N_T)] = \mathbb{E}[(-\frac{q}{p})^{N_S + N_T}] = \mathbb{E}[(-\frac{q}{p})^{N_{S \setminus T} + N_{S \cap T}}] = \mathbb{E}[(-\frac{q}{p})^{N_{S \setminus T}}]\mathbb{E}[(-\frac{q}{p})^{N_{S \cap T}}].$$

Finally, note that \( \mathbb{E}[(-\frac{q}{p})^{N_{S \cap T}}] = 0 \). If \( S = T \),

$$\mathbb{E}[f(N_S)f(N_T)] = \mathbb{E}[(-\frac{q}{p})^{N_S + N_T}] = \mathbb{E}[(-\frac{q}{p})^{2N_S}] = \left(\frac{q}{p}\right)^{2|S|}.$$

For the closely related model where \( n \) vertices of \( G \) are selected uniformly at random, an analogous unbiased estimator of \( cc(G) \) is

$$\hat{c}c = \sum_{i \geq 1} \frac{N}{n} \frac{\binom{n}{i-1}}{\binom{n-1}{n-1}} (-1)^{i+1} \text{ind}(K_i, \hat{G}), \quad (11)$$

which can similarly be written as

$$\hat{c}c = \sum_{j \geq 1} b_j \sum_{i \geq 1} \frac{\binom{n}{i}}{\binom{n-1}{n-1}} \frac{\binom{i-1}{j-1}}{\binom{n-1}{n-1}} (-1)^{i+1}.$$

It does not appear that there is a closed form expression for each \( \sum_{i \geq 1} \frac{\binom{n}{i}}{\binom{n-1}{n-1}} \frac{\binom{i-1}{j-1}}{\binom{n-1}{n-1}} (-1)^{i+1} \), nor is it clear how the cross covariance terms

$$\text{Cov} \left[ \sum_{i \geq 1} \frac{\binom{n}{i}}{\binom{n}{n-1}} (-1)^{i+1}, \sum_{i \geq 1} \frac{\binom{n}{i}}{\binom{n}{n-1}} (-1)^{i+1} \right]$$

behave for \( j \neq j' \). Part of this difficulty lies in the fact that \( \hat{c}j | \{b_j = 1\} \) follows a hypergeometric distribution with mass function

$$\mathbb{P}(\hat{c}j = k | \{b_j = 1\}) = \frac{\binom{c_j}{k} \binom{n-1-c_j}{n-1-k}}{\binom{n-1}{n-1}}, \quad k = 0, 1, \ldots, c_j.$$

Thus, it is not certain how the variances of (11) and (4) compare with each other.
3.1.1 Forests

Since forests are chordal graphs with clique number $\omega = 2$, we immediately get the following result from Theorem 8.

**Theorem 9.** Let $G$ be a forest on $N$ vertices with maximum degree at most $d$. Define

$$\tilde{cc} = \frac{v(G)}{p} - \frac{e(G)}{p^2}.$$  

Then $\tilde{cc}$ is an unbiased estimator of $cc(G)$ and

$$\text{Var}(\tilde{cc}) \leq \frac{N}{p^2} + \frac{2Nd}{p}.$$  

3.1.2 Cliques

If the parent graph $G$ consists disjoint union of cliques, so does the sampled graph $\tilde{G}$. Then the estimator (12) can be rewritten as

$$\tilde{cc} = \sum_{r=1}^{N} \left(1 - \left(-\frac{q}{p}\right)^r\right) \tilde{cc}_r = \frac{cc(G)}{p} - \sum_{r=1}^{N} \left(-\frac{q}{p}\right)^r \tilde{cc}_r,$$  

where $\tilde{cc}_r$ is the number of components in the sampled graph $\tilde{G}$ that have $r$ vertices. This coincides with the unbiased estimator proposed by Frank [23] for cliques, which is, in turn, based on the estimator of Goodman [27].

The estimator (4) can also be written as $\tilde{cc} = \sum_{k=1}^{cc(G)} \left[1 - \left(-\frac{q}{p}\right)^{\bar{N}_k}\right]$, where $\bar{N}_k$ is the number of vertices in the $k^{th}$ component in $\tilde{G}$. Using this, it is easy to prove the following theorem.

**Theorem 10.** Let $G$ be a union of disjoint cliques with clique number $\omega$. Then $\tilde{cc}$ is an unbiased estimator of $cc(G)$ and

$$\text{Var}(\tilde{cc}) = \sum_{r=1}^{cc(G)} \left(\frac{q}{p}\right)^{\bar{N}_k} \leq N((\frac{q}{p})^\omega \wedge 1),$$  

where $cc_r$ is the number of connected components in $G$ of size $r$.

**Proof.** Observe that $\tilde{cc} = \sum_{k=1}^{cc(G)} \left[1 - \left(-\frac{q}{p}\right)^{\bar{N}_k}\right]$ and $\{\bar{N}_k\}$ is an independent collection with $\bar{N}_k \sim \text{Bin}(N_k, p)$. Thus,

$$\text{Var}(\tilde{cc}) = \sum_{k=1}^{cc(G)} \left(\frac{q}{p}\right)^{\bar{N}_k} = \sum_{r=1}^{N} \left(\frac{q}{p}\right)^r cc_r.$$  

The upper bound follows from the fact that $cc_r = 0$ for all $r > \omega$ and $\sum_{r=1}^{N} cc_r = cc(G) \leq N$.  

3.2 Smoothing

3.2.1 Cliques

When the sampling ratio $p$ is small, the coefficients of the unbiased estimator (12) grow exponentially and result in large variance. Using a technique known as smoothing introduced in [39], we modify this estimator to achieve a near-optimal bias-variance tradeoff. The key observation is the following: consider the truncated version of the unbiased estimator (12) by summing over all clique size up to $\ell$. In view of the sandwich bound in (2), if $\ell$ is odd (resp. even), the estimator is positively (resp. negatively) biased. By averaging over all truncated versions according to an appropriately chosen distribution, the bias cancels each other and is dramatically reduced.
To this end, consider a discrete random variable $L \in \mathbb{N}$ and define the following estimator by truncating (12) at the random location $L$ and average over its distribution:

$$\tilde{cc}_L \triangleq cc(\tilde{G}) - \mathbb{E}_L \left[ \sum_{r=1}^{L} \left( \frac{-q}{p} \right)^r \tilde{c}_r \right],$$

which can be simplified to the following “smoothed” estimator:

$$\tilde{cc}_L = cc(\tilde{G}) - \sum_{r=1}^{N} \left( -\frac{q}{p} \right)^r \mathbb{P}(L \geq r) \tilde{c}_r. \tag{13}$$

Therefore effectively smoothing acts as soft truncation by introducing a tail probability that modulates the exponential growth of the original coefficients. The variance can then be bounded simply by the $\ell_{\infty}$-norm of the coefficients.

**Theorem 11.** Suppose the parent graph is a disjoint union of cliques and $S$ is generated by Bernoulli$(p)$. Assume that $p < 1/2$ and $N > 4$. Let $L \sim \text{Pois}(\lambda)$, where $\lambda = \frac{p}{2q-p} \log(N/\tau)$. Then

$$\mathbb{E}_G |\tilde{cc}_L - cc(G)|^2 \leq N^2 (N/4)^{\frac{p}{2q-p}}.$$

**Proof.** The bias of this estimator is seen to be

$$\tilde{cc}_L - cc(G) = \sum_{k=1}^{cc(G)} \mathbb{E}[\mathbb{P}(L < \tilde{N}_k)(-\frac{q}{p})^{\tilde{N}_k}].$$

Note that $\mathbb{P}(L < r) = \sum_{i=0}^{r-1} \mathbb{P}(L = i)$ so that

$$\sum_{r=1}^{N} \mathbb{P}(L < r) \left( -\frac{q}{p} \right)^r \mathbb{P}(\tilde{N}_k = r) = \sum_{i=0}^{N-1} \mathbb{P}(L = i) \sum_{r=i+1}^{N} \left( -\frac{q}{p} \right)^r \mathbb{P}(\tilde{N}_k = r)$$

Since $\tilde{N}_k \sim \text{Bin}(N_k, p)$, it follows that

$$\sum_{r=i+1}^{N} \left( -\frac{q}{p} \right)^r \mathbb{P}(\tilde{N}_k = r) = q^{N_k} \sum_{r=i+1}^{N} \left( \binom{N_k}{r} \right) (-1)^r.$$

We also have the identity

$$\sum_{r=i+1}^{N} \left( \binom{N_k}{r} \right) (-1)^r = (-1)^{i+1} \left( \binom{N_k - 1}{i} \right).$$

Putting these facts together, we have

$$|\tilde{cc}_L - cc(G)| \leq \max_{1 \leq k \leq cc(G)} \left| \mathbb{E}_L \left[ (-1)^L \left( \binom{N_k - 1}{L} \right) \right] \right| \sum_{k=1}^{cc} q^{N_k} \leq \sqrt{N} \max_{1 \leq k \leq cc(G)} \left| \mathbb{E}_L \left[ (-1)^L \left( \binom{N_k - 1}{L} \right) \right] \right| \sqrt{\sum_{k=1}^{cc} q^{N_k}},$$

since $cc(G) \leq N$. For the variance of $\tilde{cc}_L$, note that $\tilde{cc}_L = \sum_{k=1}^{cc} W_k$, where $W_k = 1 - \mathbb{P}(L \geq \tilde{N}_k)(-\frac{q}{p})^{\tilde{N}_k}$. The $W_k$ are independent random variables and hence

$$\text{Var}(\tilde{cc}_L) = \sum_{k=1}^{cc} \text{Var}(W_k) \leq \sum_{k=1}^{cc} \mathbb{E} W_k^2.$$
Also,

$$W_k^2 \leq \max_{1 \leq r \leq N} (1 - \mathbb{P}(L \geq r)) \left( \frac{-q}{p} \right)^r \mathbb{P}\{N_k \geq 1\}. $$

This means that

$$\text{Var}(\bar{c}_L) \leq \max_{1 \leq r \leq N} (1 - \mathbb{P}(L \geq r)) \left( \frac{-q}{p} \right)^r \sum_{k=1}^{cc(G)} (1 - q^{N_k}).$$

If $p \leq 1/2,$

$$\mathbb{P}(L \geq r)\left( \frac{-q}{p} \right)^r = \sum_{i=r}^{\infty} \mathbb{P}(L = i)\left( \frac{-q}{p} \right)^r \leq \sum_{i=0}^{\infty} \mathbb{P}(L = i)\left( \frac{-q}{p} \right)^i = \mathbb{E}_L\left( \frac{q}{p} \right)^L.$$

Thus, it follows that

$$\text{Var}(\bar{c}_L) \leq 4(\mathbb{E}_L\left( \frac{q}{p} \right)^L)^2 \sum_{k=1}^{cc(G)} (1 - q^{N_k}).$$

We have shown that

$$\mathbb{E}(\bar{c}_L - cc(G))^2 \leq 4(\mathbb{E}_L\left( \frac{q}{p} \right)^L)^2 \sum_{k=1}^{cc(G)} (1 - q^{N_k}) +$$

$$N \max_{1 \leq k \leq cc(G)} \left| \mathbb{E}_L\left[ (-1)^L \binom{N_k - 1}{L} \right] \right| \sum_{k=1}^{cc(G)} q^{N_k}.$$

If $L \sim \text{Pois}(\lambda),$ then $\mathbb{E}_L\left( \frac{q}{p} \right)^L = e^{\lambda(-\frac{2}{p} - 1)}$ and

$$\mathbb{E}_L\left[ (-1)^L \binom{N_k - 1}{L} \right] = e^{-\lambda} \sum_{i=0}^{N_k - 1} \binom{N_k - 1}{i} \frac{(-\lambda)^i}{i!} = e^{-\lambda} L_{N_k - 1}(\lambda),$$

where $L_m$ is the Laguerre polynomial of degree $m.$ It is a classical fact [1] that $|L_m(x)| \leq e^{x/2}$ for all $m \geq 0$ and $x \geq 0.$ Thus it follows that $\left| \mathbb{E}_L\left[ (-1)^L \binom{N_k - 1}{L} \right] \right| \leq e^{-\lambda/2}.$ This means that the bound on $\mathbb{E}(\bar{c}_L - cc(G))^2$ reduces to

$$4e^{2\lambda(-\frac{2}{p} - 1)} \sum_{k=1}^{cc(G)} (1 - q^{N_k}) + Ne^{-\lambda} \sum_{k=1}^{cc(G)} q^{N_k}.$$

If we set $4e^{2\lambda(-\frac{2}{p} - 1)} = Ne^{-\lambda}.$ It follows that

$$\mathbb{E}(\bar{c}_L - cc(G))^2 \leq N^2 e^{-\lambda}.$$

The solution to $\lambda$ produces the desired bound.

3.2.2 Chordal graphs

Lemma 3. Let $(v_1, \ldots, v_N)$ be a PEO of a chordal graph $G$ on $N$ vertices with maximal degree $d$ and maximum clique size $\omega.$ Let $C_j = N[v_j] \cap \{v_1, \ldots, v_j\}.$ Then,

$$\#\{(i, j) \in [N] \times [N] : i > j, C_i \cap C_j \neq \emptyset\} \leq N d \omega.$$
Proof of Lemma 3. Let \( c_j = |C_j| \). We will prove that for a fixed \( j \),
\[
\#\{i \in [N] : i > j, \ C_i \cap C_j \neq \emptyset \} \leq (d + 1 - c_j)c_j \leq d \omega. \tag{14}
\]

We will prove this by contradiction. Suppose
\[
\#\{i \in [N] : i > j, \ C_i \cap C_j \neq \emptyset \} \geq (d + 1 - c_j)c_j + 1
\]
Then at least \((d + 1 - c_j)c_j + 1\) of the \( C_i \) have nonempty intersection with \( C_j \). Note that \( \deg(v) \geq c_j - 1 \) for each \( v \in C_j \) by definition (since the vertices in \( C_j \) form a clique of size \( c_j \) in \( G \)). By the pigeonhole principle, there is at least one vertex \( u \) in \( C_j \) such that \( \deg(u) \geq (c_j - 1) + (d - c_j + 2) = d + 1 \). This is a contradiction to the bounded degree assumption. Thus, (14) holds and the conclusion follows from noting that \( 1 \leq c_j \leq \omega. \)

**Theorem 12.** Let \( L \sim \text{Poisson}(\lambda) \) with \( \lambda \approx \frac{p}{2q-p} \log \left( \frac{N}{\omega^2} \right) \). Let \( \tilde{\sigma} : [N] \to [N] \) be a PEO of \( \tilde{G} \) and let \( \tilde{c}_j \) be the cardinality of \( N_{\tilde{G}}[v_\tilde{\sigma}] \cap \{v_{\tilde{\sigma}(1)}, \ldots, v_{\tilde{\sigma}(i)}\} \). Define
\[
\tilde{c}_c L = \frac{1}{p} \sum_{j \geq 1} \left( -\frac{q}{p} \right)^j \mathbb{P}(L \geq \tilde{c}_j).
\]

Then
\[
\mathbb{E}[\tilde{c}_c L] = \frac{1}{p} \sum_{j \geq 1} \left( -\frac{q}{p} \right)^j \mathbb{P}(L \leq \tilde{c}_j)
\]

Remark 3. Note that even if \( d(G)\omega(G) = o(N) \), the sampling complexity is sublinear.

**Proof.** Let \( \sigma \) be a PEO of the parent graph \( G \) and let \( \tilde{c}_j \) and \( c_j \) be the cardinalities of \( N_{\tilde{G}}[v_{\tilde{\sigma}(1)}] \cap \{v_{\sigma(1)}, \ldots, v_{\sigma(i)}\} \) and \( N_G[v_{\sigma(i)}] \cap \{v_{\sigma(1)}, \ldots, v_{\sigma(i)}\} \), respectively. Note that \( \sigma \) is also a PEO of \( \tilde{G} \) and hence by Theorem 7, there exists a permutation of the vertices \( \tau \) such that \( \tilde{c}_{\tau(j)} = \tilde{c}_j \) for all \( j \). This means that we can rewrite \( \tilde{c}_c L \) as
\[
\tilde{c}_c L = \frac{1}{p} \sum_{j \geq 1} \left( -\frac{q}{p} \right)^j \mathbb{P}(L \geq \tilde{c}_j)
\]

\[
= \frac{1}{p} \sum_{j \geq 1} b_{\tau(j)} \left( -\frac{q}{p} \right)^j \mathbb{P}(L \geq \tilde{c}_{\tau(j)})
\]

\[
= \frac{1}{p} \sum_{j \geq 1} b_j \left( -\frac{q}{p} \right)^j \mathbb{P}(L \geq \tilde{c}_j),
\]

where \( \tilde{c}_j | \{b_j = 1\} \sim \text{Bin}(c_j, p) \).

We compute the bias and variance of \( \tilde{c}_c L \) and then choose the \( \lambda \) that balances them in an optimal way. First, begin by noting that
\[
\mathbb{E}[\text{cc}(G) - \tilde{c}_c L] = \frac{1}{p} \sum_{j=1}^N \mathbb{E}[b_j \left( -\frac{q}{p} \right)^j \mathbb{P}(L < \tilde{c}_j)] = \sum_{j=1}^N \sum_{i=0}^{c_j} \left( \frac{c_j}{i} \right) p^i q^{c_j-i} (-\frac{q}{p})^i \mathbb{P}(L < i)
\]

\[
= \sum_{j=1}^N \sum_{i=0}^{c_j} \left( \frac{c_j}{i} \right) (-1)^i \mathbb{P}(L < i) = \sum_{j=1}^N \sum_{i=0}^{c_j} \left( \frac{c_j}{i} \right) (-1)^i \sum_{\ell=0}^{i-1} \mathbb{P}(L = \ell)
\]

\[
= \sum_{j=1}^N \sum_{\ell=0}^{c_j-\ell} \mathbb{P}(L = \ell) \sum_{i=\ell+1}^{c_j} \left( \frac{c_j}{i} \right) (-1)^i = \sum_{j=1}^N \sum_{\ell=0}^{c_j-\ell} \mathbb{P}(L = \ell) \left( \frac{c_j-1}{\ell} \right) (-1)^{\ell+1}
\]

\[
= -e^{-\lambda} \sum_{j=1}^N \sum_{\ell=0}^{c_j-\ell} \mathbb{P}(L = \ell) L_{c_j-1}(\lambda),
\]
where \( L_{c_j - 1} \) is the Laguerre polynomial of order \( c_j - 1 \). It is a classical fact \([1]\) that \( |L_n(x)| \leq e^{x/2} \) for all \( m \geq 0 \) and \( x \geq 0 \). Thus we see that \( |E[c_{\mathcal{C}} - \hat{c}_{\mathcal{C}}]| \leq N e^{-\lambda/2} \). Writing \( \hat{c}_{\mathcal{C}} = \frac{1}{p} \sum_{j=1}^{N} W_j \), where \( W_j = b_j (-\frac{q}{p})^j \mathbb{P}(L \geq c_j) \), and using Lemma 3, we have that

\[
\text{Var}[\hat{c}_{\mathcal{C}}] \leq N(p + 2p^2 d(G) \omega(G)) \sup_{1 \leq j \leq N} \text{Var}[W_j | b_j = 1].
\]

Finally, note that

\[
\text{Var}[W_j | b_j = 1] \leq \mathbb{E}[W_j^2 | b_j = 1] \leq ||W_j | b_j = 1||_\infty^2 \leq \left[ \mathbb{E}_L \left( \frac{q}{p} \right)^L \right]^2 \leq \exp \left\{ 2\lambda \left( \frac{q}{p} - 1 \right) \right\}.
\]

Thus, \( E_{G}[\hat{c}_{\mathcal{C}} - c_{\mathcal{C}}(G)]^2 \) is bounded by a multiple of \( Ne^{-\lambda} + \frac{d(G) \omega(G) \varphi^{2\lambda}(\frac{q}{p})}{p} \). The choice of \( \lambda \) yields the desired bound.

**Remark 4.** In the case that the parent graph is a union of cliques, \( \hat{c}_{\mathcal{C}} \) can be written as

\[
\frac{1}{p} \sum_{k=1}^{c_{\mathcal{C}}(G)} \frac{\tilde{N}_k}{\sum_{j=1}^{\tilde{N}_k} \left( -\frac{q}{p} \right)^{j-1} \mathbb{P}(L \geq j - 1)} = \frac{1}{p} \sum_{k=1}^{c_{\mathcal{C}}(G)} \frac{\tilde{N}_k - 1}{\sum_{j=0}^{\tilde{N}_k - 1} \left( -\frac{q}{p} \right)^{j} \mathbb{P}(L \geq j)},
\]

where \( \tilde{N}_k \) is the observed number of vertices in the \( k \)th component of \( G \). Hence

\[
\text{Var}(\hat{c}_{\mathcal{C}}) \leq \frac{1}{p} \sum_{k=1}^{c_{\mathcal{C}}(G)} \left( \sum_{j=0}^{\tilde{N}_k - 1} \left( -\frac{q}{p} \right)^{j} \mathbb{P}(L \geq j) \right)^2,
\]

where \( \tilde{N}_k \) is the number of vertices in the \( k \)th component of \( G \). Next, observe that

\[
\sum_{j=0}^{\infty} \left( \frac{q}{p} \right)^{j} \mathbb{P}(L \geq j) = \frac{q e^{\lambda}\varphi^{\lambda}(\frac{q}{p}) - 1}{q - 1},
\]

and so the variance is bounded by a constant multiple of \( \frac{Ne^{2\lambda}\varphi^{\lambda}(\frac{q}{p})}{p} \). This variance bound is very similar to the other smoothed estimator (13). In fact both achieve the rate in Theorem 11.

**Remark 5.** An alternative to smoothing with respect to the \( \hat{c}_{\mathcal{C}} \) is to smooth with respect to the size of the observed complete subgraphs. To be more concrete, let \( L \sim \text{Poisson}(\lambda) \) and define

\[
\hat{c}_{\mathcal{C}} = - \sum_{i \geq 1} \left( -\frac{1}{p} \right)^i \text{ind}(K_i, \hat{G}) \mathbb{P}(L \geq i - 1).
\]

Using arguments similar to those in bounding the bias of \( \hat{c}_{\mathcal{C}} \), we can also bound the bias \( |E(\hat{c}_{\mathcal{C}} - c_{\mathcal{C}}(G))| \) by \( Ne^{-\lambda} \). Thus \( \hat{c}_{\mathcal{C}} \) and \( \hat{c}_{\mathcal{C}} \) have similar biases. The variance of \( \hat{c}_{\mathcal{C}} \), however, is more difficult to control and seems to be larger in order, viz., \( \sqrt{\text{Var}(\hat{c}_{\mathcal{C}})} \leq \frac{\lambda e^{\lambda}\varphi^{\lambda}(\frac{q}{p})}{p} \) for some universal constant \( c > 0 \).

### 4 Lower bounds

Since \( c_{\mathcal{C}}(G) \) is invariant with respect to isomorphisms, it suffices to describe the sampled graph \( \hat{G} \) up to isomorphisms. In general, there are three key quantities that measure graph homomorphism numbers.

- \( \text{hom}(H, G) \) is the number of homomorphisms from \( H \) to \( G \)
• \(\text{inj}(H,G)\) is the number of edge-induced subgraphs of \(G\) that are isomorphic to \(H\)
• \(\text{ind}(H,G)\) is the number of vertex-induced subgraphs of \(G\) that are isomorphic to \(H\)

We will pay special attention to the number \(\text{ind}(H,G)\) because it records the number of ways \(H\) can appear in a random sample from \(G\). The list of vertex-induced subgraphs \(\{\text{ind}(H,G) : v(H) \leq N\}\) determines \(G\) up to isomorphism and hence \(\{\text{ind}(H,G) : v(H) \leq N\}\) is a sufficient statistic for \(G\). The next lemma tell us that \(\{\text{ind}(H,G) : v(H) \leq N, H\text{ connected}\}\) is also sufficient. This is appealing from an analytical and computational perspective since counting disconnected subgraphs can be challenging.

### 4.1 General strategy

We begin with a lemma that has a long history in graph reconstruction theory [45], [16], [8], [31], [35]. It essentially says that disconnected subgraphs are functionally related to connected subgraph counts of the same order.

**Lemma 4.** Suppose \(H\) is a disconnected subgraph of \(G\) and the number of vertices in \(H\) is \(v\). Then \(\text{ind}(H,G)\) can be expressed as a polynomial, independent of \(G\), in \(\text{ind}(g,G)\) where either \(g\) is connected and \(v(g) \leq v\) or \(g\) is disconnected and \(v(g) \leq v-1\). Consequently, \(\text{ind}(H,G)\) can be expressed as a polynomial, independent of \(G\), in \(\text{ind}(g,G)\) where \(g\) is connected and \(v(g) \leq v\).

**Proof.** We use Kocay’s Vertex Theorem [31] which says that if \(\mathcal{H}\) is a collection of graphs, then

\[
\prod_{h \in \mathcal{H}} \text{ind}(h,G) = \sum_g a_g \text{ind}(g,G),
\]

where the sum runs over all graphs \(g\) such that \(v(g) \leq \sum_{h \in \mathcal{H}} v(h)\) and \(a_g\) is the number of decompositions of \(V(g)\) into \(\bigcup_{h \in \mathcal{H}} V(h)\) such that \(g[V(h)] \simeq h\).

In particular, if \(\mathcal{H}\) consists of the connected components of \(H\), then the only disconnected \(g\) with \(v(g) = v\) satisfying the above decomposition property is \(g = H\). For this \(g\), \(a_g = 1\). Thus, either \(g\) is connected and \(v(g) \leq v\) or \(g\) is disconnected and \(v(g) \leq v-1\).

Let \(S(v)\) be the statement about \(v\) that for any disconnected subgraph \(H\) of \(G\) with at most \(v\) vertices, \(\text{ind}(H,G)\) can be expressed as a polynomial, independent of \(G\), in \(\text{ind}(g,G)\) where \(g\) is connected and \(v(g) \leq v\). The base case \(S(1)\) is clearly true. Next, suppose \(S(v)\) is true. We will show that \(S(v+1)\) is also true. By the first assertion of the lemma, \(\text{ind}(H,G)\) can be expressed as a polynomial, independent of \(G\), in \(\text{ind}(g,G)\) where either \(h\) is connected and \(v(h) \leq v+1\) or \(h\) is disconnected and \(v(h) \leq v\). By \(S(v)\), each \(\text{ind}(h,G)\) with \(h\) disconnected and \(v(h) \leq v\) can be expressed as a polynomial, independent of \(G\), in \(\text{ind}(g,G)\) where \(g\) is connected and \(v(g) \leq v\). Thus, we can express \(\text{ind}(H,G)\) as a polynomial, independent of \(G\), in terms of \(\text{ind}(g,G)\) where \(g\) is connected and \(v(g) \leq v+1\).

**Corollary 1.** Suppose \(H\) and \(H'\) are two graphs in which \(\text{ind}(h,H) = \text{ind}(h,H')\) for all connected \(h\) with \(v(h) \leq v\). Then \(\text{ind}(h,H) = \text{ind}(h,H')\) for all \(h\) with \(v(h) \leq v\).

Next we give a general lower bound involving a pair of graphs with matching lower-order subgraph counts.

**Theorem 13.** Let \(\mathcal{G}\) be a class of graphs on \(N\) vertices that is closed under disjoint graph unions. Let \(f\) be a function that is linear in the connected components of \(G \in \mathcal{G}\). Let \(H\) and \(H'\) be two graphs in \(\mathcal{G}\) with \(m \in \mathbb{N}\) vertices. Suppose \(m \leq N/500\) and \(d_{\text{TV}}(P_{H}, P_{H'}) \leq 1/500\). Then

\[
\inf_{f} \sup_{G \in \mathcal{G}} \mathbb{P}(|\hat{f} - f(G)| \geq \Delta) \geq 0.075.
\]

where

\[
\Delta = \frac{|f(H) - f(H')|}{8} \left( \sqrt{\frac{N}{\text{md}_{\text{TV}}(P_{H}, P_{H'})}} \wedge \frac{N}{m} \right).
\]
Moreover, if
\[
\text{ind}(h, H) = \text{ind}(h, H')
\]
for all connected graphs \( h \) with at most \( k \in [m] \) vertices. Then
\[
d_{TV}(P_H, P_{H'}) \leq \sum_{v=k+1}^{m} \binom{m}{v} p^v q^{m-v}.
\]

**Proof.** Let \( M = N/m \) and \( G = G_1 \cup G_2 \cup \cdots \cup G_M \), where \( G_i = \begin{cases} H & \text{with probability } \alpha \\ H' & \text{with probability } 1 - \alpha \end{cases} \).

Assume without loss of generality that \( f(H) > f(H') \). Note that \( \mathbb{E}_\alpha f(G) = M(\alpha f(H) + (1 - \alpha) f(H')) \). Let \( \alpha_0 = 1/2 \) and \( \alpha_1 = 1/2 + \delta \), where \( \delta \in [0, 1/2] \). Define \( \Delta \triangleq \mathbb{E}_\alpha f(G) - \mathbb{E}_{\alpha_0} f(G)/4 = M(\delta/4)[f(H) - f(H')] \).

Let \( g \) be the portion of \( G \) that comes from \( G_i \). Since we know the labels \( \{b_v\} \), we can decompose \( g \) via \( g_i = h \cup (m - v(h))K_1 \), where \( b_v = 1 \) for all \( v \in V(h) \) and \( b_v = 0 \) otherwise. In this case,
\[
\mathbb{P}(g_i = h \cup (m - v(h))K_1 | G_i \sim H) = \text{ind}(h, H) p^{v(h)} q^{m-v(h)},
\]
and
\[
\mathbb{P}(g_i = h \cup (m - v(h))K_1 | G_i \sim H') = \text{ind}(h, H') p^{v(h)} q^{m-v(h)}.
\]

Let \( P = \mathcal{L}(g_i | G_i \sim H) \) and \( P' = \mathcal{L}(g_i | G_i \sim H') \) so that \( P_\alpha \triangleq \mathcal{L}(g_i) = \alpha P + (1 - \alpha) P' \).

We desire a method to lower bound the minimax mean square error of the functional \( G \mapsto f(G) \). To apply the method of two fuzzy hypotheses [43, Theorem 2.15(i)], we must ensure that there exists \( \Delta > 0 \) and \( \beta_0, \beta_1 \in (0, 1) \) such that
\[
\mathbb{P}_{\alpha_0}(f(G) \leq L) = \mathbb{P}(\text{Bin}(M, \alpha_0) \leq L) \geq 1 - \beta_0,
\]
and
\[
\mathbb{P}_{\alpha_1}(f(G) \geq L + 2\Delta) = \mathbb{P}(\text{Bin}(M, \alpha_1) \geq L + 2\Delta) \geq 1 - \beta_1.
\]

Note that \( f(G) \sim |f(H) - f(H')|\text{Bin}(M, \alpha) + f(H')M \). Choose \( L = f(H)(1/2 + \delta/4)M + f(H')(1/2 - \delta/4)M \) so that
\[
\mathbb{P}_{\alpha_0}(f(G) \leq L) = \mathbb{P}(\text{Bin}(M, \alpha_0) \leq M\alpha_0 (1 + \delta/2) \geq 1 - e^{-\delta^2 M/12},
\]
and
\[
\mathbb{P}_{\alpha_1}(f(G) \geq L + 2\Delta) = \mathbb{P}(\text{Bin}(M, \alpha_1) \geq M\alpha_1 (1 - \delta/4)) \geq 1 - e^{-\delta^2 M/32}.
\]

The first observation we make is that \( (g_1, g_2, \ldots, g_M) \) \( \text{iid} \) \( P_\alpha^\otimes M \). By [43, Theorem 2.15(i)],
\[
\inf \sup_f \mathbb{P}(|f - f(G)| \geq \Delta) \geq \frac{1 - d_{TV}(P_\alpha \otimes M, P_\alpha \otimes M)}{2} - \beta_0 - \beta_1.
\]

To ensure that
\[
d_{TV}(P_\alpha \otimes M, P_\alpha \otimes M) < 1 - \beta_0 - \beta_1,
\]
we use the fact that
\[
d_{TV}(P_\alpha \otimes M, P_\alpha \otimes M) \leq 1 - \frac{1}{2} \exp\{-\chi^2(P_\alpha \otimes M \| P_\alpha \otimes M)\}
\]
\[
= 1 - \frac{1}{2} \exp\{-1 + \chi^2(P_\alpha \| P_\alpha)M + 1\}
\]
and
\[
\chi^2(P_\alpha \| P_\alpha) = \chi^2\left(\frac{P + P'}{2} + \delta(P - P') \| \frac{P + P'}{2}\right)
\]
\[
= \delta^2 \int \frac{(P - P')^2}{P + P'}
\]
\[
\leq 4\delta^2 d_{TV}(P, P').
\]
In summary,
\[ d_{TV}(P_0, P_1) \leq 1 - \frac{1}{2} \exp\{- (1 + 4\delta^2 d_{TV}(P, P'))^M + 1\}. \]

Choosing \( \delta = \frac{1}{2} \wedge \sqrt{\frac{1}{4d_{TV}(P\sim H, P\sim H')}} \), \( M \geq 500 \), and \( d_{TV}(P, P') \leq 1/500 \) produces
\[ \frac{1}{2} \exp\{- (1 + 4\delta^2 d_{TV}(P, P'))^M + 1\} - e^{-\delta^2 \sqrt{\frac{1}{3}} - e^{-\delta^2 \sqrt{\frac{1}{2}}} > 0.15. \]

By Corollary 1,
\[ \text{ind}(h, H) = \text{ind}(h, H'), \]
for all \( h \) with \( v(h) \leq k \) (\( h \) not necessarily connected). We can calculate \( d_{TV}(P\sim H, P\sim H') \) explicitly as
\[ \frac{1}{2} \sum_{h: v(h) \leq m} |\text{ind}(h, H) - \text{ind}(h, H')| p^{v(h)} q^{m-v(h)}. \]

Since \( \text{ind}(h, H) = \text{ind}(h, H') \) for all \( h \) with \( v(h) \leq k \), it follows that \( d_{TV}(P\sim H, P\sim H') \) is in fact equal to
\[ \frac{1}{2} \sum_{h: v(h) \leq m} |\text{ind}(h, H) - \text{ind}(h, H')| p^{v(h)} q^{m-v(h)}. \]

The triangle inequality can be used to further bound \( d_{TV}(P\sim H, P\sim H') \) by
\[ \frac{1}{2} \sum_{h: k+1 \leq v(h) \leq m} |\text{ind}(h, H) + \text{ind}(h, H')| p^{v(h)} q^{m-v(h)} = \sum_{v=k+1}^{m} \binom{m}{v} p^v q^{m-v}. \]

### 4.2 Lower bound for graphs with cycles

**Theorem 14.** Let \( G(N, r) \) denote the collection of all graphs on \( N \) vertices with longest induced cycle at most \( r \), \( r \geq 4 \). Then
\[ \inf_{\mathcal{G}} \sup_{G \in G(N, r)} \mathbb{E}[\hat{\text{cc}} - \text{cc}(G)]^2 \geq \frac{N}{(4p)^r} \wedge \frac{N^2}{r^2}. \]

**Proof.** We will prove the lower bound via Theorem 13 with \( m = 2(r - 1) \). Let \( H = C_r \cup P_{r-2} \) and \( H' = P_{2(r-1)} \). Note that \( \text{ind}(P_i, H) = \text{ind}(P_i, H') = 2r - 1 - i \) for \( i = 1, 2, \ldots, r - 1 \). Since paths of length at most \( r - 1 \) are the only connected subgraphs of \( H \) and \( H' \), Corollary 1 implies that \( H \) and \( H' \) have matching subgraph counts up to order \( r - 1 \).

![Graphs](image)

(a) The graph of \( H \) for \( r = 5 \)  
(b) The graph of \( H' \) for \( r = 5 \)

Figure 6: Each connected subgraph with \( k < r \) vertices appears exactly \( 9 - k \) times in each graph.
In the notation of Theorem 13, \( k = r - 1, \ m = 2(r - 1), \) and \(|\text{cc}(H) - \text{cc}(H')| = 1\). By Theorem 13, there exists a universal positive constant \( c \) such that

\[
\inf_{\hat{c}} \sup_{G \in \mathcal{G}(N, r)} P(|\hat{c} - \text{cc}(G)| \geq \Delta) \geq c.
\]

where

\[
\Delta \asymp |\text{cc}(H) - \text{cc}(H')| \left( \sqrt{\frac{N}{md_{\text{TV}}(P_H, P_{H'})}} \wedge \frac{N}{m} \right) = \sqrt{\frac{N}{md_{\text{TV}}(P_H, P_{H'})}} \wedge \frac{N}{m}.
\]

\[
d_{\text{TV}}(P_H, P_{H'}) \leq P(\text{Bin}(2(r - 1), p) \geq r)
\]

\[
= \sum_{v=r}^{2(r-1)} \binom{2(r-1)}{v} p^v q^{2(r-1)-v}
\]

\[
\leq (4p)^r.
\]

The desired lower bound on the squared error follows from Markov’s inequality.

4.3 Lower bound for chordal graphs

**Theorem 15** (Chordal graphs). Let \( \mathcal{G}(N, d, \omega) \) denote the collection of all chordal graphs on \( N \) vertices with clique number \( \omega \geq 2 \) and maximum degree at most \( d \). Then

\[
\inf_{\hat{c}} \sup_{G \in \mathcal{G}(N, d, \omega)} \mathbb{E}_G|\hat{c} - \text{cc}(G)|^2 \gtrsim \Theta_\omega \left( \frac{N}{p^\omega} \wedge \frac{Nd}{Np^{\omega-1}} \wedge N^2 \right).
\]

Consequently, if \( d \) is a constant, then

\[
\inf_{\hat{c}} \sup_{G \in \mathcal{G}(N, d, \omega)} \mathbb{E}_G|\hat{c} - \text{cc}(G)|^2 \gtrsim \left( \frac{N}{p^\omega} \wedge N^2 \right).
\]

**Proof.** For every \( \omega \geq 3 \) and \( m \in \mathbb{N} \), we construct a pair of graphs \( H \) and \( H' \), such that

\[
v(H) = v(H') = \omega - 1 + m2^{\omega - 2} \quad (15)
\]

\[
d_{\text{max}}(H) = d_{\text{max}}(H') = m2^{\omega - 3} \quad (16)
\]

\[
\text{cc}(H) = m + 1, \quad \text{cc}(H') = 1 \quad (17)
\]

\[
|\text{ind}(K_\omega, H) - \text{ind}(K_\omega, H')| = m \quad (18)
\]

Let \( u = \omega - 1 \). Let \( U \) be a set of \( u \) vertices that form a \( K_u \). We first construct \( H \). For every subset \( S \subset U \) such that \( |S| \) is even, let \( V_S \) be a set of \( m \) distinct vertices such that the neighborhood of every \( v \in V_S \) is given by \( \partial v = S \). Let the vertex set \( V(H) \) be the union of \( U \) and all \( V_S \) such that \( |S| \) is even. (If \( S = \emptyset \), then \( |S| = 0 \) is even and hence \( H \) always has exactly \( m \) isolated vertices). Repeat the same construction for \( H' \) with \( |S| \) being odd. Then both \( H \) are chordal and have the same number of vertices:

\[
v(H) = \omega - 1 + m \sum_{0 \leq i \leq \omega - 1, \ i \ \text{even}} \binom{\omega - 1}{i} = v(H') = \omega - 1 + m \sum_{0 \leq i \leq \omega - 1, \ i \ \text{odd}} \binom{\omega - 1}{i}
\]

which follows from the binomial summation formula. Similarly, (16)–(18) can be verified.

We also have that

\[
\text{ind}(K_i, H) = \binom{\omega - 1}{i} + m \sum_{0 \leq j \leq \omega - 1, \ j \ \text{even}} \binom{\omega - 1}{j} \binom{j}{i} =
\]

\[
\text{ind}(K_i, H') = \binom{\omega - 1}{i} + m \sum_{0 \leq j \leq \omega - 1, \ j \ \text{odd}} \binom{\omega - 1}{j} \binom{j}{i} = \binom{\omega - 1}{i} + m \binom{\omega - 1}{i} 2^{\omega - 1 - i},
\]
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for \( i = 1, 2, \ldots, \omega - 1 \). This follows from the fact that
\[
\sum_{0 \leq j \leq \omega - 1} (-1)^j \binom{\omega - 1}{j} \binom{j}{i - 1} = 0,
\]
and
\[
\sum_{0 \leq j \leq \omega - 1} \binom{\omega - 1}{j} \binom{j}{i - 1} = \binom{\omega - 1}{i - 1} 2^{\omega - i}.
\]

To compute the total variation distance between the sampled graphs, the key observation is the following: for both \( H \) and \( H' \), if a given non-empty subset \( U' \subset U \) of vertices is not sampled, upon deleting all edges incident to them, the resulting graph is isomorphic to the same graph, whose vertex set is the disjoint union \( U' \cup \bigcup_{S \subset U \setminus U'} V_S \), where \( V_S \) consists of \( m \) distinct vertices whose neighbourhoods are \( S \). Thus
\[
d_{TV}(\tilde{H}, \tilde{H}') \leq P[\text{all vertices in } U \text{ are sampled}] \left( 1 - (1 - p)^{\nu(H) - |U|} \right) = p^{\omega - 1} (1 - (1 - p)^{2^{m-2}})
\]

Next assume that
\[
d \gtrsim 2^\omega.
\]

According to (16), we choose \( m = \lfloor d 2^{-\omega + 3} \rfloor \geq d 2^{-\omega + 2} \). Then we have
\[
d_{TV}(\tilde{H}, \tilde{H}') \leq p^{\omega - 1} (1 - (1 - p)^{2d}) \approx p^{\omega - 1} (pd \land 1).
\]

In view of Theorem 13 and (18), we have
\[
\inf_{\hat{e}} \sup_{G \in \mathcal{G}(N,d,\omega)} \mathbb{E}_G |\hat{e} - \text{cc}(G)|^2 = \Theta_\omega \left( \frac{N}{p^\omega} \lor \frac{Nd}{p^\omega - 1} \right) \land \omega^2.
\]

![Figure 7](attachment:image.png)

(a) The graph of \( H \) for \( \omega = 3 \) and \( m = 4 \)
(b) The graph of \( H' \) for \( \omega = 3 \) and \( m = 4 \)

Figure 7: The vertices enclosed in the dotted boundary make up the set \( U \). In this case, \( u = 2 \), so they form a edge. If any one of these vertices is not sampled and all incident edges are removed, the graphs are isomorphic.
Figure 8: The vertices enclosed in the dotted boundary make up the set U. In this case, \( u = 3 \), so they form a triangle. If any one or two of these vertices are not sampled and all incident edges are removed, the graphs are isomorphic.

**Remark 6.** This means that for consistent estimation for graphs in \( G(N,d,\omega) \), we need \( p \) to be greater than both \( \left( \frac{1}{N^2} \right)^{\frac{1}{2}} \) and \( \left( \frac{d}{N} \right)^{\frac{1}{2}} \).

### 4.4 Lower bound for forests

**Theorem 16** (Forests). Let \( F(N,d) = G(N,d,2) \) denote the collection of all forests on \( N \) vertices with maximum degree at most \( d \). Then

\[
\inf_{\tilde{\mathbb{E}}} \sup_{G \in F(N,d)} \mathbb{E}|\tilde{\mathbb{E}} - \mathbb{E}(G)|^2 \gtrsim \left( \frac{N}{p^2} \lor \frac{Nd}{p} \right) \land N^2.
\]

**Proof.** This follows from Theorem 15 with \( \omega = 2 \).

Figure 9: The two graphs are isomorphic if the center vertex (enclosed in the dotted boundary) is not sampled and all incident edges are removed.

**Remark 7.** This means that for consistent estimation for forests, we need \( p \) to be greater than both \( 1/\sqrt{N} \) and \( d/N \).
5 Experiments

In this section, we perform a simulation study of the estimator \( \hat{cc} \) using synthetic data from various random graphs. The error bars in the following plots show the variability of the relative error \( \left| \hat{cc} - cc(G) \right| / cc(G) \) over 20 independent experiments of subgraph sampling on a fixed parent graphs \( G \). The solid black horizontal line shows the sample average and the whiskers show the mean ± the standard deviation. Note that as \( p \) increases, the sampling variability decreases monotonically. The estimates perform poorly for small \( p \) (e.g., \( p < 0.2 \)), but becomes increasingly better as \( p \) grows. The decay of relative error also appears to be non-linear, changing from very large to moderate improvements as \( p \) varies from 0 to 1.

Our parent graphs are generated as follows. We first generate a random Erdős-Rényi graph \( G(n, \delta) \) and then triangulate it by calculating the fill-in of edges required to make it chordal. In Fig. 10a, we take \( G \) to be a triangulated realization of \( G(n, \delta) \) with \( n = 2000 \) and \( \delta = 0.0005 \). Note the critical threshold \( \delta = \log n / n \) for \( G \) to be connected [15]. In other words, to make \( cc(G) \) large, we require that the edge connection probability \( \delta \) be sufficiently small. In Fig. 10b, we take \( G \) to be a triangulated realization of 200 copies of \( G(n, \delta) \) with \( n = 100 \) and \( \delta = 0.2 \). In accordance with Theorem 8, the better performance in Fig. 10b is due to moderately sized \( d \) and \( \omega \), and large \( cc(G) \).

![Plot](a) Parent graph equal to a triangulated realization of \( G(2000, 0.0005) \) with \( d = 36 \), \( \omega = 5 \), and \( cc(G) = 985 \).

![Plot](b) Parent graph equal to a triangulated realization of 200 copies of \( G(100, 0.2) \) with \( d = 8 \), \( \omega = 4 \), and \( cc(G) = 803 \).

Figure 10

5.1 Non-chordal graphs

We also run the experiment when the parent graph is not chordal. Although we have not developed any theory for this setting, it is almost certain that the types of graphs encountered in practice contain induced cycles of length greater than three (e.g., sparse graphs). As mentioned earlier, one possible method is to first triangulate the subsampled graph and then apply the \( \hat{cc} \) estimator. We modify the original estimator by first triangulating the subsampled graph \( G[S] \rightarrow TRI(G[S]) \) and then applying \( \hat{cc} \) to this transformed data via \( \hat{cc} = \hat{cc}(TRI(G[S])) \). The plots in Fig. 11 indicate that this is a reasonable strategy; in fact they are competitive with the errors in Fig. 10.
(a) Parent graph equal to a realization of $G(2000, 0.0005)$ with $d = 8$, $\omega = 3$, and $\text{cc}(G) = 756$.

(b) Parent graph equal to a realization of $200$ copies of $G(100, 0.2)$ with $d = 7$, $\omega = 4$, and $\text{cc}(G) = 532$.

Figure 11

5.2 Smoothed estimator

We perform a simulation study of $\hat{\text{cc}}_L$ from Theorem 12. The parent graph is equal to a triangulated realization of $G(1000, 0.0015)$ with $d = 88$, $\omega = 15$, and $\text{cc}(G) = 325$. The plots in Fig. 12b show that the sampling variability is significantly reduced for the smoothed estimator, particularly for small values of $p$ (to show detail, the vertical axes are plotted on different scales). This behavior is in accordance with the upper bounds furnished in Theorem 8 and Theorem 12. Large values of $\omega$ inflate the variance of $\hat{\text{cc}}$ considerably by an exponential factor of $1/p^\omega$, whereas the effect of large $\omega$ on the variance of $\hat{\text{cc}}_L$ is polynomial, viz., $\omega^{1+p}$. We chose the smoothing parameter $\lambda$ to be $p \log N$, but other values that improve the performance can be chosen through cross-validation on various known graphs.

The non-monotone behavior of the relative error in Fig. 12a is likely due to a tradeoff between increasing $p$ (which improves the accuracy) and increasing probability of observing a complete subgraph (which increases the variability, particularly in this case of large $\omega$). Such behavior is apparent for moderate values of $p$ (e.g., $p < 0.25$), but the effect of improved accuracy dominates for $p$ near 1 and hence the relative error decreases to zero in that regime.
Figure 12: The parent graph is equal to a triangulated realization of $G(1000, 0.0015)$ with $d = 88$, $\omega = 15$, and $cc(G) = 325$.
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