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Abstract—We give a general formula for the degrees of freedom
of the K-user real additive-noise interference channel involving
maximization of information dimension. Previous results are
recovered, and even generalized in certain cases with simplified
proofs. Connections to fractal geometry are drawn.
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I. INTRODUCTION

Consider a K-user real-valued memoryless Gaussian Inter-
ference Channel (IC) with a fixed deterministic channel matrix
H = [hij ], where the ith user transmits Xi and receives

Yi =
K∑
j=1

√
snr hijXj +Ni, (1)

where {Xi, Ni}Ki=1 are independent with E
[
X2
i

]
≤ 1 and

Ni ∼ N (0, 1).
Denote the the capacity region of (1) by C(H, snr) and the

sum-rate capacity by

C̄(H, snr) , max

{
K∑
i=1

Ri : RK ∈ C(H, snr)

}
. (2)

The degrees of freedom (DoF) or the multiplexing gain is
the pre-log of the sum-rate capacity in the high-SNR regime,
defined by1

DoF(H) = lim
snr→∞

C̄(H, snr)
1
2 log snr

. (3)

Determining the degrees of freedom has been an active
research subject. In [2] it is shown that DoF(H) ≤ K

2
for fully-connected H, i.e., H has no zero entries. Using
Diophantine approximation, this upper bound is shown to be
achievable for Lebesgue-almost every H [3]. The almost sure
achievability of K2 for vector interference channel with varying
channel gains has been shown in [4]. Sufficient conditions on
individual H that guarantee DoF(H) = K

2 are also given in
[1], [5]. On the converse side, based on additive-combinatorial
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1In [1] the degrees of freedom is defined as a lim sup. In Theorem 1 we
show that the limit in (3) always exists.

results and deterministic channel approximation, [1] showed
that DoF(H) < K

2 if H consists of all rational entries.
The goal of this paper is to give a general single-letter

formula for DoF(H) via the maximization of a functional
involving Rényi’s information dimension [6]. This unified
approach allows us to recover previously known results that
are obtained using different methods, as well as uncover new
results. We also give results for the more general case in which
the rates are, unlike (2), not equally weighted.

Our results apply to non-Gaussian noise as well. This
is because the degrees of freedom are insensitive to the
noise statistics as long as it has finite non-Gaussianness:
D(N ||ΦN ) < ∞, where ΦN is a Gaussian random variable
with the same mean and variance as N . In fact in our
derivations we shall often assume that the noise is uniformly
distributed on the unit interval.

Omitted proofs are referred to [7].

II. RÉNYI INFORMATION DIMENSION

A key concept in fractal geometry, Rényi [6] defined the
information dimension (also known as the entropy dimension
[8]) of a probability distribution. It measures the rate of growth
of the entropy of successively finer discretizations.

Definition 1. Let X be a real-valued random variable. For
m ∈ N, let 〈X〉m , bmXc

m . The information dimension of X
is defined as

d(X) = lim
m→∞

H (〈X〉m)
logm

. (4)

If the limit in (4) does not exist, the lim inf and lim sup
are called lower and upper information dimensions of X
respectively, denoted by d(X) and d(X).

Definition 1 can be readily extended to random vectors,
where the floor function b·c is taken componentwise.

The information dimension of X is finite if and only if the
mild condition

H(bXc) <∞ (5)

is satisfied [9]. One sufficient condition for finite information
dimension is E [log(1 + |X|)] <∞, which is milder than finite
variance. Therefore (5) is satisfied for all random variables
considered in this paper.



Equivalent definitions of information dimension include:
• For an integer M ≥ 2, write the M -ary expansion of X

as
X = bXc+

∑
i∈N

(X)iM−i. (6)

Then d(X) is the entropy rate of the digits {(X)i}
normalized by logM .

• Denote by B(x, ε) the `∞-ball of radius ε centered at x.
Then (see [10, Definition 4.2] and [9, Appendix A])

d(X) = lim
ε↓0

E logPX(B(X, ε))
log ε

. (7)

The following are basic properties of information dimension
[6], [9], the last three of which are inherited from Shannon
entropy.

Lemma 1.
•

0 ≤ d(Xn) ≤ d(Xn) ≤ n. (8)

• Assume the distribution of X can be represented as

ν = (1− ρ)νd + ρνc, (9)

where νd is a discrete probability measure, νc is an ab-
solutely continuous probability measure and 0 ≤ ρ ≤ 1.
Then

d(X) = ρ. (10)

In particular, if X has a density with respect to the
Lebesgue measure, then d(X) = 1; if X is discrete, then
d(X) = 0.

• Scale-invariance: for all α 6= 0,

d(αXn) = d(Xn). (11)

• If Xn and Y n are independent, then

max{d(Xn), d(Y n)} ≤ d(Xn + Y n) (12)
≤ d(Xn) + d(Y n). (13)

• If {Xi} are independent and d(Xi) exists for all i, then

d(Xn) =
n∑
i=1

d(Xi). (14)

• If X,Y, Z are independent, then

d(X + Y + Z) + d(Z) ≤ d(X + Z) + d(Y + Z). (15)

The high-SNR asymptotics of mutual information with
additive noise is governed by the input information dimension.
For convenience, denote

I(X, snr) , I(X;
√

snrX +N), (16)

which is finite if and only if (5) holds [11]. Then [12]

lim
snr→∞

I(X, snr)
1
2 log snr

= d(X). (17)

Therefore d(X) represents the single-user degrees of freedom
when the input distribution is constrained to be PX . Naturally

information dimension, as we will see, also appears in the
characterization of degrees of freedom in the multi-user case.
In fact, (17) also holds for random vectors [12].

Next we consider the behavior of information dimension
under projections. Let A ∈ Rm×n with m ≤ n. Then for any
Xn,

d(AXn) ≤ min{d(Xn), rank(A)}. (18)

Understanding how the dimension of a measure behaves under
projections is a basic problem in fractal geometry. It is well-
known that almost every projection preserves the dimension,
be it Hausdorff dimension (Marstrand’s projection theorem
[13, Chapter 9]) or information dimension [10, Theorems 1.1
and 4.1]. However, computing the dimension for individual
projections is in general difficult.

A problem closely related to determining DoF(H) is to
determine the dimension difference of a product measure under
two projections. Let p, q, p′, q′ be non-zero real numbers. By
(12) and (13),

d(pX + qY )− d(p′X + q′Y )

≤ 1
2

(d(pX + qY ) + d(pX + qY )− d(X)− d(Y )) (19)

≤ 1
2
. (20)

Therefore the dimension of a two-dimensional product mea-
sure under two projections can differ by at most one half.
However, if the coefficients are rational, then the dimension
difference is strictly less than one half [7]:

d(pX + qY )− d(p′X + q′Y ) ≤ 1
2
− ε(p′q, pq′). (21)

where ε(a, b) = 1
12(a+b)+50 .

III. MAIN RESULTS

A. A general formula
By the limiting characterization of interference channel

capacity region [14] , the sum-rate capacity is given by

C̄(H, snr) = lim
n→∞

1
n

sup
Xn

1 ,...,X
n
K

K∑
i=1

I(Xn
i ;Y ni ), (22)

where Xn
i = [Xi,1, . . . , Xi,n] is the input of the ith user, and

the supremum is over independent Xn
1 , . . . , X

n
K . Then

I(Xn
i ;Y ni )

= I(Xn
1 , . . . , X

n
K ;Y ni )− I(Xn

1 , . . . , X
n
K ;Y ni |Xn

i ) (23)

= I
(∑

j
hijX

n
j , snr

)
− I

(∑
j 6=i

hijX
n
j , snr

)
. (24)

Therefore the degrees of freedom admit the following limiting
characterization:2

DoF(H) = lim
snr→∞

lim
n→∞

sup
Xn

1 ,...,X
n
K

2
n log snr

K∑
i=1

I

{(
K∑
j=1

hijX
n
j , snr

)
− I

(∑
j 6=i

hijX
n
j , snr

)}
,

(25)

2The second limit in (25) can be replaced by supremum over n ∈ N.



Our main result is the single-letterization of (25):

Theorem 1. Let

dof(XK ,H) ,
K∑
i=1

d

(
K∑
j=1

hijXj

)
− d

(∑
j 6=i

hijXj

)
. (26)

Then
DoF(H) = sup

XK

dof(XK ,H), (27)

where the supremum is over independent X1, . . . , XK such
that all information dimensions appearing in (26) exist.

The main difficulty in the converse proof lies in exchanging
the supremum with the limits in (25), which amounts to
proving that varying the input distribution with increasing SNR
does not improve the degrees of freedom. To this end, we
invoke the following non-asymptotic version of (17) whose
proof can be found in [7]: for any Xn and any snr > 0,

1
2

log
6
eπ
≤ 1
n
I(Xn, snr)− 1

n
E
[
log

1
PXn(B(Xn, snr−

1
2 ))

]
≤ log 2. (28)

The basic idea to single-letterize (25) is as follows: Given
any Xn, construct a single input X whose the first nM bits
are formed by concatenating the first M bits from each Xi;
the remaining bits are independent copies of the these nM
bits. Then, the information dimension of X can be made
close to 1

nd(Xn) by choosing M sufficiently large. The same
conclusion holds for the information dimensions of linear
combinations.

B. Corollaries

The following are immediate consequences of Theorem 1
combined with elementary properties of information dimen-
sion in Lemma 1:
• DoF(H) is invariant under row or column scaling [1,

Lemma 1], in view of (11).
• DoF(H) ≤ K, with equality if and only if H is a diagonal

matrix with all diagonal entries nonzero.
• DoF(H) ≥ 0, with equality if and only if diag(H) = 0.
• Removing cross-links increases degrees of freedom: let

H′ be obtained from H by setting some of the off-
diagonal entries to zero. By (15), for any indepen-
dent XK , dof(XK ,H) ≤ dof(XK ,H′). Therefore
DoF(H) ≤ DoF(H′).

As we illustrate next, the degrees of freedom of various
channels can be obtained by specializing Theorem 1.
• Two-user IC:

DoF

([
a b
c d

])
=


0 a = d = 0
2 a, d 6= 0, b = c = 0
1 otherwise

(29)

• Many-to-one IC: DoF(H) = K − 1 where H are all
zero except for all diagonal entries and at least one off-
diagonal entry in the first row. To see this, assuming

h12 6= 0, we have

dof(XK ,H)

= d
(∑

j
hijXj

)
− d

(∑
j 6=1

hijXj

)
+
∑
j 6=1

d(Xj)

(30)

≤ d
(∑

j
hijXj

)
+

K∑
j=3

d(Xj) (31)

≤ K − 1, (32)

where (31) is due to (12). The upper bound K − 1 is
attained by choosing X1 discrete and the rest absolutely
continuous.

• One-to-many IC: Using similar arguments, we obtain that
DoF(H) = K − 1 where H are all zero except for all
entries on the diagonal and in the first column.

• Multiple-access channel (MAC): If H is an all-one matrix,
then DoF(H) = 1, because

dof(XK ,H) = Kd
( K∑
j=1

Xj

)
−

K∑
i=1

d
(∑
j 6=i

Xj

)
(33)

≤ d
(∑K

j=1
Xj

)
≤ 1, (34)

where we have used the following additive-combinatorial
result [15, p. 3]:

(K − 1)H
( K∑
i=1

Uj

)
≤

K∑
i=1

H
(∑
j 6=i

Uj

)
(35)

with {Ui} taking values on an arbitrary group. More
generally, DoF(H) ≤ 1 if all rows of H are identical.

C. Suboptimality of discrete-continuous mixture
Discrete-continuous mixed input distributions are usu-

ally strictly suboptimal. In fact, discrete-continuous mixtures
achieve at most one degree of freedom in the fully-connected
case. To see this, let d(Xi) = ρi. If H is fully-connected, then

dof(XK ,H) =
K∑
i=1

(
1−

K∏
j=1

(1− ρj)
)
−
(

1−
∏
j 6=i

(1− ρj)
)

(36)

=
K∑
i=1

ρi
∏
j 6=i

(1− ρj) ≤ 1. (37)

Therefore to obtain more than one degree of freedom, it is
necessary to employ input distributions with singular compo-
nents.

As we will show later, singular distributions of dimension
one half are crucial in achieving the maximal degrees of
freedom. Next we give a family of such distributions {µλ}λ>0

which are homogeneously self-similar [16]. For integer λ ≥ 2,
µλ is the distribution of a random variable whose λ-ary
expansion has equiprobable even digits and zero odd digits.
Then d(µλ) = 1

2 in view of (6). For non-integer valued λ,
µλ is defined as the invariant measure of an iterative function
system [17].



D. Bounds and exact expressions

Next we prove that the number of degrees of freedom is
upper bounded by K

2 under more general conditions than fully-
connectedness assumed in [2].

Theorem 2. Let π be a fixed-point-free permutation on
{1, . . . ,K}, i.e., π(i) 6= i for all i. If hπ(i),i 6= 0 for each
i, then

DoF(H) ≤ K

2
. (38)

Moreover, if π is cyclic (i.e., consisting of one cycle), then
dof(XK ,H) = K

2 if and only if for each i,

d(Xi) = d
(∑

j 6=i
hijXj

)
=

1
2

(39)

d

(∑K

j=1
hijXj

)
= 1. (40)

Proof of (38): Counting in different ways, we have

2 dof(XK ,H)

=
K∑
i=1

d
(∑

j
hijXj

)
+ d

(∑
j
hijXj

)
− d

(∑
j 6=i

hijXj

)
− d

(∑
j 6=π(i)

Hπ(i)jXj

)
(41)

≤ K +
K∑
i=1

d
(∑

j
hijXj

)
− d

(∑
j 6=i

hijXj

)
− d(Xi)

(42)
≤ K, (43)

where (42) follows from (8), (11) and (12), and (43) is due to
(13).

Next we give various sufficient conditions on H that guar-
antee DoF(H) = K

2 .

Theorem 3. If the off-diagonal entries of H are rational and
the diagonal entries are irrational, then DoF(H) = K

2 .

Theorem 3 implies the following previously known results,
obtained using different methods:
• [1, Theorem 1], which relies on the Thue-Siegel-Roth

theorem and requires the diagonal entries to be irrational
algebraic numbers. Note that the set of real algebraic
numbers is dense but countable. Therefore almost every
real number is transcendental.

• [5, Theorem 1(2)], which assumes that the diagonal and
off-diagonal entries are equal to one and h respectively,
with h irrational. Upon scaling, this is equivalent to a
channel matrix with unit off-diagonal entries and irra-
tional diagonal entries h−1.

Theorem 4 ([3]). DoF(H) = K
2 for Lebesgue-a.e. H.

Proof sketch of Theorem 4 based on (27): construct input
distributions depending only on the off-diagonal entries of H
such that (39) are satisfied. Using the projection theorem [10,

Theorem 1] with respect to the diagonal entries, (40) holds for
almost all hii.

The degrees of freedom of channel matrices with rational
coefficients are strictly less than K

2 . Next we give a sufficient
condition for the three-user case.

Theorem 5. Let K = 3. If there exists distinct i, j, k, such that
hij , hii, hkj and hki are non-zero rationals, then DoF(H) <
3
2 .

The following example illustrates the tightness of the con-
dition in Theorem 5:

DoF

1 2 0
0 1 2
2 0 1

 =
3
2
, (44)

attained by choosing PX1 = PX2 = PX3 = µ2, since d(X1) =
1
2 and d(X1 + 2X2) = 1.

IV. AN EXAMPLE OF LOWER-TRIANGULAR CHANNEL
MATRIX

Consider the following lower-triangular matrix [1, Section
V]:

Hλ ,

1 0 0
1 λ 0
1 1 1

 . (45)

Theorem 6.

DoF(Hλ) = 1 + sup
X1,X2

d(X1 + λX2)− d(X1 +X2). (46)

Moreover,
1) DoF(Hλ) ≥ 1 with equality if and only if λ = 0 or 1;

DoF(Hλ) ≤ 3
2 with equality if and only if λ is irrational.

2) For all λ 6= 0,

DoF(Hλ) = DoF(Hλ−1). (47)

3) For integer λ = 2, 3, 4, . . .,

3
2
− 1
λ log λ

λ−1∑
i=1

i

λ
log

λ

i
≤ DoF(Hλ) (48)

≤ 3
2
− 1

12 log λ+ 50
(49)

Therefore as λ → ∞, DoF(Hλ) = 3
2 − Θ

(
1

log λ

)
. For

λ = 2, (48) can be sharpened to

DoF(H2) ≥ 1 + log6 φ ≈ 1.27. (50)

where φ = 1+
√

5
2 denotes the golden ratio.

Since λ is the channel gain of the direct link for the second
user, it seems that DoF(Hλ) should be increasing in |λ|.
However, (47) shows that this is not the case.

Proof of (46) and (50):

dof(X3,Hλ)
≥ d(X1) + d(X1 + λX2)− d(X1)

+ d(X1 +X2 +X3)− d(X1 +X2) (51)
= d(X1 +X2 +X3) + d(X1 + λX2)− d(X1 +X2). (52)



To maximize (52), choosing an absolutely continuous PX3

yields d(X1 + X2 + X3) = 1, regardless of PX1 or PX2 .
This proves (46). To achieve (50) for λ = 2, consider the
following singular input distributions:

X1 =
∑
i≥1

Ui6−i, X2 =
∑
i≥1

Vi6−i, (53)

where {(Ui, Vi)} are i.i.d. copies of (U, V ), with U and
V independently valued on {0, 1} and {0, 1, 2} respectively.
Then X1 + X2 =

∑
i≥1(Ui + Vi)6−i and X1 + 2X2 =∑

i≥1(Ui + 2Vi)6−i, where U + V and U + 2V are valued
on {0, . . . , 3} and {0, . . . , 5} respectively. By the entropy-rate
definition of information dimension in (6), we have

d(X1 +X2) =
H(U + V )

log 6
(54)

d(X1 + 2X2) =
H(U + 2V )

log 6
=
H(U) +H(V )

log 6
. (55)

Next we maximize H(U)+H(V )−H(U+V ) = H(U |U+V ).
It can be shown that H(U |U + V ) is concave in PU and
PV individually. Moreover, H(U |U + V ) is invariant if U
is replaced by 1 − U or V replaced by 2 − V . Therefore
the optimal U and V are symmetric. In particular, U is
equiprobable Bernoulli. Let P {V = 0} = q. Maximizing
H(U |U + V ) over 0 ≤ q ≤ 1

2 , we obtain the optimal q = φ√
5

and H(U |U +V ) = log φ, which, in view of (54)–(55), gives
(50).

V. DEGREES OF FREEDOM REGION

In addition to the sum-rate degrees of freedom, the degrees
of freedom region DoF (H) obtained by allowing different
weights for the rates in (2) (see [4, Section II] for definition)
is characterized by the following theorem:

Theorem 7. DoF (H) is the collection of all rK ∈ [0, 1]K ,
such that for any probability vector wK ,

〈rK , wK〉 ≤ sup
XK

K∑
i=1

wid
(∑

j
hijXj

)
−wid

(∑
j 6=i

hijXj

)
,

(56)
where the supremum is over independent X1, . . . , XK such
that all information dimensions appearing in (56) exist.

The following results are analogous to Theorems 2 and 4:

Theorem 8. For any fully connected H,

DoF (H) ⊂ co
{
e1, . . . , eK ,

1
2
1
}
, (57)

where e1, . . . , eK are standard basis and co denotes the
convex hull. Moreover, (57) holds with equality for Lebesgue-
a.e. H.

VI. CONCLUSIONS

This paper gives a general formula for the degrees of free-
dom of the K-user interference channel in terms of a single-
letter optimization (over K-dimensional input distributions) of

a linear combination of information dimensions. Benefits of
this method include:
• It recovers and improves known results with unified and

simplified proofs, many of which are consequences of
the calculus of information dimension. For instance, (21)
and (49) are pure additive-combinatorial results, whereas
the counterpart in [1] relies on additional techniques of
deterministic channel approximation.

• The power constraint becomes immaterial. In fact the
same degrees of freedom holds even if E[X2] = ∞, as
long as (5) is satisfied.

• It provides achievable rates (such as (50) which improves
the lower bound 2+log2 3

3 ≈ 1.19 in [1, p. 4945] ) that are
not easily obtained from constructing explicit coding or
communication schemes.
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