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Abstract

Compressed sensing is a signal processing technique to encode analog sources by real numbers rather than bits, dealing with efficient recovery of a real vector from the information provided by linear measurements. By leveraging the prior knowledge of the signal structure (e.g., sparsity) and designing efficient non-linear reconstruction algorithms, effective compression is achieved by taking a much smaller number of measurements than the dimension of the original signal. However, partially due to the non-discrete nature of the problem, none of the existing models allow a complete understanding of the theoretical limits of the compressed sensing paradigm.

As opposed to the conventional worst-case (Hamming) approach, this thesis presents a statistical (Shannon) study of compressed sensing, where signals are modeled as random processes rather than individual sequences. This framework encompasses more general signal models than sparsity. Focusing on optimal decoders, we investigate the fundamental tradeoff between measurement rate and reconstruction fidelity gauged by error probability and noise sensitivity in the absence and presence of measurement noise, respectively. Optimal phase transition thresholds are determined as a functional of the input distribution and compared to suboptimal thresholds achieved by various popular reconstruction algorithms. In particular, we show that Gaussian sensing matrices incur no penalty on the phase transition threshold of noise sensitivity with respect to optimal nonlinear encoding. Our results also provide a rigorous justification of previous results based on replica heuristics in the weak-noise regime.
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Chapter 1

Introduction

1.1 Compressed sensing

Current data acquisition methods are often extremely wasteful: massive amounts of data are acquired then discarded by a subsequent compression stage. In contrast, a recent approach known as compressed sensing [1, 2], combines the data collection and compression and reduces enormously the volume of data at much greater efficiency and lower costs. A paradigm of encoding of analog sources by real numbers rather than bits, compressed sensing deals with efficient recovery of sparse vectors from the information provided by linear measurements. By leveraging the prior knowledge of the signal structure (e.g., sparsity) and designing efficient non-linear reconstruction algorithms, effective compression is achieved by taking a much smaller number of measurements than the dimension of the original signal.

An abstract setup of compressed sensing is shown in Fig. 1.1: A real vector \( x^n \in \mathbb{R}^n \) is mapped into \( y^k \in \mathbb{R}^k \) by an encoder (or compressor) \( f : \mathbb{R}^n \to \mathbb{R}^k \). The decoder (or decompressor) \( g : \mathbb{R}^k \to \mathbb{R}^n \) receives \( y^k \), a possibly noisy version of the measurement, and outputs \( \hat{x}^n \) as the reconstruction. The measurement rate, i.e., the number of measurements per sample or the dimensionality compression ratio, is given by

\[
R = \frac{k}{n}. \tag{1.1}
\]

The goal is to reconstruct the unknown vector \( x^n \) as faithfully as possible. In the classical setup of compressed sensing, the encoder \( f \) is constrained to be a linear mapping characterized by a \( k \times n \) matrix \( A \), called the sensing or measurement matrix. Furthermore, \( A \) is usually assumed to be a random matrix, for example, consisting of i.i.d. entries or randomly sampled Fourier coefficients. In order to guarantee stable reconstruction in the presence of measurement inaccuracy, we usually also require the decoder to be robust, i.e., Lipschitz continuous. The fundamental question is: under practical constraints such as linearity of the encoder and/or robustness of the decoder, what is the minimal measurement rate so that the input vector can be accurately reconstructed?
As opposed to the conventional worst-case (Hamming) approach, in this thesis we introduce a statistical (Shannon) framework for compressed sensing, where signals are modeled as random processes rather than individual sequences and performance is measured on an average basis. This setup can also be understood as a Bayesian formulation of compressed sensing where the input distribution serves as the prior of the signal. Our goal is to seek the fundamental limit of the measurement rate as a function of the input statistics. Similar approaches have been previously adopted in the literature, for example, [3, 4, 5, 6, 7, 8, 9, 10, 11].

In addition to linear encoders, we are also concerned with non-linear encoders mainly for the following reasons. First, studying the fundamental limits of nonlinear encoders provides converse results (lower bound on the measurement rate) for linear encoding. Second, it enables us to gauge the suboptimality incurred by linearity constraints on the encoding procedures.

### 1.2 Phase transition

When the measurements are noiseless, our goal is to reconstruct the original signal as perfectly as possible by driving the error probability to zero as the ambient dimension $n$ grows. For many input processes (e.g., memoryless), it turns out that there exists a threshold for the measurement rate, above which it is possible to achieve a vanishing error probability and below which the error probability will eventually approaches one for any sequence of encoder-decoder pairs. Such a phenomenon is known as phase transition in statistical physics. In information-theoretic terms, we say that strong converse holds.

When the measurement is noisy, exact signal recovery is obviously impossible. Instead, our objective is to pursue robust reconstruction. To this end, we consider another benchmark called the noise sensitivity, defined as the ratio between mean-square reconstruction error and the noise variance. Similar to the behavior of error probability in the noiseless case, there exists a phase transition threshold of measurement rate which only depends on the input statistics, above which noise sensitivity is bounded for all noise variance, and below which the noise sensitivity blows up as noise variance tends to zero.

Clearly, to every sequence of encoders and decoders we might associate a phase transition threshold. In our paper we will be primarily concerned with optimal decoding procedures, as opposed to pragmatic low-complexity algorithms. For instance, the optimal decoder in the noisy case is the minimum mean-square error (MMSE)
estimator, i.e., the conditional expectation of the input vector given the noisy measurements. In view of the prohibitive computational complexity of optimal decoders, various practical suboptimal reconstruction algorithms have been proposed, most notably, decoders based on convex optimizations such as $\ell_1$-minimization (i.e., Basis Pursuit) [12] and $\ell_1$-penalized least-squares (i.e. LASSO) [13], greedy algorithms such as matching pursuit [14], graph-based iterative decoders such as approximate message passing (AMP) [4], etc. These algorithms in general have strictly higher phase-transition thresholds. In addition to optimal decoders, we also consider the case where we have the freedom to optimize over measurement matrices.

In the case of noiseless compressed sensing, the interesting regime of measurement rates is between zero and one. When the measurements are noisy, in principle it makes sense to consider measurement rate greater than one in order to combat the noise. Nevertheless, the optimal phase transition for noise sensitivity is always less than one, because with $k = n$ and an invertible measurement matrix, the linear MMSE estimator achieves bounded noise sensitivity for any noise variance.

1.3 Signal models: sparsity and beyond

Sparse vectors, supported on a subspace with dimension much smaller than the ambient dimension, are of great significance in signal processing and statistical modeling. One suitable probabilistic model for sparse signals is the following mixture distribution [5, 15, 4, 7]:

\[ P = (1 - \gamma)\delta_0 + \gamma P_c, \]

(1.2)

where $\delta_0$ denotes the Dirac measure at 0, $P_c$ is a probability measure absolutely continuous with respect to the Lebesgue measure, and $0 \leq \gamma \leq 1$. Consider a random vector $X^n = [X_1, \ldots, X_n]^T$ independently drawn from $P$. By the weak law of large numbers, if $\gamma < 1$, $X^n$ is sparse with overwhelming probability. More precisely, $\frac{1}{n}\|X^n\|_0 \xrightarrow{P} \gamma$, where the “$\ell_0$ norm” $\|x^n\|_0 = \sum_{i=1}^{n} 1_{\{x_i > 0\}}$ denotes the support size of a vector. This corresponds to the regime of proportional (or linear) sparsity. In (1.2), the weight on the continuous part $\gamma$ parametrizes the signal sparsity: less $\gamma$ corresponds to more sparsity, while $P_c$ serves as the prior distribution of non-zero entries.

Apart from sparsity, there are other signal structures that have been previously explored in the compressed sensing literature [15, 16]. For example, the so-called simple signal in infrared absorption spectroscopy [16, Example 3, p. 914] is such that each entry of the signal vector is constrained in the unit interval, with most of the entries saturated at the boundaries (0 or 1). Similar to the rationale that leads to (1.2), an appropriate statistical model for simple signals is a memoryless input process drawn from

\[ P = (1 - \gamma)\left(p\delta_0 + (1 - p)\delta_1\right) + \gamma P_c, \]

(1.3)

\footnote{Strictly speaking, $\|\cdot\|_0$ is not a norm because $\|\lambda x^n\|_0 \neq |\lambda|\|x^n\|_0$ for $\lambda \neq 0$ or $\pm 1$. However, $\|x - y\|_0$ gives a valid metric on $\mathbb{R}^n$.}
where \( P \) is an absolutely continuous probability measure supported on the unit interval and \( 0 \leq p \leq 1 \).

Generalizing both (1.2) and (1.3), we consider discrete-continuous mixed distributions (i.e., elementary distributions in the parlance of \([17]\)) of the following form:

\[
P = (1 - \gamma)P_d + \gamma P_c,
\]

where \( P_d \) and \( P_c \) are discrete and absolutely continuous respectively. Although most of our results in this thesis hold for arbitrary input distributions, we will be focusing on discrete-continuous mixtures because of its relevance to the compressed sensing applications.

### 1.4 Three dimensions

There are three dimension concepts that are involved in various coding theorems throughout this thesis, namely the information dimension, the Minkowski dimension, and the MMSE dimension, summarized in Chapters 2, 3 and 4, respectively. They all measure how fractal subsets or probability measures are in Euclidean spaces in certain senses.

In fractal geometry, the Minkowski dimension (also known as the box-counting dimension) \([18]\) gauges the fractality of a subset in metric spaces, defined as the exponent with which the covering number grows. The relevance of Minkowski dimension to compressed sensing are twofold: First, subsets of low Minkowski dimension can be linearly embedded into low-dimensional Euclidean spaces \([19, 20, 21]\). This result is further improved and extended to a probabilistic setup in Chapter 5. Second, Minkowski dimension never increases under Lipschitz mappings. Consequently, knowledge about Minkowski dimension provides converse results for analog compression when the decompressor are constrained to be Lipschitz.

Another key concept in fractal geometry is the information dimension (also known as the entropy dimension \([23]\)) defined by Alfréd Rényi in 1959 \([24]\). It measures the rate of growth of the entropy of successively finer discretizations of a probability distribution. Although a fundamental information measure, the Rényi dimension is far less well-known than either the Shannon entropy or the Rényi entropy. Rényi showed that, under certain conditions, the information dimension of an absolutely continuous \( n \)-dimensional probability distribution is \( n \). Hence he remarked in \([24]\) that “... the geometrical (or topological) and information-theoretical concepts of dimension coincide for absolutely continuous probability distributions”. However, as far as we know, the operational role of Rényi information dimension has not been addressed before except in the work of Kawabata and Dembo \([25]\) and Guionnet and Shlyakhtenko \([26]\), which relates it to the rate-distortion function and mutual information, respectively. In this thesis we provide several new operational characterizations of information dimension in the context of lossless compression of analog sources. In Chapter 3 we show that information dimension is connected to how product measures are concen-

\(^2\)This connection has also been recognized in \([22]\).
treated on subsets of low Minkowski dimension. Coupled with the linear embeddability result mentioned above, this connection suggests the almost lossless compressibility of memoryless sources via linear encoders, which makes noiseless compressed sensing possible. Moreover, Chapter 5 relates information dimension to the fundamental limit of almost lossless compression of analog sources under various regularity constraints of the encoder/decoder.

The MMSE dimension is an information measure for probability distributions that governs the asymptotics of the minimum mean-square error (MMSE) of estimating a random variable corrupted by additive Gaussian noise when the signal to noise ratio (SNR) or the sample size is large. This concept is closely related to information dimension, and will be useful when we discuss noisy compressed sensing in Chapter 6.

1.5 Main contributions

Compressed sensing, as an analog compression paradigm, imposes two basic requirements: the linearity of the encoder and the robustness of the decoder; the rationale is that low complexity of encoding operations and noise resilience of decoding operations are indispensable in dealing with analog sources. To better understand the fundamental limits imposed by the requirements of low complexity and noise resilience, it is pedagogically sound to study them both separately and jointly as well as in a more general framework than compressed sensing.

Motivated by this observation, in Chapter 5 we introduce the framework of almost lossless analog compression as a Shannon-theoretic formulation of noiseless compressed sensing. Abstractly, the approach boils down to probabilistic dimension reduction with smooth embedding. Under regularity conditions on the encoder or the decoder, various coding theorems for the minimal measurement rate are derived involving the information dimension of the input distribution. The most interesting regularity constraints are the linearity of the compressor and Lipschitz continuity (robustness) of the decompressor. The fundamental limits when these two constraints are imposed either separately or simultaneously are all considered. For memoryless discrete-continuous mixtures that are of the form (1.4), we show that the minimal measurement rate is given by the input information dimension, which coincides with the weight $\gamma$ of the absolutely continuous part. Moreover, the Lipschitz constant of the decoder can be chosen independent of $n$, as a function of the gap between the measurement rate and $\gamma$. This resolves the optimal phase transition threshold of error probability in noiseless compressed sensing.

Chapter 6 deals with the noisy case where the measurements are corrupted by additive noise. We consider three formulations of noise sensitivity, corresponding to optimal nonlinear, optimal linear and random linear (with i.i.d. entries) encoders and the associated optimal decoders, respectively. In the case of memoryless input processes, we show that for any input distribution, the phase transition threshold for optimal encoding is given by the input information dimension. Moreover, this result also holds for discrete-continuous mixtures with optimal linear encoders and Gaussian random linear encoders. Invoking the results on MMSE dimension in Chapter 4,
we show that the calculation of the reconstruction error with random measurement matrices based on heuristic replica methods in [7] predicts the correct phase transition threshold. These results also serve as a rigorous verification of the replica calculations in [7] in the high-SNR regime (up to $o(\sigma^2)$ as the noise variance $\sigma^2$ vanishes).

In Chapter 7, we compare the optimal phase transition threshold to the suboptimal threshold of several practical reconstruction algorithms under various input distributions. In particular, we show that the thresholds achieved by decoders based on linear-programming [16] and the AMP decoder [15, 6] lie far from the optimal boundary, especially in the highly sparse regime that is most relevant to compressed sensing applications.
Chapter 2

Rényi information dimension

This chapter is devoted to an overview of Rényi information dimension and its properties. In particular, in Section 2.5 we give a novel interpretation in terms of the entropy rate of the dyadic expansion of the random variable. We also discuss the connection between information dimension and rate-distortion theory established by Kawabata and Dembo [25], as well as the high-SNR asymptotics of mutual information with additive noise due to Guionnet and Shlyakhtenko [26]. The material in this chapter has been presented in part in [27, 5, 28, 29]; Theorems 1 – 3 and the content in Section 2.9 are new.

2.1 Definitions

A key concept in fractal geometry, in [24] Rényi defined the information dimension (also known as the entropy dimension [23]) of a probability distribution. It measures the rate of growth of the entropy of successively finer discretizations.

**Definition 1** (Information dimension). Let $X$ be an arbitrary real-valued random variable. For $m \in \mathbb{N}$, denote the uniformly quantized version of $X$ by

$$\langle X \rangle_m \triangleq \frac{\lfloor mX \rfloor}{m}.$$  \hspace{1cm} (2.1)

Define

$$d(X) = \liminf_{m \to \infty} \frac{H(\langle X \rangle_m)}{\log m}$$ \hspace{1cm} (2.2)

and

$$\overline{d}(X) = \limsup_{m \to \infty} \frac{H(\langle X \rangle_m)}{\log m},$$ \hspace{1cm} (2.3)

where $d(X)$ and $\overline{d}(X)$ are called lower and upper information dimensions of $X$ respectively. If $d(X) = \overline{d}(X)$, the common value is called the information dimension of

---

$^1$Throughout this thesis, $\langle \cdot \rangle_m$ denotes the quantization operator, which can also be applied to real numbers, vectors or subsets of $\mathbb{R}^n$ componentwise.
X, denoted by \( d(X) \), i.e.
\[
d(X) = \lim_{m \to \infty} \frac{H(\langle X \rangle_m)}{\log m} \tag{2.4}
\]
Rényi also defined the “entropy of dimension \( d(X) \)” as
\[
\hat{H}(X) = \lim_{m \to \infty} \left( H(\langle X \rangle_m) - d(X) \log m \right), \tag{2.5}
\]
provided the limit exists.

Definition 1 can be readily extended to random vectors, where the floor function \([\cdot]\) is taken componentwise [24, p. 208]. Since \( d(X) \) only depends on the distribution of \( X \), we also denote \( d(P_X) = d(X) \). Similar convention also applies to entropy and other information measures.

Apart from discretization, information dimension can be defined from a more general viewpoint: the mesh cubes of size \( \epsilon > 0 \) in \( \mathbb{R}^k \) are the sets \( C_{z,\epsilon} = \prod_{j=1}^k [z_j \epsilon, (z_j + 1)\epsilon) \) for \( z^k \in \mathbb{Z}^k \). For any \( \epsilon > 0 \), the collection \( \{C_{z,\epsilon} : z \in \mathbb{Z}^k\} \) partitions \( \mathbb{R}^k \). Hence for any probability measure \( \mu \) on \( \mathbb{R}^k \), this partition generates a discrete probability measure \( \mu_\epsilon \) on \( \mathbb{Z}^k \) by assigning \( \mu_\epsilon(\{z\}) = \mu(\{C_{z,\epsilon}\}) \). Then the information dimension of \( \mu \) can be expressed as
\[
d(X) = \lim_{\epsilon \downarrow 0} \frac{H(\mu_\epsilon)}{\log \frac{1}{\epsilon}}. \tag{2.6}
\]
It should be noted that there exist alternative definitions of information dimension in the literature. For example, in [30] the lower and upper information dimensions are defined by replacing \( H(\mu_\epsilon) \) with the \( \epsilon \)-entropy \( H_\epsilon(\mu) \) [31, 32] with respect to the \( \ell_\infty \) distance. This definition essentially allows unequal partition of the whole space, since \( H_\epsilon(\mu) \leq H(\mu_\epsilon) \). However, the resulting definition is equivalent (see Theorem 8). As another example, the following definition is adopted in [33, Definition 4.2],
\[
d(X) = \lim_{\epsilon \downarrow 0} \frac{\mathbb{E}\left[\log \mu(B_p(X,\epsilon))\right]}{\log \epsilon} \tag{2.7}
\]
\[
= \lim_{\epsilon \downarrow 0} \frac{\mathbb{E}\left[\log \mathbb{P}\{X \in B_p(\bar{X},\epsilon) | \bar{X}\}\right]}{\log \epsilon}, \tag{2.8}
\]
where \( \mu \) denotes the distribution of \( X \), \( \bar{X} \) is an independent copy of \( X \), and \( B_p(X,\epsilon) \) is the \( \ell_p \)-ball\(^2\) of radius \( \epsilon \) centered at \( x \), with the \( \ell_p \) norm on \( \mathbb{R}^n \) defined as
\[
\|x^n\|_p = \begin{cases} \left(\sum_{i=1}^n |x_i|^p\right)^{\frac{1}{p}}, & p \in [1, \infty), \\ \max\{|x_1|, \ldots, |x_n|\}, & p = \infty. \end{cases} \tag{2.9}
\]
\(^2\)By the equivalence of norms on finite-dimensional space, the the value of the limit on the right-hand side of (2.7) is independent of the underlying norm.
Note that using (2.7), information dimension can be defined for random variables valued on an arbitrary metric space. The equivalence of (2.7) to (2.4) is shown in Appendix A.1.

2.2 Characterizations and properties

The lower and upper information dimension of a random variable might not always be finite, because $H(\langle X \rangle_m)$ can be infinity for all $m$. However, as pointed out in [24], if the mild condition

$$H(\lfloor X_n \rfloor) < \infty$$  \hspace{1cm} (2.10)

is satisfied, we have

$$0 \leq d(X^n) \leq \overline{d}(X^n) \leq n.$$  \hspace{1cm} (2.11)

The necessity of (2.10) and its equivalence to finite mutual information with additive noise is shown next in Theorem 1. In the scalar case, a sufficient condition for finite information dimension is the existence of the Shannon transform [34, Definition 2.12], i.e.,

$$\mathbb{E}[\log(1 + |X|)] < \infty.$$  \hspace{1cm} (2.12)

See Appendix A.2 for a proof. Consequently, if $\mathbb{E}[|X|^\epsilon] < \infty$ for some $\epsilon > 0$, then $\overline{d}(X) < \infty$.

**Theorem 1.** Let $N^n_G$ be standard normal distributed independent of $X^n$. Define

$$I(X^n, \text{snnr}) = I(X^n; \sqrt{\text{snnr}}X^n + N^n_G).$$  \hspace{1cm} (2.13)

Then the following are equivalent:

1) $0 \leq d(X^n) \leq \overline{d}(X^n) \leq n$;

2) $H(\lfloor X^n \rfloor) < \infty$;

3) $\mathbb{E}\left[\log \frac{1}{P_{X^n(B_{y}(X^n, \epsilon))}}\right] < \infty$ for some $\epsilon > 0$;

4) $I(X^n, \text{snnr}) < \infty$ for some $\text{snnr} > 0$;

5) $I(X^n, \text{snnr}) < \infty$ for all $\text{snnr} > 0$.

If $H(\lfloor X^n \rfloor) = \infty$, then

$$d(X^n) = \infty.$$  \hspace{1cm} (2.14)

**Proof.** See Appendix A.2.

To calculate the information dimension in (2.2) and (2.3), it is sufficient to restrict to the exponential subsequence $m = 2^l$, as a result of the following proposition.
Lemma 1. Denote
\[ [·]_l \triangleq \langle · \rangle_{2^l}. \] (2.15)
Then
\[ d(X) = \lim \inf_{l \to \infty} \frac{H([X]_l)}{l}, \] (2.16)
\[ \overline{d}(X) = \lim \sup_{l \to \infty} \frac{H([X]_l)}{l}. \] (2.17)

Proof. See Appendix A.3. \qed

By analogous arguments that lead to Theorem 1, we have

Lemma 2. \( d(X) \) and \( \overline{d}(X) \) are unchanged if rounding or ceiling functions are used in Definition 1.

Proof. See Appendix A.3. \qed

The following lemma states additional properties of information dimension, the last three of which are inherited from Shannon entropy. For simplicity we assume that all information dimensions involved exist and are finite.

Lemma 3.
- Translation-invariance: for all \( x^n \in \mathbb{R}^n \),
\[ d(x^n + X^n) = d(X^n). \] (2.18)
- Scale-invariance: for all \( \alpha \neq 0 \),
\[ d(\alpha X^n) = d(X^n). \] (2.19)
- If \( X^n \) and \( Y^n \) are independent, then\(^3\)
\[ \max\{d(X^n), d(Y^n)\} \leq d(X^n + Y^n) \leq d(X^n) + d(Y^n). \] (2.20)
(2.21)
- If \( \{X_i\} \) are independent and \( d(X_i) \) exists for all \( i \), then
\[ d(X^n) = \sum_{i=1}^{n} d(X_i). \] (2.22)
- If \( X^n, Y^n, Z^n \) are independent, then
\[ d(X^n + Y^n + Z^n) + d(Z^n) \leq d(X^n + Z^n) + d(Y^n + Z^n). \] (2.23)

\(^3\)The upper bound (2.21) can be improved by defining conditional information dimension.
Appendix A.4.

The scale-invariance property of information dimension in (2.19) can in fact be generalized to invariance under (the pushforward of) all bi-Lipschitz functions, a property shared by Minkowski and packing dimension [35, Exercise 7.6]. The proof is straightforward in view of the alternative definition of information dimension in (2.7).

**Theorem 2.** For any Lipschitz function \( f : \mathbb{R} \to \mathbb{R} \), the (lower and upper) information dimension of \( X \) do not exceed those of \( f(X) \). Consequently, for any bi-Lipschitz function \( f : \mathbb{R} \to \mathbb{R} \), the (lower and upper) information dimension of \( X \) coincide with those of \( f(X) \).

To conclude this section, we discuss the regularity of information dimension as a functional of probability distributions. Similar to the Shannon entropy, information dimension is also discontinuous with respect to the weak-* topology. This can be verified using Theorem 4 presented in the next section, which shows that the information dimension of discrete and absolutely continuous distributions are zero and one respectively. However, the next result shows that information dimension is Lipschitz continuous with respect to the total variation distance.

**Theorem 3.** Let \( X^n \) and \( Y^n \) be random vectors such that \( H(\lfloor X^n \rfloor) \) and \( H(\lfloor Y^n \rfloor) \) are both finite. Then

\[
\max\{|d(X^n) - d(Y^n)|, \overline{d}(X^n) - \overline{d}(Y^n)\} \leq n \text{TV}(P_{X^n}, P_{Y^n}). \tag{2.24}
\]

**Proof.** Let \( \epsilon = \text{TV}(P_{X^n}, P_{Y^n}) \). Since dropping the integer part does not change the information dimension, we shall assume that \( X^n \) and \( Y^n \) are both valued in the unit hypercube \([0,1]^n\). Let \( m \in \mathbb{N} \). Since the total variation distance, as an f-divergence, satisfies the data processing inequality [36], we have \( \text{TV}(P_{X^n}_m, P_{Y^n}_m) \leq \epsilon \). By the variational characterization of the total variation distance [37], we have

\[
\text{TV}(P_{X^n}_m, P_{Y^n}_m) = \min_{P_{X^n}[Y^n]_m} \mathbb{P}\{[X^n]_m \neq [Y^n]_m\}, \tag{2.25}
\]

where the minimum is taken with respect to all joint distributions with the prescribed marginals \( P_{X^n}_m \) and \( P_{Y^n}_m \). Now let \( [X^n]_m \) and \( [Y^n]_m \) be jointly distributed according to the minimizer of (2.25). Then

\[
H([X^n]_m) \leq H([X^n]_m| [Y^n]_m) + H([Y^n]_m) \tag{2.26}
\]

\[
\leq H([X^n]_m| [Y^n]_m, [X^n]_m \neq [Y^n]_m)\epsilon + H([Y^n]_m) \tag{2.27}
\]

\[
\leq n m \epsilon + H([Y^n]_m) \tag{2.28}
\]

where (2.27) and (2.28) are due to (2.25) and that \( X^n \in [0,1]^n \) respectively. Dividing both sides of (2.28) by \( m \) and taking \( \liminf \) and \( \limsup \) with respect to \( m \to \infty \), we obtain (2.24). \( \square \)
2.3 Evaluation of information dimension

By the Lebesgue Decomposition Theorem [38], a probability distribution can be uniquely represented as the mixture

\[ \nu = p \nu_d + q \nu_c + r \nu_s, \quad (2.29) \]

where

- \( p + q + r = 1, \) \( p, q, r \geq 0. \)
- \( \nu_d \) is a purely atomic probability measure (discrete part).
- \( \nu_c \) is a probability measure absolutely continuous with respect to Lebesgue measure, i.e., having a probability density function (continuous part).
- \( \nu_s \) is a probability measure singular with respect to Lebesgue measure but with no atoms (singular part).

As shown in [24], the information dimension for the mixture of discrete and absolutely continuous distribution can be determined as follows (see [24, Theorem 1 and 3] or [17, Theorem 1, pp. 588 – 592]):

**Theorem 4.** Let \( X \) be a random variable such that \( H(\lfloor X \rfloor) < \infty. \) Assume the distribution of \( X \) can be represented as

\[ \nu = (1 - \rho) \nu_d + \rho \nu_c, \quad (2.30) \]

where \( \nu_d \) is a discrete measure, \( \nu_c \) is an absolutely continuous measure and \( 0 \leq \rho \leq 1. \) Then

\[ d(X) = \rho. \quad (2.31) \]

Furthermore, given the finiteness of \( H(\nu_d) \) and \( h(\nu_c), \) \( \hat{H}(X) \) admits a simple formula

\[ \hat{H}(X) = (1 - \rho) H(\nu_d) + \rho h(\nu_c) + h(\rho), \quad (2.32) \]

where \( H(\nu_d) \) is the Shannon entropy of \( \nu_d, \) \( h(\nu_c) \) is the differential entropy of \( \nu_c, \) and \( h(\rho) \triangleq \rho \log \frac{1}{\rho} + (1 - \rho) \log \frac{1}{1-\rho} \) is the binary entropy function.

Some consequences of Theorem 4 are as follows: as long as \( H(\lfloor X \rfloor) < \infty, \)

1. \( X \) is discrete: \( d(X) = 0, \) and \( \hat{H}(X) \) coincides with the Shannon entropy of \( X. \)
2. \( X \) is continuous: \( d(X) = 1, \) and \( \hat{H}(X) \) is equal to the differential entropy of \( X. \)
3. \( X \) is discrete-continuous-mixed: \( d(X) = \rho, \) and \( \hat{H}(X) \) is the weighted sum of the entropy of discrete and continuous parts plus a term of \( h_2(\rho). \)

For mixtures of countably many distributions, we have the following theorem.

---

4In measure theory, sometimes a measure is called continuous if it does not have any atoms, and a singular measure is called singularly continuous. Here we say a measure continuous if and only if it is absolutely continuous.
Theorem 5. Let $Y$ be a discrete random variable with $H(Y) < \infty$. If $d(P_{X|Y=i})$ exists for all $i$, then $d(X)$ exists and is given by $d(X) = \sum_{i=1}^{\infty} P_Y(i) d(P_{X|Y=i})$. More generally,

$$
\overline{d}(X) \leq \sum_{i=1}^{\infty} P_Y(i) \overline{d}(P_{X|Y=i}), \quad (2.33)
$$

$$
d(X) \geq \sum_{i=1}^{\infty} P_Y(i) d(P_{X|Y=i}). \quad (2.34)
$$

Proof. For any $m$, the conditional distribution of $\langle X \rangle_m$ given $Y = i$ is the same as $\langle X(i) \rangle_m$. Then

$$
H(\langle X \rangle_m | Y) \leq H(\langle X \rangle_m) \leq H(\langle X \rangle_m | Y) + H(Y), \quad (2.35)
$$

where

$$
H(\langle X \rangle_m | Y) = \sum_{i=1}^{\infty} P_Y(i) H(\langle X \rangle_m | Y = i). \quad (2.36)
$$

Since $H(Y) < \infty$, dividing both sides of (2.35) by $\log m$ and sending $m \to \infty$ yields (2.33) and (2.34).

To summarize, when $X$ has a discrete-continuous mixed distribution, the information dimension of $X$ is given by the weight of the continuous part. When the distribution of $X$ has a singular component, its information dimension does not admit a simple formula in general. For instance, it is possible that $d(X) < \overline{d}(X)$ (see [24, p. 195] or the example at the end of Section 2.5). However, for the important class of self-similar singular distributions, the information dimension can be explicitly determined. See Section 2.8.

2.4 Information dimension of order $\alpha$

With Shannon entropy replaced by Rényi entropy in (2.2) – (2.3), the generalized notion of information dimension of order $\alpha$ can be defined similarly as follows [39, 17]:

Definition 2 (Information dimension of order $\alpha$). Let $\alpha \in [0, \infty]$. The lower and upper dimensions of $X$ of order $\alpha$ are defined as

$$
d_{\alpha}(X) = \liminf_{m \to \infty} \frac{H_{\alpha}(\langle X \rangle_m)}{\log m} \quad (2.37)
$$

and

$$
\overline{d}_{\alpha}(X) = \limsup_{m \to \infty} \frac{H_{\alpha}(\langle X \rangle_m)}{\log m} \quad (2.38)
$$

$d_{\alpha}$ is also known as the $L^\alpha$ dimension or spectrum [23, 33]. In particular, $d_2$ is called the correlation dimension.
respectively, where $H_\alpha(Y)$ denotes the Rényi entropy of order $\alpha$ of a discrete random variable $Y$ with probability mass function $\{p_y : y \in \mathcal{Y}\}$, defined as

$$H_\alpha(Y) = \begin{cases} \sum_{y \in X} p_y \log \frac{1}{p_y}, & \alpha = 1, \\ \log \frac{1}{\max_{y \in \mathcal{Y}} p_y}, & \alpha = \infty, \\ \frac{1}{1-\alpha} \log \left( \sum_{y \in \mathcal{Y}} p_y^\alpha \right), & \alpha \neq 1, \infty. \end{cases} \quad (2.39)$$

If $d_\alpha(X) = \overline{d}_\alpha(X)$, the common value is called the information dimension of $X$ of order $\alpha$, denoted by $d_\alpha(X)$. The “the entropy of $X$ of order $\alpha$ and dimension $d_\alpha(X)$” as

$$\hat{H}_\alpha(X) = \lim_{m \to \infty} \left( H_\alpha(\{X\}_m) - d_\alpha(X) \log m \right), \quad (2.40)$$

provided the limit exists.

Analogous to (2.7), $d_\alpha$ has the following “continuous” version of definition that is equivalent to Definition 2 (see, for example, [21, Section 2.1] or [40, Definition 2.6]):

$$d_\alpha(X) = \lim_{\epsilon \downarrow 0} \frac{\log \mathbb{E}[\mu(B_p(X, \epsilon))^{\alpha-1}]}{(\alpha - 1) \log \epsilon}. \quad (2.41)$$

As a consequence of the monotonicity of Rényi entropy, information dimensions of different orders satisfy the following result.

**Lemma 4.** For $\alpha \in [0, \infty]$, $d_\alpha$ and $\overline{d}_\alpha$ both decrease with $\alpha$. Define

$$\hat{d}(X) = \lim_{\alpha \uparrow 1} \overline{d}_\alpha(X). \quad (2.42)$$

Then

$$0 \leq d_\infty \leq \lim_{\alpha \downarrow 1} d_\alpha \leq \hat{d} \leq \overline{d} \leq d_0. \quad (2.43)$$

**Proof.** All inequalities follow from the fact that for a fixed random variable $Y$, $H_\alpha(Y)$ decreases with $\alpha$ in $[0, \infty]$. \qed

For dimension of order $\alpha$ we highlight the following result from [39].

**Theorem 6 ([39, Theorem 3]).** Let $X$ be a random variable whose distribution has Lebesgue decomposition as in (2.29). Assume that $H_\alpha(\lfloor X \rfloor) < \infty$. Then

1. For $\alpha > 1$: if $p > 0$, that is, $X$ has a discrete component, then $d_\alpha(X) = 0$ and $\hat{H}_\alpha(X) = H_\alpha(\nu_d) + \frac{\alpha}{1-\alpha} \log p$.

2. For $\alpha < 1$: if $q > 0$, that is, $X$ has an absolutely continuous component, then $d_\alpha(X) = 1$ and $\hat{H}_\alpha(X) = h_\alpha(\nu_c) + \frac{\alpha}{1-\alpha} \log q$, where $h_\alpha(\nu_c)$ is the differential Rényi entropy of $\nu_c$, defined in terms of its density $f_c$ as

$$h_\alpha(\nu_c) = \frac{1}{1-\alpha} \log \int f_c^\alpha(x) dx. \quad (2.44)$$
As a consequence of the monotonicity, $\alpha \mapsto d_\alpha(X)$ can have at most countably infinite discontinuities. Remarkably, the only possible discontinuity is at $\alpha = 1$, as a result of the following inequality due to Beck [41]:

$$\frac{\alpha' - 1}{\alpha'} d_\alpha'(X) \geq \frac{\alpha - 1}{\alpha} d_\alpha(X), \quad \alpha < \alpha', \alpha, \alpha' \neq 0, 1.$$  \hspace{1cm} (2.45)

Recall that $d_1(X) = d(X)$. According to Theorem 6, for discrete-continuous mixed distributions, $d_\alpha(X) = \tilde{d}(X) = 1$ for all $\alpha < 1$, while $d(X)$ equals to the weight of the continuous part. However, for Cantor distribution (see Section 2.8), $d_\alpha(X) = \tilde{d}(X) = d(X) = \log_3 2$ for all $\alpha$.

### 2.5 Interpretation of information dimension as entropy rate

Let $(x)_i$ denote the $i^{th}$ bit in the binary expansion of $0 \leq x < 1$, that is,

$$(x)_i = 2^i ([x]_i - [x]_{i-1}) = [2^i x] - 2[2^{i-1} x] \in \mathbb{Z}_2.$$  \hspace{1cm} (2.46)

Let $X \in [0, 1]$ a.s. Observe that $H(\langle X \rangle_m) \leq \log m$, since the range of $\langle X \rangle_m$ contains at most $m$ values. Then $0 \leq d(X) \leq \tilde{d}(X) \leq 1$. The dyadic expansion of $X$ can be written as

$$X = \sum_{j=1}^{\infty} (X)_j 2^{-j},$$  \hspace{1cm} (2.47)

where each $(X)_j$ is a binary random variable. Therefore there is a one-to-one correspondence between $X$ and the binary random process $\{(X)_j : j \in \mathbb{N}\}$. Note that the partial sum in (2.47) is

$$[X]_i = \sum_{j=1}^{i} (X)_j 2^{-j},$$  \hspace{1cm} (2.48)

and $[X]_i$ and $((X)_1, \ldots, (X)_i)$ are in one-to-one correspondence, therefore

$$H([X]_i) = H((X)_1, \ldots, (X)_i).$$  \hspace{1cm} (2.49)

By Lemma 1, we have

$$d(X) = \liminf_{i \to \infty} \frac{H((X)_1, \ldots, (X)_i)}{i},$$  \hspace{1cm} (2.50)

$$\overline{d}(X) = \limsup_{i \to \infty} \frac{H((X)_1, \ldots, (X)_i)}{i}.$$  \hspace{1cm} (2.51)

Thus the information dimension of $X$ is precisely the entropy rate of its dyadic expansion, or the entropy rate of any $M$-ary expansion of $X$, divided by $\log M$. 
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This interpretation of information dimension enables us to gain more intuition about the result in Theorem 4. When $X$ has a discrete distribution, its dyadic expansion has zero entropy rate. When $X$ is uniform on $[0, 1]$, its dyadic expansion is i.i.d. equiprobable, and therefore it has unit entropy rate in bits. If $X$ is continuous, but nonuniform, its dyadic expansion still has unit entropy rate. Moreover, from (2.50), (2.51) and Theorem 4 we have

$$
\lim_{i \to \infty} D((X)_1, \ldots, (X)_i \mid \text{equiprobable}) = -h(X),
$$

where $D(\cdot \mid \cdot)$ denotes the relative entropy and the differential entropy is $h(X) \leq 0$ since $X \in [0, 1]$ a.s. The information dimension of a discrete-continuous mixture is also easily understood from this point of view, because the entropy rate of a mixed process is the weighted sum of entropy rates of each component. Moreover, random variables whose lower and upper information dimensions differ can be easily constructed from processes with different lower and upper entropy rates.

### 2.6 Connections with rate-distortion theory

The asymptotic behavior of the rate-distortion function, in particular, the asymptotic tightness of the Shannon lower bound in the high-rate regime, has been addressed in [42, 43] for continuous sources. In [25] Kawabata and Dembo generalized it to real-valued sources that do not necessarily possess a density, and showed that the information dimension plays a central role.

The asymptotic tightness of the Shannon lower bound in the high-rate regime is shown by the following result.

**Theorem 7 ([43]).** Let $X$ be a random variable on the normed space $(\mathbb{R}^k, \|\cdot\|)$ with a density such that $h(X) > -\infty$. Let the distortion function be $\rho(x, y) = \|x - y\|^r$ with $r > 0$, and the single-letter rate-distortion function is given by

$$
R_X(D) = \inf_{\mathbb{E} \|Y - X\|^r \leq D} I(X; Y).
$$

Suppose that there exists an $\alpha > 0$ such that $\mathbb{E} \|X\|^\alpha < \infty$. Then $R_X(D) \geq R_L(D)$ and

$$
\lim_{D \to 0} (R_X(D) - R_L(D)) = 0,
$$

where the Shannon lower bound $R_L(D)$ takes the following form

$$
R_L(D) = \frac{k}{r} \log \frac{1}{D} + h(X) + \frac{k}{r} \log \frac{k}{re} - \frac{k}{r} \Gamma \left( \frac{k}{r} \right) \log V_k,
$$

where $V_k$ denotes the volume of the unit ball $B_k = \{x \in \mathbb{R}^k : \|x\| \leq 1\}$.

Special cases of Theorem 7 include:
• MSE distortion and scalar source: \( \rho(x, y) = (x - y)^2, \|x\| = |x|, r = 2, k = 1 \) and \( V_k = 2 \). Then the Shannon lower bound takes the familiar form

\[
R_L(D) = h(X) - \frac{1}{2} \log(2\pi e D). \tag{2.56}
\]

• Absolute distortion and scalar source: \( \rho(x, y) = |x - y|, \|x\| = |x|, r = 1, k = 1 \) and \( V_k = 2 \). Then

\[
R_L(D) = h(X) - \log(2eD). \tag{2.57}
\]

• \( \ell_\infty \) norm and vector source: \( \rho(x, y) = \|x - y\|_\infty, \|x\| = \|x\|_\infty, r = 1 \) and \( V_k = 2^k \). Then

\[
R_L(D) = h(X) + \log \left( \frac{1}{k!} \left( \frac{k}{2eD} \right)^k \right). \tag{2.58}
\]

For general sources, Kawabata and Dembo introduced the concept of rate-distortion dimension in [25]. The rate-distortion dimension of a measure \( \mu \) (or a random variable \( X \) with the distribution \( \mu \)) on the metric space \( (\mathbb{R}^k, d) \) is defined as follows:

\[
\bar{\dim}_R(X) = \limsup_{D \downarrow 0} \frac{R_X(D)}{\frac{1}{r} \log \frac{1}{D}}, \tag{2.59}
\]

\[
\underline{\dim}_R(X) = \liminf_{D \downarrow 0} \frac{R_X(D)}{\frac{1}{r} \log \frac{1}{D}}, \tag{2.60}
\]

where \( R_X(D) \) is the rate-distortion function of \( X \) with distortion function \( \rho(x, y) = d(x, y)^r \) and \( r > 0 \). Then under the equivalence of the metric and the \( \ell_\infty \) norm as in (2.61), the rate-distortion dimension coincides with the information dimension of \( X \):

**Theorem 8** ([25, Proposition 3.3]). Consider the metric space \( (\mathbb{R}^k, d) \). If there exists \( a_1, a_2 > 0 \), such that for all \( x, y \in \mathbb{R}^k \),

\[
a_2 \|x - y\|_\infty \leq d(x, y) \leq a_1 \|x - y\|_\infty, \tag{2.61}
\]

then

\[
\bar{\dim}_R(X) = \overline{d}(X), \tag{2.62}
\]

\[
\underline{\dim}_R(X) = \underline{d}(X). \tag{2.63}
\]

Moreover, (2.62) and (2.63) hold even if the \( \epsilon \)-entropy \( H_\epsilon(X) \) instead of the rate-distortion function \( R_X(\epsilon) \) is used in the definition of \( \bar{\dim}_R(X) \) and \( \underline{\dim}_R(X) \).
In particular, consider the special case of scalar source and MSE distortion $d(x, y) = |x - y|^2$. Then whenever $d(X)$ exists and is finite, \(^6\)

$$R_X(D) = \frac{d(X)}{2} \log \frac{1}{D} + o(\log D), \quad D \to 0. \quad (2.64)$$

Therefore $\frac{d(X)}{2}$ is the scaling constant of $R_X(D)$ with respect to $\log \frac{1}{D}$ in the high-rate regime. This fact gives an operational characterization of information dimension in Shannon theory. Note that in the most familiar cases we can sharpen (2.64) to show the following: as $D \to 0$,

- $X$ is discrete and $H(X) < \infty$: $R_X(D) = H(X) + o(1)$.
- $X$ is continuous and $h(X) > -\infty$: $R_X(D) = \frac{1}{2} \log \frac{1}{2\pi e D} + h(X) + o(1)$.
- $X$ is discrete-continuous mixed: if $P_X$ is given by the mixture (2.30) with finite variance, then [42, Theorem 1]

$$R_X(D) = \frac{\rho}{2} \log \frac{1}{D} + \hat{H}(X) + o(1). \quad (2.65)$$

where $\hat{H}(X)$ is the entropy of $X$ of dimension $\rho$ given in (2.32). In view of the definition of $\hat{H}$ in (2.5), we see that for mixtures the rate-distortion function coincides with the entropy of the quantized version up to $o(1)$ term, i.e., if $m = \frac{1}{\sqrt{D}}(1 + o(1))$, then $R_X(D) - H(\langle X \rangle_m) = o(1)$.

**Remark 1.** Information dimension is also related to the fine quantization of random variables. See the notion of *quantization dimension* introduced by Zador [44] and discussed in [45, Chapter 11].

### 2.7 High-SNR asymptotics of mutual information

The high-SNR asymptotics of mutual information with additive noise is governed by the *input information dimension*. Recall the notation $I(X, \text{snr})$ defined in (2.13) which denotes the mutual information between $X$ and $\sqrt{\text{snr}} X + N_G$, where $N_G$ is standard additive Gaussian noise. Using [26, Theorems 2.7 and 3.1], Theorem 1 and the equivalent definition of information dimension in (2.7), we can relate the scaling law of mutual information under weak noise to the information dimension:

**Theorem 9.** For any random variable $X$, then

$$\limsup_{\text{snr} \to \infty} \frac{I(X, \text{snr})}{\frac{1}{2} \log \text{snr}} = d(X),$$

$$\liminf_{\text{snr} \to \infty} \frac{I(X, \text{snr})}{\frac{1}{2} \log \text{snr}} = d(X). \quad (2.66, 2.67)$$

\(^6\)We use the following asymptotic notations: $f(x) = O(g(x))$ if $\limsup_{|g(x)|} \frac{|f(x)|}{|g(x)|} < \infty$, $f(x) = \Omega(g(x))$ if $g(x) = O(f(x))$, $f(x) = \Theta(g(x))$ if $f(x) = O(g(x))$ and $f(x) = \Omega(g(x))$, $f(x) = o(g(x))$ if $\lim_{|g(x)|} \frac{|f(x)|}{|g(x)|} = 0$, $f(x) = \omega(g(x))$ if $g(x) = o(f(x))$. 
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The original results in [26] are proved under the assumption of (2.12), which can in fact be dropped. Also, the authors of [26] did not point out that the “classical analogue” of the free entropy dimension they defined in fact coincides with Rényi’s information dimension. For completeness, we give a proof in Appendix A.5, which includes a non-asymptotic version of Theorem 9.

Theorem 9 also holds for non-Gaussian noise $N$ with finite non-Gaussianess:

$$D(N) \triangleq D(N||\Phi_N) < \infty,$$  \hspace{1cm} (2.68)

where $\Phi_N$ is Gaussian distributed with the same mean and variance as $N$. This is because

$$I(X;\sqrt{\text{snr}}X + \Phi_N) \leq I(X;\sqrt{\text{snr}}X + N) \leq I(X;\sqrt{\text{snr}}X + \Phi_N) + D(N). \hspace{1cm} (2.69)$$

Moreover, Theorem 9 can be readily extended to random vectors.

**Remark 2.** Consider the MSE distortion criterion. As a consequence of Theorems 9 and 8, when $d(X)$ exists, we have

$$I(X,\text{snr}) = \frac{d(X)}{2} \log \text{snr} + o(\log \text{snr}), \hspace{1cm} (2.70)$$

$$R_X(D) = \frac{d(X)}{2} \log \frac{1}{D} + o \left( \log \frac{1}{D} \right), \hspace{1cm} (2.71)$$

when $\text{snr} \to \infty$ and $D \to 0$ respectively. Therefore in the minimization problem (2.53), choosing the forward channel $P_{Y|X}$ according to $Y = X + \sqrt{D}N_G$ is first-order optimal. However, it is unclear whether such a choice is optimal in the following stronger sense:

$$\lim_{D \downarrow 0} R_X(D) - I(X;X + \sqrt{D}N_G) = 0. \hspace{1cm} (2.72)$$

### 2.8 Self-similar distributions

#### 2.8.1 Definitions

An *iterated function system* (IFS) is a family of contractions $\{F_1, \ldots, F_m\}$ on $\mathbb{R}^n$, where $2 \leq m < \infty$, and $F_j : \mathbb{R}^n \to \mathbb{R}^n$ satisfies $\|F_j(x) - F_j(y)\|_2 \leq r_j \|x - y\|_2$ for all $x, y \in \mathbb{R}^n$ with $0 < r_j < 1$. By [46, Theorem 2.6], given an IFS there is a unique nonempty compact set $E$, called the *invariant set* of the IFS, such that $E = \bigcup_{j=1}^m F_j(E)$. The corresponding invariant set is called *self-similar*, if the IFS consists of *similarity transformations*, that is,

$$F_j(x) = r_j O_j x + w_j \hspace{1cm} (2.73)$$
with $O_j$ an orthogonal matrix, $r_j \in (0,1)$ and $w_j \in \mathbb{R}^n$, in which case
\[
\frac{\|F_j(x) - F_j(y)\|_2}{\|x - y\|_2} = r_j
\] (2.74)
is called the similarity ratio of $F_j$. If $r_j$ is constant for all $j$, we say that $E$ is homogeneous [47] (or equicontractive [48]). Self-similar sets are usually fractal [18]. For example, consider the IFS on $\mathbb{R}$ with
\[
F_1(x) = \frac{x}{3}, \quad F_2(x) = \frac{x + 2}{3}.
\] (2.75)
The resulting invariant set is the middle-third Cantor set.

Now we define measures supported on a self-similar set $E$ associated with the IFS $\{F_1, \ldots, F_m\}$.

**Definition 3.** Let $P = \{p_1, \ldots, p_m\}$ be a probability vector and $\{F_1, \ldots, F_m\}$ an IFS. A Borel probability measure $\mu$ is called self-similar if
\[
\mu(A) = \sum_{j=1}^m p_j \mu(F_j^{-1}(A)),
\] (2.76)
for all Borel subsets $A$.

Classical results from fractal geometry ([49], [46, Theorem 2.8]) assert the existence and uniqueness of $\mu$, which is supported on the self-similar invariance set $E$ that satisfies $\mu(F_j(E)) = p_j$ for each $j$. The usual Cantor distribution [38] can be defined through the IFS in (2.75) and $P = \{1/2, 1/2\}$.

**Remark 3.** The fixed-point equation in (2.76) can be equivalently understood as follows. Consider a random transformation on $\mathbb{R}$ defined by mapping $x$ to $F_j(x)$ with probability $p_j$. Then $\mu$ is the (unique) fixed point of this random transformation, i.e., the input distribution $\mu$ induces the same output distribution. For one-dimensional self-similar measure with IFS (2.73), the corresponding random transformation is given by
\[
Y = RX + W
\] (2.77)
where $X$ is independent of $(R,W)$ and $R$ is correlated with $W$ according to $\mathbb{P}\{R = r_j, W = w_j\} = p_j, j = 1, \ldots, m$. It is easy to check that the distribution of
\[
X = \sum_{k=1}^\infty W_k \prod_{i=1}^{k-1} R_i
\] (2.78)
is the fixed-point of (2.77), where $\{(R_k, W_k)\}$ in (2.77) is an i.i.d. sequence. In the homogeneous case, (2.77) becomes
\[
Y = rX + W
\] (2.79)
and (2.78) simplifies to a randomly modulated geometric series\(^7\)

\[
X = \sum_{k \geq 1} W_k r^{k-1},
\]

(2.80)

where \(\{W_k\}\) are i.i.d.

From (2.80) we see that distributions defined by \(M\)-ary expansion with independent digits can be equivalently defined via IFS, in which case \(r = \frac{1}{M}\) and \(W_k\) is \(\{0, \ldots, M-1\}\)-valued. For example, the ternary expansion of the Cantor distribution consists of independent digits which take value 0 or 2 equiprobably.

### 2.8.2 Information dimension

It is shown in [23] that\(^8\) the information dimension (or dimension of order \(\alpha\)) of self-similar measures always exists.

**Theorem 10.** Let \(X\) be distributed according to \(\mu\) in (2.76). Then the sequence \(\{H([X]_m) - 10\}\) is superadditive. Consequently, \(d(X)\) exists and satisfies

\[
d(X) = \sup_{m \geq 1} \frac{H([X]_m)}{m},
\]

(2.81)

**Proof.** See [23, Theorem 1.1, Lemma 2.2 and Equation (3.10)]. \(\square\)

In spite of the general existence result in [23], there is no known formula for the information dimension unless the IFS satisfies certain separation conditions, for example [18, p. 129]:

- **strong separation condition**: \(\{F_j(E) : j = 1, \ldots, m\}\) are disjoint.
- **open set condition**: there exists a nonempty bounded open set \(U \subset \mathbb{R}^n\), such that \(\bigcup_j F_j(U) \subset U\) and \(F_i(U) \cap F_j(U) = \emptyset\) for \(i \neq j\).

Note that the open set condition is weaker than the strong separation condition. The following lemma (proved in Appendix A.6) gives a sufficient condition for a self-similar homogeneous measure (or random variables of the form (2.80)) to satisfy the open set condition.

**Lemma 5.** Let the IFS \(\{F_1, \ldots, F_m\}\) consist of similarity transformations \(F_j(x) = rx + w_j\), where \(0 < r < 1\) and \(\mathcal{W} \triangleq \{w_1, \ldots, w_m\} \subset \mathbb{R}\). Then the open set condition is satisfied if

\[
r \leq \frac{m(\mathcal{W})}{m(\mathcal{W}) + M(\mathcal{W})},
\]

(2.82)

where the minimum distance and spread of \(\mathcal{W}\) are defined by

\[
m(\mathcal{W}) \triangleq \min_{w_i \neq w_j \in \mathcal{W}} |w_i - w_j|.
\]

\[
M(\mathcal{W}) \triangleq \max_{w_i \neq w_j \in \mathcal{W}} |w_i - w_j|.
\]
and
\[ M(\mathcal{W}) \triangleq \max_{w_i, w_j \in \mathcal{W}} |w_i - w_j| \tag{2.84} \]
respectively.

The next result gives a formula for the information dimension of a self-similar measure \( \mu \) with IFS satisfying the open set condition:

**Theorem 11** ([51], [18, Chapter 17]). Let \( \mu \) be the self-similar measure (2.76) generated by the IFS (2.73) which satisfies the open set condition. Then

\[ d(\mu) = \frac{H(P)}{\sum_{j=1}^{m} p_j \log \frac{1}{r_j}} \tag{2.85} \]

and

\[ d_\alpha(\mu) = \frac{\beta(\alpha)}{\alpha - 1}; \quad \alpha \neq 1, \tag{2.86} \]

where \( \beta(\alpha) \) is the unique solution to the following equation of \( \beta \):

\[ \sum_{j=1}^{m} p_j^\alpha r_j^\beta = 1 \tag{2.87} \]

In particular, for self-similar homogeneous \( \mu \) with \( r_j = r \) for all \( j \),

\[ d_\alpha(\mu) = \frac{H_\alpha(P)}{\log \frac{1}{r}}, \quad \alpha \geq 0. \tag{2.88} \]

Theorem 11 can be generalized to

- non-linear IFS, with similarity ratio \( r_j \) in (2.85) replaced by the Lipschitz constant of \( F_j \) [52];
- random variables of the form (2.78) where the sequence \( \{ (W_k) \} \) is stationary and ergodic, with \( H(P) \) in (2.85) replaced by the entropy rate [25, Theorem 4.1].
- IFS with overlaps [53].

The open set condition implies that \( \sum_{j=1}^{m} \text{Leb}(F_j(U)) = \text{Leb}(U) \sum_{j=1}^{m} r_j^n \leq \text{Leb}(U) \). Since \( 0 < \text{Leb}(U) < \infty \), it follows that

\[ \sum_{j=1}^{m} r_j^n \leq 1. \tag{2.89} \]

In view of (2.85), we have

\[ d(X) = \frac{nH(P)}{H(P) + D(P || R)}, \tag{2.90} \]
where \( R = (r_1^n, \ldots, r_m^n) \) is a sub-probability measure. Since \( D(P \| R) \geq 0 \), we have \( 0 \leq d(X) \leq n \), which agrees with (2.11). Note that as long as the open set condition is satisfied, the information dimension does not depend on the translates \( \{w_1, \ldots, w_m\} \).

To conclude this subsection, we note that in the homogeneous case, it can be shown that (2.88) always holds with inequality without imposing any separation condition.

**Lemma 6.** For self-similar homogeneous measure \( \mu \) with similarity ratio \( r \),

\[
d_{\alpha}(\mu) \leq \frac{H_{\alpha}(P)}{\log \frac{1}{r}}, \quad \alpha \geq 0.
\]

(2.91)

*Proof.* See Appendix A.7.

### 2.9 Information dimension under projection

Let \( A \in \mathbb{R}^{m \times n} \) with \( m \leq n \). Then for any \( X^n \),

\[
d(AX^n) \leq \min\{d(X^n), \text{rank}(A)\}.
\]

(2.92)

Understanding how the dimension of a measure behaves under projections is a basic problem in fractal geometry. It is well-known that almost every projection preserves the dimension, be it Hausdorff dimension (Marstrand’s projection theorem [35, Chapter 9]) or information dimension [33, Theorems 1.1 and 4.1]. However, computing the dimension for individual projections is in general difficult.

The preservation of information dimension of order \( 1 < \alpha \leq 2 \) under typical projections is shown in [33, Theorem 1], which is relevant to our investigation of the almost sure behavior of degrees of freedom. The proof of the following result is potential-theoretic.

**Lemma 7.** Let \( \alpha \in (1, 2] \) and \( m \leq n \). Then for almost every \( A \in \mathbb{R}^{m \times n}, \)

\[
d_{\alpha}(AX^n) = \min\{d_\alpha(X^n), m\},
\]

(2.93)

It is easy to see that (2.93) fails for information dimension (\( \alpha = 1 \)) [33, p. 1041]: let \( P_{X^n} = (1 - \rho)\delta_0 + \rho Q \), where \( Q \) is an absolutely continuous distribution on \( \mathbb{R}^n \) and \( \rho < \frac{m}{n} \). Then \( d(X^n) = \rho n \) and \( \min\{d_\alpha(X^n), m\} = m \). Note that \( AX^n \) also has a mixed distribution with an atom at zero of mass at least \( 1 - \rho \). Then \( d(AX^n) = \rho m < m \). Examples of nonpreservation of \( d_{\alpha} \) for \( 0 \leq \alpha < 1 \) or \( \alpha > 2 \) are given in [33, Section 5].

A problem closely related to the degrees of freedom of interference channel is to determine the dimension difference of a two-dimensional product measure under two projections [54]. To ease the exposition, we assume that all information dimension in
the sequel exist. Let \( p, q, p', q' \) be non-zero real numbers. Then

\[
\begin{align*}
    d(pX + qY) - d(p'X + q'Y) & \leq \frac{1}{2}(d(pX + qY) + d(pX + qY) - d(X) - d(Y)) \\
    & \leq \frac{1}{2}.
\end{align*}
\] (2.94) (2.95)

where (2.94) and (2.95) follow from (2.20) and (2.21) respectively. Therefore the dimension of a two-dimensional product measure under two projections can differ by at most one half. However, the next result shows that if the coefficients are rational, then the dimension difference is strictly less than one half. The proof is based on new entropy inequalities for sums of dilated independent random variables derived in Appendix A.8.

**Theorem 12.** Let \( p, p', q, q' \) be non-zero integers. Then

\[
    d(pX + qY) - d(p'X + q'Y) \leq \frac{1}{2} - \epsilon(p'q, pq'),
\] (2.96)

where

\[
    \epsilon(a, b) \triangleq \frac{1}{36([\log |a|] + [\log |b|]) + 74}.
\] (2.97)

**Proof.** Appendix A.8.

If \( p' = q' = 1 \), for the special case of \( (p, q) = (1, 2) \) and \( (1, -1) \), the right-hand side of (2.96) can be improved to \( \frac{3}{7} \) and \( \frac{2}{5} \) respectively. See Remark 32 at the end of Appendix A.8.

For irrational coefficients, (2.95) is tight in the following sense:

**Theorem 13.** Let \( \frac{p'q}{p'q} \) be irrational. Then

\[
    \sup_{X \perp Y} d(pX + qY) - d(p'X + q'Y) = \frac{1}{2}.
\] (2.98)

**Proof.** Appendix A.9.
Chapter 3

Minkowski dimension

In this chapter we introduce the notion of Minkowski dimension, a central concept in fractal geometry which gauges the degree of fractality of sets and measures. The relevance of Minkowski dimension to compressed sensing is mainly due to the linear embeddability of sets of low Minkowski dimension into low-dimensional Euclidean spaces. Section 3.1 gives the definition of Minkowski dimension and overviews its properties. Section 3.2 contains definitions and coding theorems of lossless Minkowski dimension compression, which are important intermediate results for Chapter 5. New type of concentration-of-measure type of results are proved for memoryless sources, which shows that overwhelmingly large probability is concentrated on subsets of low (Minkowski) dimension. The material in this chapter has been presented in part in [5].

3.1 Minkowski dimension of sets and measures

Definition 4 (Covering number). Let \( A \) be a nonempty bounded subset of the metric space \((X,d)\). For \( \epsilon > 0 \), define \( N_A(\epsilon) \), the \( \epsilon \)-covering number of \( A \), to be the smallest number of \( \epsilon \)-balls needed to cover \( A \), that is,

\[
N_A(\epsilon) = \min \left\{ k : A \subset \bigcup_{i=1}^{k} B(x_i, \epsilon), x_i \in X \right\}.
\]

(3.1)

Definition 5 (Minkowski dimensions). Let \( A \) be a nonempty bounded subset of metric space \((X,d)\). Define the lower and upper Minkowski dimensions of \( A \) as

\[
\dim_B A = \liminf_{\epsilon \to 0} \frac{\log N_A(\epsilon)}{\log \frac{1}{\epsilon}} \tag{3.2}
\]

and

\[
\overline{\dim}_B A = \limsup_{\epsilon \to 0} \frac{\log N_A(\epsilon)}{\log \frac{1}{\epsilon}} \tag{3.3}
\]
respectively. If \( \dim_B A = \dim_B A \), the common value is called the Minkowski dimension of \( A \), denoted by \( \dim_B A \).

The \((\varepsilon-)\)Minkowski dimension of a probability measure is defined as the lowest Minkowski dimension among all sets with measure at least \( 1 - \varepsilon \) [30].

**Definition 6.** Let \( \mu \) be a probability measure on \((\mathbb{R}^n, \mathcal{B}_{\mathbb{R}^n})\). Define the \((\varepsilon-)\)Minkowski dimension of \( \mu \) as

\[
\overline{\dim}_B(\mu) = \inf \{ \overline{\dim}_B(A) : \mu(A) \geq 1 - \varepsilon \}.
\]

(3.4)

It should be pointed out that the Minkowski dimension depends on the underlying metric. Nevertheless, equivalent metrics result in the same dimension. A few examples are:

- \( \dim_B A = 0 \) for any finite set \( A \).
- \( \dim_B A = n \) for any bounded set \( A \) of *nonempty interior* in Euclidean space \( \mathbb{R}^n \).
- Let \( C \) be the middle-third Cantor set in the unit interval. Then \( \dim_B C = \log_3 2 \) [18, Example 3.3].
- \( \dim_B \{ \frac{1}{i} : i \in \mathbb{N} \} = \frac{1}{2} > 0 \) [18, Example 3.5]. From this example we see that Minkowski dimension lacks certain stability properties one would expect of a dimension, since it is often desirable that adding a countable set would have no effect on the dimension. This property fails for Minkowski dimension. On the contrary, we observe that Rényi information dimension exhibits stability with respect to adding a discrete component as long as the entropy is finite. However, mixing any distribution with a discrete measure with unbounded support and infinite entropy will necessarily result in infinite information dimension.

The upper Minkowski dimension satisfies the following properties (see [18, p. 48 (iii) and p. 102 (7.9)]), which will be used in the proof of Theorem 14.

**Lemma 8.** For bounded sets \( A_1, \ldots, A_k \),

\[
\overline{\dim}_B \bigcup_{i=1}^k A_i = \max_i \overline{\dim}_B A_i,
\]

(3.5)

\[
\overline{\dim}_B A_1 \times \cdots \times A_k \leq \sum_i \overline{\dim}_B A_i.
\]

(3.6)

The following lemma shows that in Euclidean spaces, without loss of generality we can restrict attention to covering \( A \) with *mesh cubes*: For \( z^n \in \mathbb{Z}^n \),

\[
C_m(z^n) \triangleq \left\{ x^n \in \mathbb{R}^n : [x^n]_m = \frac{z^n}{2^m} \right\} \quad \text{(3.7)}
\]

\[
= \prod_{i=1}^n \left[ \frac{z_i}{2^m}, \frac{z_i + 1}{2^m} \right).
\]

(3.8)
Since all the mesh cubes partition the whole space, to calculate the lower or upper Minkowski dimension of a set, it suffices to count the number of mesh cubes it intersects, hence justifying the name of box-counting dimension. Denote by $\tilde{N}_A(2^{-m})$ the smallest number of mesh cubes of size $2^{-m}$ that covers $A$, that is,

$$\tilde{N}_A(2^{-m}) = \min \left\{ k : A \subset \bigcup_{i=1}^{k} C_m(z_i), z_i \in \mathbb{Z}^n \right\} \quad (3.9)$$

$$= |\{ z \in \mathbb{Z}^n : A \cap C_m(z) \neq \emptyset \}| \quad (3.10)$$

$$= |[A]_m|, \quad (3.11)$$

where $[A]_m \triangleq \{ [x]_m : x \in A \}$.

**Lemma 9.** Let $A$ be a bounded subset in $(\mathbb{R}^n, \| \cdot \|_p)$, $1 \leq p \leq \infty$. The Minkowski dimensions satisfy

$$\overline{\dim}_BA = \lim \inf_{m \to \infty} \frac{\log |[A]_m|}{m} \quad (3.12)$$

and

$$\underline{\dim}_BA = \lim \sup_{m \to \infty} \frac{\log |[A]_m|}{m}. \quad (3.13)$$

**Proof.** See Appendix C.2. \qed

### 3.2 Lossless Minkowski-dimension compression

As a counterpart to lossless data compression, in this section we investigate the problem of lossless Minkowski dimension compression for general sources, where the minimum $\epsilon$-achievable rate is defined as $R_B(\epsilon)$. This is an important intermediate tool for studying the fundamental limits of lossless linear encoding and Lipschitz decoding in Chapter 5. We present bounds for $R_B(\epsilon)$ for general sources, as well as tight results for discrete-continuous mixtures and self-similar sources.

Consider a source $X^n$ in $\mathbb{R}^n$ equipped with an $\ell_p$-norm. We define the minimum $\epsilon$-achievable rate for Minkowski-dimension compression as follows:

**Definition 7 (Minkowski-dimension compression rate).** Let $\{X_i : i \in \mathbb{N}\}$ be a stochastic process on $(\mathbb{R}^n, \mathcal{B} \otimes \mathbb{N})$. Define

$$R_B(\epsilon) = \lim \sup_{n \to \infty} \frac{\overline{\dim}^\epsilon(P_{X^n})}{n} \quad (3.14)$$

$$= \lim \sup_{n \to \infty} \frac{1}{n} \inf \left\{ \overline{\dim}_BS : S \subset \mathbb{R}^n, \mathbb{P} \{ X^n \in S \} \geq 1 - \epsilon \right\}. \quad (3.15)$$

**Remark 4 (Connections to data compression).** Definition 7 deals with the minimum upper Minkowski dimension of high-probability events of source realizations. This can
be seen as a counterpart of lossless source coding, which seeks the smallest cardinality of high-probability events. Indeed, when the source alphabet is some countable set $\mathcal{X}$, the conventional minimum source coding rate is defined like in (3.15) replacing $\dim B S$ by $\log |S|$ (see Definition 12 in Section 5.2.1). For memoryless sources, the strong source coding theorem states that

$$H(X) = \lim_{n \to \infty} \frac{1}{n} \inf \{ \log |S| : S \subseteq \mathcal{X}^n, \mathbb{P}\{X^n \in S\} \geq 1 - \epsilon \}, \quad 0 < \epsilon < 1. \quad (3.16)$$

In general, $0 \leq R_B(\epsilon) \leq 1$ for any $0 < \epsilon \leq 1$. This is because for any $n$, there exists a compact subset $S \subseteq \mathbb{R}^n$, such that $\mathbb{P}\{X^n \in S\} \geq 1 - \epsilon$, and $\dim B S \leq n$ by definition. Several coding theorems for $R_B(\epsilon)$ are given as follows.

**Theorem 14.** Suppose that the source is memoryless with distribution such that $\overline{d}(X) < \infty$. Then

$$R_B(\epsilon) \leq \lim_{\alpha \uparrow 1} \overline{d}_\alpha(X) \quad (3.17)$$

and

$$R_B(\epsilon) \geq \overline{d}(X) \quad (3.18)$$

for $0 < \epsilon < 1$.

**Proof.** See Section 3.3. \qed

For the special cases of discrete-continuous mixed and self-similar sources, we have the following tight results.

**Theorem 15.** Suppose that the source is memoryless with a discrete-continuous mixed distribution. Then

$$R_B(\epsilon) = \rho \quad (3.19)$$

for all $0 < \epsilon < 1$, where $\rho$ is the weight of the continuous part of the distribution. If $d(X)$ is finite, then

$$R_B(\epsilon) = d(X). \quad (3.20)$$

**Theorem 16.** Suppose that the source is memoryless with a self-similar distribution that satisfies the strong separation condition. Then

$$R_B(\epsilon) = d(X) \quad (3.21)$$

for all $0 < \epsilon < 1$.

**Theorem 17.** Suppose that the source is memoryless and bounded, whose $M$-ary expansion defined in (2.47) consists of independent (not necessarily identically distributed) digits. Then

$$R_B(\epsilon) = \overline{d}(X) \quad (3.22)$$

for all $0 < \epsilon < 1$. 
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When $\overline{d}(X) = \infty$, $R_B(\epsilon)$ can take any value in $[0,1]$ for all $0 < \epsilon < 1$. Such a source can be constructed using Theorem 15 as follows: Let the distribution of $X$ be a mixture of a continuous and a discrete distribution with weights $d$ and $1 - d$ respectively, where the discrete part is supported on $\mathbb{N}$ and has infinite entropy. Then $\overline{d}(X) = \infty$ by Theorem 1 and Theorem 4, but $R_B(\epsilon) = d$ by Theorem 15.

3.3 Proofs

Before showing the converse part of Theorem 14, we state two lemmas which are of independent interest in conventional lossless source coding theory.

Lemma 10. Assume that $\{X_i : i \in \mathbb{N}\}$ is a discrete memoryless source with common distribution $P$ on the alphabet $\mathcal{X}$. $H(P) < \infty$. Let $\delta \geq -H(P)$. Denote by $p_n^*(P, \delta)$ the block error probability of the optimal $(n, \lfloor (H(X) + \delta)n \rfloor)$-code, i.e.,

$$p_n^*(P, \delta) \triangleq 1 - \sup \{P^n(S) : |S| \leq \exp((H(X) + \delta)n)\}.$$  \hspace{1cm} (3.23)

Then for any $n \in \mathbb{N}$,

$$p_n^*(P, \delta) \leq \exp[-nE_0(P, \delta)],$$  \hspace{1cm} (3.24)

$$p_n^*(P, \delta) \geq 1 - \exp[-nE_1(P, \delta)],$$  \hspace{1cm} (3.25)

where the exponents are given by

$$E_0(P, \delta) = \inf_{Q : H(Q) > H(P) + \delta} D(Q||P) = \max_{\lambda \geq 0} \lambda \left[ H(P) + \delta - H_{\frac{1}{1+\lambda}}(P) \right],$$  \hspace{1cm} (3.26)

$$E_1(P, \delta) = \inf_{Q : H(Q) < H(P) + \delta} D(Q||P) = \max_{\lambda \geq 0} \lambda \left[ H_{\frac{1}{1+\lambda}}(P) - H(P) - \delta \right].$$  \hspace{1cm} (3.27)

Lemma 11. For $\delta \geq 0$,

$$\min \{E_0(P, \delta), E_1(P, -\delta)\} \geq \min \left\{ \frac{1}{8}, \frac{1}{2} \left[ \frac{(\delta - e^{-1}\log e)^+}{\log |\mathcal{X}|} \right]^2 \right\} \log e.$$  \hspace{1cm} (3.30)

Proof. See Appendix C.3. \hfill $\Box$

Lemma 10 shows that the error exponents for lossless source coding are not only asymptotically tight, but also apply to every block length. This has been shown for rates above entropy in [55, Exercise 1.2.7, pp. 41 – 42] via a combinatorial method.
A unified proof can be given through the method of Rényi entropy, which we omit for conciseness. The idea of using Rényi entropy to study lossless source coding error exponents was previously introduced by [56, 57, 58].

Lemma 11 deals with universal lower bounds on the source coding error exponents, in the sense that these bounds are independent of the source distribution. A better bound on $E_0(P, \delta)$ has been shown in [59]: for $\delta > 0$

$$E_0(P, \delta) \geq \frac{1}{2} \left( \frac{\delta}{\log |X|} \right)^2 \log e.$$  (3.31)

However, the proof of (3.31) was based on the dual expression (3.27) and a similar lower bound of random channel coding error exponent due to Gallager [60, Exercise 5.23], which cannot be applied to $E_1(P, \delta)$. Here we give a common lower bound on both exponents, which is a consequence of Pinsker’s inequality [61] combined with the lower bound on entropy difference by variational distance [55].

**Proof of Theorem 14. (Converse)** Let $0 < \epsilon < 1$ and abbreviate $\delta(X)$ as $d$. Suppose $\Re(e) < d - 4\delta$ for some $\delta > 0$. Then for sufficiently large $n$ there exists $S^n \subset \mathbb{R}^n$, such that $\mathbb{P}\{X^n \in S^n\} \geq 1 - \epsilon$ and $\text{dim}_B S^n \leq (d - 3\delta)n$.

First we assume that the source has bounded support, that is, $|X| \leq K$ a.s. for some $K > 0$. By Lemma 1, choose $M$ such that for all $m > M$,

$$H([X]_m) \geq (d - \delta)m.$$  (3.32)

By Lemma 9, for all $n$, there exists $M_n > M$, such that for all $m > M_n$,

$$|[S^n]_m| \leq 2^{mH([X]_m)} \leq 2^{m(d - 2\delta)},$$  (3.33)

$$\mathbb{P}\{[X^n]_m \in [S^n]_m\} \geq \mathbb{P}\{X^n \in S^n\} \geq 1 - \epsilon.$$  (3.34)

Then by (3.32), we have

$$|[S^n]_m| \leq 2^{H([X]_m) - m\delta}.$$  (3.35)

Note that $[X^n]_m$ is a memoryless source with alphabet size at most $\log K + m$. By Lemmas 10 and Lemma 11, for all $m, n$, for all $A^n_m$ such that $|A^n_m| \leq 2^{H([X]_m) - m\delta}$, we have

$$\mathbb{P}\{[X^n]_m \in A^n_m\} \leq 2^{-nE_1(m\delta)}$$  (3.36)

$$\leq 2^{-\frac{\left(\frac{m\delta - e^{-1} \log e}{m+\log K}\right)^2}{2}}.$$  (3.37)

Choose $m$ and $n$ so large that the right hand side of (3.37) is less than $1 - \epsilon$. In the special case of $A^n_m = [S^n]_m$, (3.37) contradicts (3.34) in view of (3.35).

Next we drop the restriction that $X$ is almost surely bounded. Denote by $\mu$ the distribution of $X$. Let $K$ be so large that

$$p = \mu(B(0, K)) > 1 - \delta.$$  (3.38)
Denote the normalized restriction of \( \mu \) on \( B(0, K) \) by \( \mu_1 \), that is,
\[
\mu_1(A) = \frac{\mu(A \cap B(0, K))}{\mu(B(0, K))},
\]
(3.39)
and the normalized restriction of \( \mu \) on \( B(0, K)^c \) by \( \mu_2 \). Then
\[
\mu = p\mu_1 + (1 - p)\mu_2.
\]
(3.40)

By Theorem 5,
\[
\bar{d} \leq p\bar{d}(\mu_1) + (1 - p)\bar{d}(\mu_2) \leq p\bar{d}(\mu_1) + (1 - p),
\]
(3.41)

(3.42)
where \( \bar{d}(\mu_2) \leq 1 \) because of the following: since \( \bar{d} \) is finite, we have \( \mathbb{E} [\log(1 + |X|)] < \infty \) in view of Theorem 1. Consequently, \( \mathbb{E} [\log(1 + |X|)1_{\{|X|>K\}}] < \infty \), hence \( \bar{d}(\mu_2) \leq 1 \).

The distribution of \( \tilde{X} \triangleq X1_{\{X \in B(0,K)\}} \) is given by
\[
\tilde{\mu} = p\mu_1 + (1 - p)\delta_0,
\]
(3.43)
where \( \delta_0 \) denotes the Dirac measure with atom at 0. Then
\[
\bar{d}(\tilde{X}) = p\bar{d}(\mu_1) > \bar{d} - \delta.
\]
(3.44)

(3.45)
where

- (3.44): by (3.43) and (2.35), since Theorem 4 implies \( d(\delta_0) = 0 \).
- (3.45): by (3.42) and (3.38).

For \( T \subset \{1, \ldots, n\} \), let \( S^n_T = \{ x^n_T : x^n \in S^n \} \). Define
\[
\tilde{S}^n = \bigcup_{T \subset \{1, \ldots, n\}} \{ x^n \in \mathbb{R}^n : x^n_T \in S^n_T, x^n_T = 0 \}.
\]
(3.46)

Then for all \( n \),
\[
\mathbb{P} \left\{ \tilde{X}^n \in \tilde{S}^n \right\} \geq \mathbb{P} \{ X^n \in S^n \} \geq 1 - \epsilon,
\]
(3.47)
and

\[
\bar{\dim}_B \tilde{S}^n = \max_{T \subseteq \{1, \ldots, n\}} \bar{\dim}_B \{x^n \in \mathbb{R}^n : x^n_T \in S^n_T, x^n_{T^c} = 0\} \tag{3.48}
\]

\[
\leq \bar{\dim}_B S^n \tag{3.49}
\]

\[
\leq (\bar{d} - 3\delta)n \tag{3.50}
\]

\[
< (\bar{d}(\bar{X}) - 2\delta)n, \tag{3.51}
\]

where (3.51), (3.48) and (3.49) follow from (3.45), (3.5) and (3.6) respectively. But now (3.51) and (3.47) contradict the converse part of Theorem 14 for the bounded source \( \tilde{X} \), which we have already proved.

(Achievability) Recalling that

\[
\hat{d} = \lim_{\alpha \uparrow 1} d_{\alpha}. \tag{3.52}
\]

We show that for all \( 0 < \epsilon < 1 \), for all \( \delta > 0 \), there exists \( N \) such that for all \( n > N \), there exists \( S_n \subset \mathbb{R}^n \) with \( \mathbb{P}\{X^n \in S^n\} \geq 1 - \epsilon \) and \( \bar{\dim}_B S^n \leq n(\hat{d} + \delta) \). Therefore \( R_B(\epsilon) \leq \hat{d} \) readily follows.

Suppose for now that we can construct a sequence of subsets \( V^m_n \subset 2^{-m}\mathbb{Z}^n \), such that for any \( n \) the following holds:

\[
|V^m_n| \leq 2^{mn(\hat{d} + \delta)}, \tag{3.53}
\]

\[
\sum_{m \geq 1} \mathbb{P}\{[X^n]_m \notin V^m_n\} < \infty. \tag{3.54}
\]

Recalling the mesh cube defined in (3.8), we denote

\[
U^m_n = \sum_{z^n \in V^m_n} C_m(2^m z^n), \tag{3.55}
\]

\[
T^m_n = \bigcap_{j \geq m} U^m_j, \tag{3.56}
\]

\[
T^n = \bigcup_{m \geq 1} T^m_n = \liminf_{m \to \infty} U^m_n. \tag{3.57}
\]

Then \([U^m_n]_m = V^m_n\). Now we claim that for each \( m \), \( \bar{\dim}_B T^m_n \leq (\hat{d} + \delta)n \) and \( \mathbb{P}\{X^n \in T^n\} = 1 \). First observe that for each \( j \geq m \), \( T^m_n \subset U^m_j \), therefore \( \{C_j(2^j z^n) : z^n \in V^m_j\} \) covers \( T^m_n \). Hence \( |[T^m_n]_j| \leq |V^m_j| \leq 2^{jn(\hat{d} + \delta)} \), by (3.53). Therefore by Lemma 9,

\[
\bar{\dim}_B T^m_n = \limsup_{j \to \infty} \frac{\log |[T^m_n]_j|}{j} \leq n(\hat{d} + \delta). \tag{3.58}
\]
By the Borel-Cantelli lemma, (3.54) implies that \( \mathbb{P}\{X^n \in T^n\} = 1 \). Let \( S^n = \bigcup_{m=1}^M T_m^n \) where \( M \) is so large that \( \mathbb{P}\{X^n \in S^n\} \geq 1 - \epsilon \). By the finite subadditivity\(^1\) of upper Minkowski dimension in Lemma 8, \( \overline{\text{dim}}_B S^n = \max_{m=1,...,M} \overline{\text{dim}}_B T_m^n \leq n(\hat{d} + \delta) \). By the arbitrariness of \( \delta \), the \( \epsilon \)-achievability of rate \( \hat{d} \) is proved.

Now let us proceed to the construction of the required \( \{V_m^n\} \). To that end, denote by \( \mu_m \) the probability mass function of \( [X]_m \). Let

\[
V_m^n = \left\{ z^n \in 2^{-m} \mathbb{Z}^n : \frac{1}{mn} \log \frac{1}{\mu_m^n(z^n)} \leq \hat{d} + \delta \right\} \quad (3.59)
\]

Then, immediately (3.53) follows from \( \mathbb{P}\{[X]_m \notin V_m^n\} \leq 1 \). Also, for \( \alpha < 1 \),

\[
\mathbb{P}\{[X]_m \notin V_m^n\} = \sum_{z^n \notin 2^{-m} \mathbb{Z}^n} \mu_m^n(z^n) 1_{\{z^n \notin V_m^n\}} \leq \sum_{z^n \notin 2^{-m} \mathbb{Z}^n} \mu_m^n(z^n) \left( \frac{2^{-mn(\hat{d} + \delta)}}{\mu_m^n(z^n)} \right)^{1-\alpha} \leq 2^{-mn(1-\alpha)(\hat{d} + \delta)} \sum_{z^n \notin 2^{-m} \mathbb{Z}^n} \left[ \mu_m^n(z^n) \right]^{1-\alpha} = 2^{(1-\alpha)(H_\alpha([X]_m) - mn(\hat{d} + \delta))} = 2^{(1-\alpha)(H_\alpha([X]_m) - mn(\hat{d} + \delta))}. \quad (3.65)
\]

where (3.65) follows from the fact that \( [X]_m = [[X_1]_m, \ldots, [X_n]_m]^T \) are i.i.d. and the joint Rényi entropy is the sum of individual Rényi entropies. Hence

\[
\log \mathbb{P}\{[X]_m \notin V_m^n\} \leq (1 - \alpha) \left( \frac{H_\alpha([X]_m)}{m} - \hat{d} - \delta \right) n. \quad (3.66)
\]

Choose \( 0 < \alpha < 1 \) such that \( \overline{d}_\alpha < \hat{d} + \delta/2 \), which is guaranteed to exist in view of (3.52) and the fact that \( \overline{d}_\alpha \) is nonincreasing in \( \alpha \) according to Lemma 4. Then

\[
\limsup_{m \to \infty} \frac{\log \mathbb{P}\{[X]_m \notin V_m^n\}}{m} \leq (1 - \alpha) \left( \limsup_{m \to \infty} \frac{H_\alpha([X]_m)}{m} - \hat{d} - \delta \right) n \leq (1 - \alpha) \left( \overline{d}_\alpha - \hat{d} - \delta \right) n \leq - (1 - \alpha)n\delta/2 < 0. \quad (3.69)
\]

\(^1\)Countable subadditivity fails for upper Minkowski dimension. Had it been satisfied, we could have picked \( S^n = T^n \) to achieve \( \epsilon = 0 \).
Hence $\mathbb{P}\{[X^n]_m \notin V^n_m\}$ decays at least exponentially with $m$. Accordingly, (3.54) holds, and the proof of $R_B(\epsilon) \leq \hat{d}$ is complete.

Next we prove $R_B(\epsilon) = d(X)$ for the special case of discrete-continuous mixtures. The following lemma is needed in the converse proof.

**Lemma 12** ([62, Theorem 4.16]). Any Borel set $A \subset \mathbb{R}^k$ whose upper Minkowski dimension is strictly less than $k$ has zero Lebesgue measure.

**Proof of Theorem 15. (Achievability)** Let the distribution of $X$ be

$$\mu = (1 - \rho)\mu_d + \rho\mu_c,$$

where $0 \leq \rho \leq 1$, $\mu_c$ is a probability measure on $(\mathbb{R}, \mathcal{B})$ absolutely continuous with respect to Lebesgue measure and $\mu_d$ is a discrete probability measure. Let $A$ be the collection of all the atoms of $\mu_d$, which is, by definition, a countable subset of $\mathbb{R}$.

Let $W_i = 1_{\{X_i \notin A\}}$. Then $\{W_i\}$ is a sequence of i.i.d. binary random variables with expectation

$$\mathbb{E}W_i = \mathbb{P}\{X_i \notin A\} = (1 - \rho)\mu_d(A^c) + \rho\mu_c(A^c) = \rho.$$

By the weak law of large numbers (WLLN),

$$\frac{1}{n}|\text{spt}(X^n)| = \frac{1}{n} \sum_{i=1}^n W_i \overset{p}{\to} \rho. \quad (3.72)$$

where the **generalized support** of vector $x^n$ is defined as

$$\text{spt}(x^n) \triangleq \{i = 1, \ldots, n : x_i \notin A\}. \quad (3.73)$$

Fix an arbitrary $\delta > 0$ and let

$$C_n = \{x^n \in \mathbb{R}^n : |\text{spt}(x^n)| < (\rho + \delta) n\}. \quad (3.74)$$

By (3.72), for sufficiently large $n$, $\mathbb{P}\{X^n \in C_n\} \geq 1 - \epsilon/2$. Decompose $C_n$ as:

$$C_n = \bigcup_{T \subset \{1, \ldots, n\}} \bigcup_{|T| < (\rho + \delta)n} U_{T,z}, \quad (3.75)$$

where

$$U_{T,z} = \{x^n \in \mathbb{R}^n : \text{spt}(x^n) = T, x^n_T = z\}. \quad (3.76)$$

Note that the collection of all $U_{T,z}$ is countable, and thus we may relabel them as $\{U_j : j \in \mathbb{N}\}$. Then $C_n = \bigcup_j U_j$. Hence there exists $J \in \mathbb{N}$ and $R > 0$, such that $\mathbb{P}\{X^n \in S^n\} \geq 1 - \epsilon$, where

$$S_n = B(0, R) \cap \bigcup_{j=1}^J U_j \quad (3.77)$$
Then

$$\dim_{\mathcal{B}} S_n = \max_{j=1, \ldots, J} \dim_{\mathcal{B}} U_j \cap B(0, R)$$

(3.78)
\[\leq (\rho + \delta)n,\] (3.79)

where (3.78) is by Lemma 8, and (3.79) follows from \(\dim_{\mathcal{B}} U_j \cap B(0, R) \leq |T| < (\rho + \delta)n\) for each \(j\). This proves the \(\epsilon\)-achievability of \(\rho + \delta\). By the arbitrariness of \(\delta\), \(R_B(\epsilon) \leq \rho\).

(Converse) Since \(R_B(\epsilon) \geq 0\), we can assume \(\rho > 0\). Let \(S_n \in \mathbb{R}^n\) be such that \(\mathbb{P}\{X^n \in S_n\} \geq 1 - \epsilon\). Define

$$T_n = \{x^n \in \mathbb{R}^n : |\text{spt}(x^n)| > (\rho - \delta)n\}. \tag{3.80}$$

By (3.72), \(\mathbb{P}\{X^n \in T_n\} \geq 1 - \epsilon\) for sufficiently large \(n\). Let \(G_n = S_n \cap T_n\), then \(\mathbb{P}\{X^n \in G_n\} \geq 1 - 2\epsilon\). Write \(G_n\) as the disjoint union:

$$G_n = \bigcup_{T \subset \{1, \ldots, n\}} \bigcup_{|z| < (\rho - \delta)n} V_{T,z}, \tag{3.81}$$

where

$$V_{T,z} = U_{T,z} \cap G_n. \tag{3.82}$$

Also let \(E_{T,z} = \{x^n_T : x^n \in V_{T,z}\}\). Since \(\mathbb{P}\{X^n \in G_n\} \geq 1 - 2\epsilon > 0\), there exists \(T \subset \{1, \ldots, n\}\) and \(z \in \mathcal{A}^{n-|T|}\), such that \(\mathbb{P}\{X^n \in V_{T,z}\} > 0\). Note that

$$\mathbb{P}\{X^n \in V_{T,z}\} \geq \rho^{|T|} (1 - \rho)^{n-|T|} \mu_c^{n-|T|}(E_{T,z}) \prod_{i=1}^{n-|T|} \mu_\mu(\{z_i\}) > 0. \tag{3.83}$$

If \(\rho < 1\), \(\mu_c^{n-|T|}(E_{T,z}) > 0\), which implies \(E_{T,z} \subset \mathbb{R}^{|T|}\) has positive Lebesgue measure. By Lemma 12, \(\dim_{\mathcal{B}} E_{T,z} = |T| > (\rho - \delta)n\), hence

$$\dim_{\mathcal{B}} S_n \geq \dim_{\mathcal{B}} V_{T,z} = \dim_{\mathcal{B}} E_{T,z} > (\rho - \delta)n. \tag{3.84}$$

If \(\rho = 1\), \(\mu = \mu_c\) implies that \(S_n \subset \mathbb{R}^n\) has positive Lebesgue measure. Thus \(\dim_{\mathcal{B}} S_n = n\). By the arbitrariness of \(\delta > 0\), the proof of \(R_B(\epsilon) \geq \rho\) is complete.

Next we prove \(R_B(\epsilon) = d(X)\) for self-similar sources under the same assumption of Theorem 11. This result is due to the stationarity and ergodicity of the underlying discrete process that generates the analog source distribution.

Proof of Theorem 16. By Theorem 11, \(d(X)\) is finite. Therefore the converse follows from Theorem 14. To show achievability, we invoke the following definition. Define the local dimension of a Borel measure \(\nu\) on \(\mathbb{R}^n\) as the function (if the limit exists) [46, p. 169]

$$\dim_{\text{loc}} \nu(x) = \lim_{r \downarrow 0} \frac{\log \nu(B(x, r))}{\log r} \tag{3.85}$$
Denote the distribution of $X^n$ by the product measure $\mu^n$, which is also self-similar and satisfies the strong separation theorem. By [46, Lemma 6.4(b) and Proposition 10.6],

$$\dimloc \mu^n(x) = d(\mu^n) = nd(X)$$  \hspace{1cm} (3.86)

holds for $\mu^n$-almost every $x$. Define the sequence of random variables

$$D_m(X^n) = \frac{1}{m} \log \frac{1}{\mu^n(B(x^n, 2^{-m}))}.$$  \hspace{1cm} (3.87)

Then (3.86) implies that $D_m \xrightarrow{a.s.} nd(X)$ as $m \to \infty$. Therefore for all $0 < \epsilon < 1$ and $\delta > 0$, there exists $M$, such that

$$\mathbb{P} \left\{ \bigcap_{m=M}^{\infty} \{D_m(X^n) \leq nd(X) + \delta\} \right\} \geq 1 - \epsilon.$$  \hspace{1cm} (3.88)

Let

$$S_n = \bigcap_{m=M}^{\infty} \{x^n : D_m(x^n) \leq nd(X) + \delta\}$$  \hspace{1cm} (3.89)

$$= \bigcap_{m=M}^{\infty} \{x^n : \mu^n(B(x^n, 2^{-m})) \geq 2^{-m(nd(X)+\delta)}\}. \hspace{1cm} (3.90)$$

Then $\mathbb{P} \{X^n \in S_n\} \geq 1 - \epsilon$ in view of (3.88), and

$$\dim_{\text{B}_S} S_n = \limsup_{m \to \infty} \frac{\log N_{S_n}(2^{-m})}{m} \leq nd(X) + \delta,$$  \hspace{1cm} (3.91)

(3.92)

where (3.92) follows from (3.90) and $\mu^n(S_n) \leq 1$. Hence $R_{\text{B}}(\epsilon) \leq d(X)$ is proved.

Finally we prove $R_{\text{B}}(\epsilon) = \overline{d}(X)$ for memoryless sources whose $M$-ary expansion consisting of independent digits.

**Proof of Theorem 17.** Without loss of generality, assume $M = 2$, that is, the binary expansion of $X$ consists of independent bits. We follow the same steps as in the achievability proof of Theorem 14. Suppose for now that we can construct a sequence of subsets $\{V^n_m\}$, such that (3.54) holds and their cardinality does not exceed:

$$|V^n_m| \leq 2^n(H([X]_m)+m\delta)$$  \hspace{1cm} (3.93)
By the same arguments that lead to (3.58), the sets defined in (3.56) satisfy

\[ \overline{\dim}_B T^n_m = \limsup_{j \to \infty} \frac{\log |[T^n_m]_j|}{j} \]

\[ = n \limsup_{j \to \infty} \frac{H([X]_j) + j \delta}{j} \]

\[ = n(d + \delta). \]  

(3.94)

(3.95)

(3.96)

Since \( \lim_{m \to \infty} \mathbb{P} \{ X^n \in T^n_m \} = 1 \), this shows the \( \epsilon \)-achievability of \( \bar{d} \).

Next we proceed to construct the required \( \{ V^n_m \} \). Applying Lemma 10 to the discrete memoryless source \([X]_m\) and blocklength \( n \) yields

\[ p^*_n([X]_m, m\delta) \leq 2^{-nE_0(m\delta)}. \]  

(3.97)

By the assumption that \( X \) is bounded, without loss of generality, we shall assume \( |X| \leq 1 \) a.s. Therefore the alphabet size of \([X]_m\) is at most \( 2^m \). Simply applying (3.31) to \([X]_m\) yields the lower bound

\[ E_0([X]_m, m\delta) \geq \frac{\delta^2}{2}, \]  

(3.98)

which does not grow with \( m \) and cannot suffice for our purpose of constructing \( V^n_m \). Exploiting the structure that \([X]_m\) consists of independent bits, we can show a much better bound:

\[ E_0([X]_m, m\delta) \geq \frac{m\delta^2}{2}. \]  

(3.99)

Then by (3.97) and (3.99), there exists \( V^n_m \), such that (3.93) holds and

\[ \mathbb{P} \{ [X^n]_m \notin V^n_m \} \leq 2^{-nm\delta^2/2}, \]  

(3.100)

which implies (3.54). This yields the desired \( R_B(\epsilon) \leq \bar{d} \).

To finish the proof, it remains to establish (3.99). By (3.31), for all \( \delta \in \mathbb{R} \),

\[ E_0(P, \delta) \geq \frac{c(\delta)}{\log^2 |\mathcal{X}|}, \]  

(3.101)

where

\[ c(x) = \frac{\log e}{2} (x^+)^2, \]  

(3.102)

which is a nonnegative nondecreasing convex function.

Since \( |X| \leq 1 \) a.s., \([X]_m\) is in one-to-one correspondence with \([(X)_1, \ldots, (X)_m] \). Denote the distribution of \([(X)_1, \ldots, (X)_m] \) and \((X)_i \) by \( P^m \) and \( P_i \) respectively. By assumption, \((X)_1, \ldots, (X)_m \) are independent, hence

\[ P^m = P_1 \times \cdots \times P_m. \]  

(3.103)
By (3.26),
\[
E_0(P^m, m\delta) = \min_{Q^m : H(Q^m) \geq H([X]_m) + m\delta} D(Q^m || P^m),
\]
(3.104)
where \(Q^m\) is a distribution on \(\mathbb{Z}_2^m\). Denote the marginals of \(Q^m\) by \(\{Q_1, \ldots, Q_m\}\). Combining (3.103) with properties of entropy and relative entropy, we have
\[
D(Q^m || P^m) \geq \sum_{i=1}^m D(Q_i || P_i),
\]
(3.105)
and
\[
H(P^m) = \sum_{i=1}^m H(P_i)
\]
(3.106)
\[
H(Q^m) \leq \sum_{i=1}^m H(Q_i)
\]
(3.107)
Therefore,
\[
E_0(P^m, m\delta) = \min_{H(Q^m) \geq H([X]_m) + m\delta} D(Q^m || P^m)
\]
(3.108)
\[
\geq \sum_{i=1}^m \min_{H(Q_i) \geq \alpha_i} D(Q_i || P_i)
\]
(3.109)
\[
\geq \sum_{\alpha_i = H([X]_m) + m\delta}^{m} \sum_{i=1}^m \min_{H(Q_i) \geq \alpha_i} D(Q_i || P_i)
\]
(3.110)
\[
\geq \sum_{\alpha_i = H([X]_m) + m\delta}^{m} \sum_{i=1}^m E_0(P_i, \alpha_i - H(P_i))
\]
(3.111)
\[
\geq \sum_{\alpha_i = H([X]_m) + m\delta}^{m} \sum_{i=1}^m c(\alpha_i - H(P_i))
\]
(3.112)
\[
= \min_{\sum_{i=1}^m c(\beta_i)} \sum_{i=1}^m \beta_i
\]
(3.113)
\[
\geq mc(\delta)
\]
(3.114)
\[
= \frac{1}{2} m^2 \delta^2 \log e,
\]
(3.115)
where
\begin{itemize}
  \item (3.109): by (3.105).
  \item (3.110): by (3.107), we have
\end{itemize}
\[
\{Q^m : H(Q^m) \geq H([X]_m) + m\delta\}
\]
\[
\subset \left\{Q^m : H(Q_i) \geq \alpha_i, \sum \alpha_i = H([X]_m) + m\delta\right\}. \tag{3.116}
\]
(3.112): by (3.101).
(3.113): let $\beta_i = \alpha_i - H(X_i)$. Then $\sum \beta_i = m\delta$, by (3.106).
(3.114): due to the convexity of $x \mapsto (x^+)^2$. 
Chapter 4

MMSE dimension

In this chapter we introduce the MMSE dimension, an information measure that governs the high-SNR asymptotics of MMSE of estimating a random variable corrupted by additive noise. It is also the asymptotic ratio of nonlinear MMSE to linear MMSE. Section 4.4 explores the relationship between the MMSE dimension and the information dimension. Section 4.5 gives results on (conditional) MMSE dimension for various input distributions. When the noise is Gaussian, we show that the MMSE dimension and the information dimension coincide whenever the input distribution has no singular component. Technical proofs are relegated to Appendix B. The material in this chapter has been presented in part in [63, 28, 64].

4.1 Basic setup

The minimum mean square error (MMSE) plays a pivotal role in estimation theory and Bayesian statistics. Due to the lack of closed-form expressions for posterior distributions and conditional expectations, exact MMSE formulae are scarce. Asymptotic analysis is more tractable and sheds important insights about how the fundamental estimation-theoretic limits depend on the input and noise statistics. The theme of this chapter is the high-SNR scaling law of MMSE of estimating a random variable based on observations corrupted by additive noise.

The MMSE of estimating $X$ based on $Y$ is denoted by

$$\text{mmse}(X|Y) = \inf_f \mathbb{E} \left[ (X - f(Y))^2 \right]$$

$$= \mathbb{E} \left[ (X - \mathbb{E}[X|Y])^2 \right] = \mathbb{E} \left[ \text{var}(X|Y) \right],$$

for brevity, in this chapter natural logarithms are adopted and information units are nats.
where the infimum in (4.1) is over all Borel measurable \( f \). When \( Y \) is related to \( X \) through an additive-noise channel with gain \( \sqrt{\text{snr}} \), i.e.,

\[
Y = \sqrt{\text{snr}}X + N
\]  

(4.3)

where \( N \) is independent of \( X \), we denote

\[
\text{mmse}(X, N, \text{snr}) \triangleq \text{mmse}(X|\sqrt{\text{snr}}X + N),
\]  

(4.4)

and, in particular, when the noise is Gaussian, we simplify

\[
\text{mmse}(X, \text{snr}) \triangleq \text{mmse}(X, N_{G}, \text{snr}).
\]  

(4.5)

When the estimator has access to some side information \( U \) such that \( N \) is independent of \( \{X, U\} \), we define

\[
\text{mmse}(X, N, \text{snr}|U) \triangleq \text{mmse}(X|\sqrt{\text{snr}}X + N, U)
\]  

(4.6)

\[
= \mathbb{E}[(X - \mathbb{E}[X|\sqrt{\text{snr}}X + N, U])^2].
\]  

(4.7)

Assuming \( 0 < \text{var}N < \infty \), next we proceed to define the (conditional) MMSE dimension formally. We focus particular attention on the case of Gaussian noise. First note the following general inequality:

\[
0 \leq \text{mmse}(X, N, \text{snr}|U) \leq \frac{\text{var}N}{\text{snr}}.
\]  

(4.8)

where the rightmost side can be achieved using the affine estimator \( f(y) = \frac{y - \mathbb{E}N}{\sqrt{\text{snr}}} \). Therefore as \( \text{snr} \to \infty \), it holds that:

\[
\text{mmse}(X, N, \text{snr}|U) = O\left(\frac{1}{\text{snr}}\right).
\]  

(4.9)

We are interested in the exact scaling constant, which depends on the distribution of \( X, U \) and \( N \). To this end, we introduce the following notion:

**Definition 8.** Define the *upper* and *lower MMSE dimension* of the pair \((X, N)\) as follows:

\[
\overline{\mathcal{D}}(X, N) = \limsup_{\text{snr} \to \infty} \frac{\text{snr} \cdot \text{mmse}(X, N, \text{snr})}{\text{var}N},
\]  

(4.10)

\[
\underline{\mathcal{D}}(X, N) = \liminf_{\text{snr} \to \infty} \frac{\text{snr} \cdot \text{mmse}(X, N, \text{snr})}{\text{var}N}.
\]  

(4.11)

If \( \overline{\mathcal{D}}(X, N) = \underline{\mathcal{D}}(X, N) \), the common value is denoted by \( \mathcal{D}(X, N) \), called the *MMSE dimension* of \((X, N)\). In particular, when \( N \) is Gaussian, we denote these limits by \( \overline{\mathcal{D}}(X), \underline{\mathcal{D}}(X) \) and \( \mathcal{D}(X) \), called the *upper*, *lower* and *MMSE dimension* of \( X \) respectively.
Replacing $\text{mmse}(X, N, \text{snr})$ by $\text{mmse}(X, N, \text{snr}|U)$, the conditional MMSE dimension of $(X, N)$ given $U$ can be defined similarly, denoted by $\mathcal{D}(X, N|U)$ and $\mathcal{D}(X, N|U)$ respectively. When $N$ is Gaussian, we denote them by $\mathcal{D}(X|U)$, $\mathcal{D}(X|U)$ and $\mathcal{D}(X|U)$, called the upper, lower and conditional MMSE dimension of $X$ given $U$ respectively.

The MMSE dimension of $X$ governs the high-SNR scaling law of $\text{mmse}(X, \text{snr})$. If $\mathcal{D}(X)$ exists, we have

$$
\text{mmse}(X, \text{snr}) = \frac{\mathcal{D}(X)}{\text{snr}} + o \left( \frac{1}{\text{snr}} \right).
$$

As we show in Section 4.3.2, MMSE dimension also characterizes the high-SNR sub-optimality of linear estimation.

The following proposition is a simple consequence of (4.8):

**Theorem 18.**

$$
0 \leq \mathcal{D}(X, N|U) \leq \mathcal{D}(X, N|U) \leq 1.
$$

The next result shows that MMSE dimension is invariant under translations and positive scaling of input and noise.

**Theorem 19.** For any $\alpha, \beta, \gamma, \eta \in \mathbb{R}$, if either

- $\alpha \beta > 0$

or

- $\alpha \beta \neq 0$ and either $X$ or $N$ has a symmetric distribution,

then

$$
\mathcal{D}(X, N) = \mathcal{D}(\alpha X + \gamma, \beta N + \eta),
$$

$$
\mathcal{D}(X, N) = \mathcal{D}(\alpha X + \gamma, \beta N + \eta).
$$

**Proof.** Appendix B.1.

**Remark 5.** Particularizing Theorem 19 to Gaussian noise, we obtain the scale-invariance of MMSE dimension: $\mathcal{D}(\alpha X) = \mathcal{D}(X)$ for all $\alpha \neq 0$, which can be generalized to random vectors and all orthogonal transformations. However, it is unclear whether the invariance of information dimension under bi-Lipschitz mappings established in Theorem 2 holds for MMSE dimension.

Although most of our focus is on square integrable random variables, the functional $\text{mmse}(X, N, \text{snr})$ can be defined for infinite-variance noise. Consider $X \in L^2(\Omega)$ but $N \notin L^2(\Omega)$. Then $\text{mmse}(X, N, \text{snr})$ is still finite but (4.10) and (4.11) cease to make sense. Hence the scaling law in (4.9) could fail. It is instructive to consider the following example:
Example 1. Let $X$ be uniformly distributed in $[0, 1]$ and $N$ have the following density:

$$f_{N_\alpha}(z) = \frac{\alpha - 1}{z^\alpha} 1_{\{z > 1\}}, \quad 1 < \alpha \leq 3.$$  \hfill (4.16)

Then $\mathbb{E}N_\alpha^2 = \infty$. As $\alpha$ decreases, the tail of $N_\alpha$ becomes heavier and accordingly $\text{mmse}(X, N_\alpha, \text{snr})$ decays slower. For instance, for $\alpha = 2$ and $\alpha = 3$ we obtain (see Appendix B.2)

$$\text{mmse}(X, N_2, \text{snr}) = \frac{3 + \pi^2}{18} \frac{1}{\sqrt{\text{snr}}} - \frac{\log^2 \text{snr}}{4 \text{snr}} + \Theta \left( \frac{\log \text{snr}}{\text{snr}} \right), \quad \text{mmse}(X, N_3, \text{snr}) = \frac{\log \text{snr}}{\text{snr}} - \frac{2(2 + \log 2)}{\text{snr}} + \Theta \left( \frac{1}{\text{snr}^{3/2}} \right)$$  \hfill (4.17)

respectively. Therefore in both cases the MMSE decays strictly slower than $\frac{1}{\text{snr}}$, i.e., for $N = N_2$ or $N_3$,

$$\text{mmse}(X, N, \text{snr}) = \omega \left( \frac{1}{\text{snr}} \right). \quad \text{(4.19)}$$

However, $\text{var}N = \infty$ does not alway imply (4.19). For example, consider an arbitrary integer-valued $N$ (none of whose moments may exist) and $0 < X < 1$ a.s. Then $\text{mmse}(X, N, \text{snr}) = 0$ for all $\text{snr} > 1$.

4.2 Related work

The low-SNR asymptotics of $\text{mmse}(X, \text{snr})$ has been studied extensively in [65, 66]. In particular, it is shown in [66, Proposition 7] that if all moments of $X$ are finite, then $\text{mmse}(X, \cdot)$ is smooth on $\mathbb{R}_+$ and admits a Taylor expansion at $\text{snr} = 0$ up to arbitrarily high order. For example, if $\mathbb{E}[X] = 0$ and $\mathbb{E}[X^2] = 1$, then as $\text{snr} \to 0$,

$$\text{mmse}(X, \text{snr}) = 1 - \text{snr} + (2 - (\mathbb{E}X^3)^2) \frac{\text{snr}^2}{2} - \left( 15 - 12(\mathbb{E}X^3)^2 - 6 \mathbb{E}X^4 + (\mathbb{E}X^4)^2 \right) \frac{\text{snr}^3}{6} + O(\text{snr}^4). \quad \text{(4.20)}$$

However, the asymptotics in the high-SNR regime remain underexplored in the literature. In [65, p. 1268] it is pointed out that the high-SNR behavior depends on the input distribution: For example, for binary $X$, $\text{mmse}(X, \text{snr})$ decays exponentially, while for standard Gaussian $X$, $\text{mmse}(X, \text{snr}) = \frac{1}{\text{snr} + 1}$. Unlike the low-SNR regime, the high-SNR behavior is considerably more complicated, as it depends on the measure-theoretical structure of the input distribution rather than moments. On the other hand, it can be shown that the high-SNR asymptotics of MMSE is equivalent to the low-SNR asymptotics when the input and noise distributions are switched. As we show in Section 4.3.4, this simple observation yields new low-SNR results for Gaussian input contaminated by non-Gaussian noise.
The asymptotic behavior of Fisher’s information (closely related to MMSE when \( N \) is Gaussian) is conjectured in [26, p. 755] to satisfy

\[
\lim_{\text{snr} \to \infty} J(\sqrt{\text{snr}} X + N_G) = 1 - \overline{d}(X). \tag{4.21}
\]

As a corollary to our results, we prove this conjecture when \( X \) has no singular components. The Cantor distribution gives a counterexample to the general conjecture (Section 4.6.1).

Other than our scalar Bayesian setup, the weak-noise asymptotics of optimal estimation/filtering error has been studied in various regimes in statistics. One example is filtering a deterministic signal observed in weak additive white Gaussian noise (AWGN): Pinsker’s theorem ([67, 68]) establishes the exact asymptotics of the optimal minimax square error when the signal belongs to a Sobolev class with finite duration. For AWGN channels and stationary Markov input processes that satisfy a stochastic differential equation, it is shown in [69, p. 372] that, under certain regularity conditions, the filtering MMSE decays as \( \Theta \left( \frac{1}{\sqrt{\text{snr}}} \right) \).

### 4.3 Various connections

#### 4.3.1 Asymptotic statistics

The high-SNR behavior of \( \text{mmse}(X, \text{snr}) \) is equivalent to the behavior of quadratic Bayesian risk for the Gaussian location model in the large sample limit, where \( P_X \) is the prior distribution and the sample size \( n \) plays the role of \( \text{snr} \). To see this, let \( \{N_i : i \in \mathbb{N}\} \) be a sequence of i.i.d. standard Gaussian random variables independent of \( X \) and denote \( Y_i = X + N_i \) and \( Y^n = (Y_1, \ldots, Y_n) \). By the sufficiency of sample mean \( \overline{Y} = \frac{1}{n} \sum_{i=1}^{n} Y_i \) in Gaussian location models, we have

\[
\text{mmse}(X|Y^n) = \text{mmse}(X|\overline{Y}) = \text{mmse}(X, n), \tag{4.22}
\]

where the right-hand side is the function \( \text{mmse}(X, \cdot) \) defined in (4.5) evaluated at \( n \). Therefore as the sample size grows, the Bayesian risk of estimating \( X \) vanishes as \( O \left( \frac{1}{n} \right) \) with the scaling constant given by the \textit{MMSE dimension of the prior} \(^2\)

\[
\mathcal{D}(X) = \lim_{n \to \infty} n \text{mmse}(X|Y^n). \tag{4.23}
\]

The asymptotic expansion of \( \text{mmse}(X|Y^n) \) has been studied in [70, 71, 72] for absolutely continuous priors and general models where \( X \) and \( Y \) are not necessarily related by additive Gaussian noise. Further comparison to our results is given in Section 4.5.3.

\(^2\)In view of Lemma 13 in Section 4.6, the limit of (4.23) is unchanged even if \( n \) takes non-integer values.
4.3.2 Optimal linear estimation

MMSE dimension characterizes the gain achievable by nonlinear estimation over linear estimation in the high-SNR regime. To see this, define the linear MMSE (LMMSE) as

$$\text{lmmse}(X|Y) = \min_{a,b \in \mathbb{R}} \mathbb{E}[(aY + b - X)^2].$$ (4.24)

When $Y = \sqrt{\text{snr}}X + N$, direct optimization over $a$ and $b$ reveals that the best parameters are given by

$$\hat{a} = \frac{\sqrt{\text{snr}} \text{var} X}{\text{snr} \text{var} X + \text{var} N},$$ (4.25)

$$\hat{b} = \frac{\mathbb{E}[X] \text{var} N - \sqrt{\text{snr}} \mathbb{E}[N] \text{var} X}{\text{snr} \text{var} X + \text{var} N}. $$ (4.26)

Hence

$$\text{lmmse}(X, N, \text{snr}) \triangleq \text{lmmse}(X|\sqrt{\text{snr}}X + N)$$ (4.27)

$$= \frac{\text{var} N \text{var} X}{\text{snr} \text{var} X + \text{var} N}$$ (4.28)

$$= \frac{\text{var} N}{\text{snr}} + o \left( \frac{1}{\text{snr}} \right),$$ (4.29)

as $\text{snr} \to \infty$. As long as $\text{var} N < \infty$, the above analysis holds for any input $X$ even if $\text{var} X = \infty$, in which case (4.28) simplifies to $\text{lmmse}(X|\sqrt{\text{snr}}X + N) = \frac{\text{var} N}{\text{snr}}$. In view of Definition 8, (4.29) gives a more general definition of MMSE dimension:

$$\mathcal{D}(X, N) = \lim_{\text{snr} \to \infty} \frac{\text{mmse}(X, N, \text{snr})}{\text{lmmse}(X, N, \text{snr})},$$ (4.30)

which can be easily generalized to random vectors or processes.

It is also possible to show that (4.30) carries over to non-square loss functions that behaves quadratically near zero. To this end, consider the loss function $\ell(x, y) = \rho(x - y)$ where $\rho \in C^2(\mathbb{R})$ is convex with $\rho'(0) = 0$ and $\rho''(0) > 0$. The Bayesian risk of estimating $X$ based on $\sqrt{\text{snr}}X + N$ with respect to $\rho$ is

$$R(X, N, \text{snr}) = \inf_{f} \mathbb{E} \left[ \rho(X - f(\sqrt{\text{snr}}X + N)) \right],$$ (4.31)

while the linear Bayesian risk is

$$R_L(X, N, \text{snr}) = \inf_{a,b \in \mathbb{R}} \mathbb{E} \left[ \rho(X - a(\sqrt{\text{snr}}X + N) - b) \right].$$ (4.32)

We conjecture that (4.30) holds with $\text{mmse}$ and $\text{lmmse}$ replaced by $R$ and $R_L$ respectively.
4.3.3 Asymptotics of Fisher Information

In the special case of Gaussian noise it is interesting to draw conclusions on the asymptotic behavior of Fisher’s information based on our results. Recall that the Fisher information (with respect to the location parameter) of a random variable $Z$ is defined as: [73, Definition 4.1]

$$J(Z) = \sup \{ |\mathbb{E}[\psi'(Z)]|^2 : \psi \in C^1, \mathbb{E}[\psi^2(Z)] = 1 \} \tag{4.33}$$

where $C^1$ denotes the collection of all continuously differentiable functions. When $Z$ has an absolutely continuous density $f_Z$, we have $J(Z) = \int \frac{f_Z^2}{f_Z}$. Otherwise, $J(Z) = \infty$ [73].

In view of the representation of MMSE by the Fisher information of the channel output with additive Gaussian noise [74, (1.3.4)], [65, (58)]:

$$\text{snr} \cdot \text{mmse}(X, \text{snr}) = 1 - J(\sqrt{\text{snr}} X + N_G) \tag{4.34}$$

and $J(aZ) = a^{-2}J(Z)$, letting $\epsilon = \frac{1}{\sqrt{\text{snr}}}$ yields

$$\text{mmse}(X, \epsilon^{-2}) = \epsilon^2 - \epsilon^4 J(X + \epsilon N_G). \tag{4.35}$$

By the lower semicontinuity of Fisher information [73, p. 79], when the distribution of $X$ is not absolutely continuous, $J(X + \epsilon N_G)$ diverges as $\epsilon$ vanishes, but no faster than

$$J(X + \epsilon N_G) \leq \epsilon^{-2}, \tag{4.36}$$

because of (4.35). Similarly to the MMSE dimension, we can define the Fisher dimension of a random variable $X$ as follows:

$$\overline{\mathcal{F}}(X) = \limsup_{\epsilon \downarrow 0} \epsilon^2 \cdot J(X + \epsilon N_G), \tag{4.37}$$

$$\underline{\mathcal{F}}(X) = \liminf_{\epsilon \downarrow 0} \epsilon^2 \cdot J(X + \epsilon N_G). \tag{4.38}$$

Equation (4.35) shows Fisher dimension and MMSE dimension are complementary of each other:

$$\overline{\mathcal{F}}(X) + \underline{\mathcal{F}}(X) = \underline{\mathcal{F}}(X) + \overline{\mathcal{F}}(X) = 1. \tag{4.39}$$

In [26, p.755] it is conjectured that

$$\underline{\mathcal{F}}(X) = 1 - \overline{d}(X) \tag{4.40}$$

or equivalently

$$\overline{\mathcal{D}}(X) = \overline{d}(X). \tag{4.41}$$
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According to Theorem 4, this holds for distributions without singular components but not in general. Counterexamples can be found for singular $X$. See Section 4.5.5 for more details.

### 4.3.4 Duality to low-SNR asymptotics

Note that

\[
\text{snr} \cdot \text{mmse}(X, N, \text{snr}) = \text{mmse}(\sqrt{\text{snr}}X|\sqrt{\text{snr}}X + N) = \text{mmse}(N|\sqrt{\text{snr}}X + N) = \text{mmse}(N, X, \text{snr}^{-1}),
\]

which gives an equivalent definition of the MMSE dimension:

\[
\mathcal{D}(X, N) = \lim_{\epsilon \to 0} \text{mmse}(N, X, \epsilon).
\]

This reveals an interesting duality: the high-SNR MMSE scaling constant is equal to the low-SNR limit of MMSE when the roles of input and noise are switched. Restricted to the Gaussian channel, it amounts to studying the asymptotic MMSE of estimating a Gaussian random variable contaminated with strong noise with an arbitrary distribution. On the other end of the spectrum, the asymptotic expansion of the MMSE of an arbitrary random variable contaminated with strong Gaussian noise is studied in [66, Section V.A]. The asymptotics of other information measures have also been studied: For example, the asymptotic Fisher information of Gaussian (or other continuous) random variables under weak arbitrary noise was investigated in [75]. The asymptotics of non-Gaussianness (see (2.68)) in this regime is studied in [76, Theorem 1]. The second-order asymptotics of mutual information under strong Gaussian noise is studied in [77, Section IV].

Unlike \( \text{mmse}(X, \text{snr}) \) which is monotonically decreasing with \( \text{snr} \), \( \text{mmse}(N_G|\sqrt{\text{snr}}X + N_G) \) may be increasing in \( \text{snr} \) (Gaussian $X$), decreasing (binary-valued $X$) or oscillatory (Cantor $X$) in the high-SNR regime (see Fig. 4.3). In those cases in which \( \text{snr} \mapsto \text{mmse}(N_G|\sqrt{\text{snr}}X + N_G) \) is monotone, MMSE dimension and information dimension exist and coincide, in view of (4.45) and Theorem 20.

### 4.4 Relationship between MMSE dimension and Information Dimension

The following theorem reveals a connection between the MMSE dimension and the information dimension of the input:

**Theorem 20.** If $H(\lfloor X \rfloor) < \infty$, then

\[
\mathcal{D}(X) \leq d(X) \leq \overline{d}(X) \leq \mathcal{D}(X).
\]
Therefore, if $D(X)$ exists, then $d(X)$ exists and

$$D(X) = d(X),$$

and equivalently, as $\text{snr} \to \infty$,

$$\text{mmse}(X, \text{snr}) = \frac{d(X)}{\text{snr}} + o \left( \frac{1}{\text{snr}} \right).$$

In view of (4.13) and (2.14), (4.46) fails when $H([X]) = \infty$. A Cantor-distributed $X$ provides an example in which the inequalities in (4.46) are strict (see Section 4.5.5). However, whenever $X$ has a discrete-continuous mixed distribution, (4.47) holds and the information dimension governs the high-SNR asymptotics of MMSE. It is also worth pointing out that (4.46) need not hold when the noise is non-Gaussian. See Fig. 4.2 for a counterexample when the noise is uniformly distributed on the unit interval.

The proof of Theorem 20 hinges on two crucial results:

- The I-MMSE relationship [65]:

$$\frac{d}{d\text{snr}} I(\text{snr}) = \frac{1}{2} \text{mmse}(\text{snr}).$$

(4.49)

where we have used the following short-hand notations:

$$I(\text{snr}) = I(X; \sqrt{\text{snr}}X + N_G),$$

(4.50)

$$\text{mmse}(\text{snr}) = \text{mmse}(X, \text{snr}).$$

(4.51)

- The high-SNR scaling law of $I(\text{snr})$ in Theorem 9.

Before proceeding to the proof, we first outline a naïve attempt at proving that MMSE dimension and information dimension coincide. Assuming

$$\lim_{\text{snr} \to \infty} \frac{I(\text{snr})}{\log \text{snr}} = \frac{d(X)}{2},$$

(4.52)

it is tempting to apply the l’Hôpital’s rule to (4.52) to conclude

$$\lim_{\text{snr} \to \infty} \frac{d}{d\text{snr}} I(\text{snr}) = \frac{d(X)}{2},$$

(4.53)

which, combined with (4.49), would produce the desired result in (4.47). However, this approach fails because applying l’Hôpital’s rule requires establishing the existence of the limit in (4.53) in the first place. In fact, we show in Section 4.5.5 when $X$ has certain singular (e.g., Cantor) distribution, the limit in (4.53), i.e. the MMSE

---

3The previous result in [65, Theorem 1] requires $\mathbb{E} [X^2] < \infty$, which, as shown in [64], can be weakened to $H([X]) < \infty$. 
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dimension, does not exist because of oscillation. Nonetheless, because mutual information is related to MMSE through an integral relation, the information dimension does exist since oscillation in MMSE is smoothed out by the integration.

In fact it is possible to construct a function $I(\text{snr})$ which satisfies all the monotonicity and concavity properties of mutual information [65, Corollary 1]:

\begin{align}
  I > 0, \quad I' > 0, \quad I'' < 0. \\
  I(0) = I'(\infty) = 0, \quad I(\infty) = \infty;
\end{align}

yet the limit in (4.53) does not exist because of oscillation. For instance,

\begin{equation}
  I(\text{snr}) = \frac{d}{2} \left[ \log(1 + \text{snr}) + \frac{1 - \cos(\log(1 + \text{snr}))}{2} \right]
\end{equation}

satisfies (4.52), (4.54) and (4.55), but (4.53) fails, since

\begin{equation}
  I'(\text{snr}) = \frac{d}{4(1 + \text{snr})} \left[ 2 + \sin(\log(1 + \text{snr})) \right].
\end{equation}

In fact (4.57) gives a correct quantitative depiction of the oscillatory behavior of $\text{mmse}(X, \text{snr})$ for Cantor-distributed $X$ (see Fig. 4.1).

**Proof of Theorem 20.** First we prove (4.46). By (4.49), we obtain

\begin{equation}
  I(\text{snr}) = \frac{1}{2} \int_0^{\text{snr}} \text{mmse}(\gamma) d\gamma.
\end{equation}

By definition of $\mathcal{D}(X)$, for all $\delta > 0$, there exists $\gamma_0$, such that $\gamma \text{mmse}(\gamma) \geq \mathcal{D}(X) - \delta$ holds for all $\gamma > \gamma_0$. Then by (4.58), for any $\text{snr} > \gamma_0$,

\begin{align}
  I(\text{snr}) &\geq \frac{1}{2} \int_{0}^{\gamma_0} \text{mmse}(\gamma) d\gamma + \frac{1}{2} \int_{\gamma_0}^{\text{snr}} \frac{\mathcal{D}(X) - \delta}{\gamma} d\gamma \\
  &\geq \frac{1}{2} (\mathcal{D}(X) - \delta) \log \text{snr} + O(1).
\end{align}

In view of (2.67), dividing both sides by $\frac{1}{2} \log \text{snr}$ and by the arbitrariness of $\delta > 0$, we conclude that $\mathcal{D}(X) \leq d(X)$. Similarly, $\overline{\mathcal{D}}(X) \geq \overline{d}(X)$ holds.

Next, assuming the existence of $\mathcal{D}(X)$, (4.47) simply follows from (4.46), which can also be obtained by applying l'Hôpital’s rule to (4.52) and (4.53).

**4.5 Evaluation of MMSE dimension**

In this section we drop the assumption of $H([X]) < \infty$ and proceed to give results for various input and noise distributions.
4.5.1 Data processing lemma for MMSE dimension

**Theorem 21.** For any $X, U$ and any $N \in L^2(\Omega)$,

$$D(X, N) \geq D(X, N|U), \quad (4.61)$$

$$D(X, N) \geq D(X, N|U). \quad (4.62)$$

When $N$ is Gaussian and $U$ is discrete, (4.61) and (4.62) hold with equality.

**Proof.** Appendix B.3.

In particular, Theorem 21 states that no discrete side information can reduce the MMSE dimension. Consequently, we have

$$D(X|[X]_m) = D(X) \quad (4.63)$$

for any $m \in \mathbb{N}$, that is, knowing arbitrarily finitely many digits $X$ does not reduce its MMSE dimension. This observation agrees with our intuition: when the noise is weak, $[X]_m$ can be estimated with exponentially small error (see (4.68)), while the fractional part $X - [X]_m$ is the main contributor to the estimation error.

It is possible to extend Theorem 21 to non-Gaussian noise (e.g., uniform, exponential or Cauchy distributions) and more general models. See Remark 33 at the end of Appendix B.3.

4.5.2 Discrete input

**Theorem 22.** If $X$ is discrete (finitely or countably infinitely valued), and $N \in L^2(\Omega)$ whose distribution is absolutely continuous with respect to Lebesgue measure, then

$$D(X, N) = 0. \quad (4.64)$$

In particular,

$$D(X) = 0. \quad (4.65)$$

**Proof.** Since constants have zero MMSE dimension, $D(X) = D(X|X) = 0$, in view of Theorem 21. The more general result in (4.64) is proved in Appendix B.4. □

**Remark 6.** Theorem 22 implies that $\text{mmse}(X, N, \text{snr}) = o\left(\frac{1}{\text{snr}}\right)$ as $\text{snr} \to \infty$. As observed in Example 4, MMSE can decay much faster than polynomially. Suppose the alphabet of $X$, denoted by $\mathcal{A} = \{x_i : i \in \mathbb{N}\}$, has no accumulation point. Then

$$d_{\text{min}} \triangleq \inf_{i \neq j} |x_i - x_j| > 0. \quad (4.66)$$

If $N$ is almost surely bounded, say $|N| \leq \bar{A}$, then $\text{mmse}(X, N, \text{snr}) = 0$ for all $\text{snr} > \left(\frac{2A}{d_{\text{min}}}\right)^2$. On the other hand, if $X$ is almost surely bounded, say $|X| \leq \bar{A}$, then $\text{mmse}(X, \text{snr})$ decays exponentially: since the error probability, denoted by $p_e(\text{snr})$, of
a MAP estimator for $X$ based on $\sqrt{\text{snr}}X + N_G$ is $O\left(Q\left(\frac{\sqrt{\text{snr}}}{2} d_{\text{min}}\right)\right)$, where $Q(t) = \int_t^\infty \varphi(x)dx$ and $\varphi$ is the standard normal density

$$\varphi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}.$$  

(4.67)

Hence

$$\text{mmse}(\text{snr}) \leq \bar{A}^2 p_e(\text{snr}) = O\left(\frac{1}{\sqrt{\text{snr}}} e^{-\text{snr}d_{\text{min}}^2}\right).$$  

(4.68)

If the input alphabet has accumulation points, it is possible that the MMSE decays polynomially. For example, when $X$ takes values on $\{0, \frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \ldots\}$ and $N$ is uniform distributed on $[0, 1]$, it can be shown that $\text{mmse}(X, N, \text{snr}) = \Theta(\text{snr}^{-2})$.

### 4.5.3 Absolutely continuous input

**Theorem 23.** Suppose the density of $N \in L^2(\Omega)$ is bounded and is such that for some $\alpha > 1$,

$$f_N(u) = O\left(\|u\|^{-\alpha}\right),$$  

(4.69)

as $|u| \to \infty$. Then

$$\mathcal{D}(X, N) = 1$$  

(4.70)

holds for all $X$ with an absolutely continuous distribution with respect to Lebesgue measure. In particular,

$$\mathcal{D}(X) = 1,$$  

(4.71)

i.e.,

$$\text{mmse}(X, \text{snr}) = \frac{1}{\text{snr}} + o\left(\frac{1}{\text{snr}}\right).$$  

(4.72)

**Proof.** Appendix B.5.

If the density of $X$ is sufficiently regular, then (4.70) holds for all noise distributions:

**Theorem 24.** Suppose the density of $X$ is continuous and bounded. Then

$$\mathcal{D}(X, N) = 1$$  

(4.73)

holds for all (not necessarily absolutely continuous) $N \in L^2(\Omega)$.

**Proof.** Appendix B.5.

In view of Theorem 24 and (4.30), we conclude that the linear estimator is dimensionally optimal for estimating absolutely continuous random variables contaminated by additive Gaussian noise, in the sense that it achieves the input MMSE dimension.
A refinement of Theorem 24 entails the second-order expansion for \( \text{mmse}(X, \text{snr}) \) for absolutely continuous input \( X \). This involves the Fisher information of \( X \). Suppose \( J(X) < \infty \). Then

\[
J(\sqrt{\text{snr}}X + N_G) \leq \int \varphi(z) J(\sqrt{\text{snr}}X + z) \, dz
\]

\[
= \int \varphi(z) J(\sqrt{\text{snr}}X) \, dz
\]

\[
= \frac{J(X)}{\text{snr}} < \infty,
\]

where (4.74) and (4.75) follow from the convexity and translation invariance of Fisher information respectively. In view of (4.35), we have

\[
\text{mmse}(X, \text{snr}) = \frac{1}{\text{snr}} + O\left(\frac{1}{\text{snr}^2}\right),
\]

which improves (4.72) slightly.

Under stronger regularity conditions the second-order term can be determined exactly. A result of Prelov and van der Meulen [75] states the following: if \( J(X) < \infty \) and the density of \( X \) satisfies certain regularity conditions [75, (3) – (7)], then

\[
J(X + \epsilon N_G) = J(X) + O(\epsilon).
\]

Therefore in view of (4.34), we have

\[
\text{mmse}(X, \text{snr}) = \frac{1}{\text{snr}} - \frac{J(X)}{\text{snr}^2} + o\left(\frac{1}{\text{snr}^2}\right).
\]

This result can be understood as follows: Stam’s inequality [78] implies that

\[
\frac{1}{J(\sqrt{\text{snr}}X + N_G)} \geq \frac{1}{J(\sqrt{\text{snr}}X)} + \frac{1}{J(N_G)}
\]

\[
= \frac{\text{snr}}{J(X)} + 1.
\]

Using (4.34), we have

\[
\text{mmse}(X, \text{snr}) \geq \frac{1}{J(X) + \text{snr}}
\]

\[
= \frac{1}{\text{snr}} - \frac{J(X)}{\text{snr}^2} + o\left(\frac{1}{\text{snr}^2}\right).
\]

Inequality (4.82) is also known as the Bayesian Crámer-Rao bound (or the Van Trees inequality) [79, pp. 72–73], [80, Corollary 2.3]. In view of (4.79), we see that (4.82) is asymptotically tight for sufficiently regular densities of \( X \).
Instead of using the asymptotic expansion of Fisher information and Stam’s inequality, we can show that (4.79) holds for a much broader class of densities of $X$ and non-Gaussian noise:

**Theorem 25.** Suppose $X \in L^3(\Omega)$ with bounded density $f_X$ whose first two derivatives are also bounded and $J(X) < \infty$. Furthermore, assume $f_X$ satisfies the following regularity condition [81, Equation (2.5.16)]:

$$\int_\mathbb{R} f_X''(x)dx = 0.$$ (4.84)

Then for any $N \in L^2(\Omega)$,

$$\text{mmse}(X, N, \text{snr}) = \frac{\text{var}N}{\text{snr}} - J(X) \left( \frac{\text{var}N}{\text{snr}} \right)^2 + o\left( \frac{1}{\text{snr}^2} \right).$$ (4.85)

**Proof.** Appendix B.5.

Combined with (4.83), Theorem 25 implies that the Bayesian Crámer-Rao bound

$$\text{mmse}(X, N, \text{snr}) \geq \frac{1}{J(X) + \text{snr} J(N)}$$ (4.86)

$$= \frac{1}{\text{snr} J(N)} - \frac{J(X)}{\text{snr}^2 J^2(N)} + o\left( \frac{1}{\text{snr}^2} \right)$$ (4.87)

is asymptotically tight if and only if the noise is Gaussian.

Equation (4.85) reveals a new operational role of $J(X)$. The regularity conditions imposed in Theorem 25 are much weaker and easier to check than those in [75]; however, (4.79) is slightly stronger than (4.85) because the $o(\text{snr}^{-2})$ term in (4.79) is in fact $O(\text{snr}^{-\frac{5}{2}})$, as a result of (4.78).

It is interesting to compare (4.85) to results on asymptotic Bayesian risk in the large sample limit [70, Theorem 5.1a]:

- When $N$ is Gaussian, recalling (4.22), we have

  $$\text{mmse}(X|Y^n) = \text{mmse}(X, n)$$ (4.88)

$$= \frac{1}{n} - \frac{J(X)}{n^2} + o\left( \frac{1}{n^2} \right).$$ (4.89)

  This agrees with the results in [70] but our proof requires less stringent conditions on the density of $X$.

- When $N$ is non-Gaussian, under the regularity conditions in [70, Theorem 5.1a], we have

  $$\text{mmse}(X|Y^n) = \frac{1}{n J(N)} - \frac{J(X)}{n^2 J^2(N)} + o\left( \frac{1}{n^2} \right),$$ (4.90)
which agrees with the Bayesian Crámer-Rao bound in the product case. On the other hand, by (4.85) we have

$$\text{mmse}(X|\bar{Y}) = \text{mmse}(X, n)$$

$$= \frac{\text{var}N}{n} - J(X) \left( \frac{\text{var}N}{n} \right)^2 + o\left(\frac{1}{n^2}\right).$$

whose first-order term is inferior to (4.90), due to the Crámer-Rao bound $\text{var}N \geq \frac{1}{J(N)}$. This agrees with the fact that the sample mean is asymptotically suboptimal for non-Gaussian noise, and the suboptimality is characterized by the gap in the Crámer-Rao inequality.

To conclude the discussion of absolutely continuous inputs, we give an example where (4.85) fails:

**Example 2.** Consider $X$ and $N$ uniformly distributed on $[0, 1]$. It is shown in Appendix B.2 that

$$\text{mmse}(X, N, \text{snr}) = \text{var}N \left( \frac{1}{\text{snr}} - \frac{1}{2\text{snr}^3} \right), \quad \text{snr} \geq 4.$$  

(4.93)

Note that (4.85) does not hold because $X$ does not have a differentiable density, hence $J(X) = \infty$. This example illustrates that the $o\left(\frac{1}{\text{snr}}\right)$ term in (4.72) is not necessarily $O\left(\frac{1}{\text{snr}^2}\right)$.

### 4.5.4 Mixed distribution

Next we present results for general mixed distributions, which are direct consequences of Theorem 21. The following result asserts that MMSE dimensions are affine functionals, a fundamental property shared by Rényi information dimension Theorem 5.

**Theorem 26.**

$$\mathcal{D}\left(\sum \alpha_i \mu_i\right) = \sum \alpha_i \mathcal{D}(\mu_i),$$

(4.94)

$$\mathcal{R}\left(\sum \alpha_i \mu_i\right) = \sum \alpha_i \mathcal{R}(\mu_i).$$

(4.95)

where $\{\alpha_i : i \in \mathbb{N}\}$ is a probability mass function and each $\mu_i$ is a probability measure.

Another application of Theorem 21 is to determine the MMSE dimension of inputs with mixed distributions, which are frequently used in statistical models of sparse signals [5, 4, 7, 82]. According to Theorem 21, knowing the support does not decrease the MMSE dimension.
Corollary 1. Let \( X = UZ \) where \( U \) is independent of \( Z \), taking values in \( \{0, 1\} \) with \( \mathbb{P}\{U = 1\} = \rho \). Then

\[
\mathbb{D}(X) = \rho \mathbb{D}(Z), \\
\mathcal{D}(X) = \rho \mathcal{D}(Z).
\] (4.96) (4.97)

Obtained by combining Theorems 22, 23 and 26, the next result solves the MMSE dimension of discrete-continuous mixtures completely. Together with Theorem 20, it also provides an alternative proof of Rényi’s theorem on information dimension for mixtures (Theorem 4) via MMSE.

Theorem 27. Let \( X \) have a discrete-continuous mixed distribution as defined in (1.4). Then its MMSE dimension equals the weight of the absolutely continuous part, i.e.,

\[
\mathcal{D}(X) = \rho.
\] (4.98)

The above results also extend to non-Gaussian noise or general channels which satisfy the condition in Remark 33 at the end of Appendix B.3.

To conclude this subsection, we illustrate Theorem 27 by the following examples:

Example 3 (Continuous input). If \( X \sim \mathcal{N}(0, 1) \), then

\[
\operatorname{mmse}(X, \text{snr}) = \frac{1}{\text{snr} + 1}
\] (4.99)

and (4.71) holds.

Example 4 (Discrete input). If \( X \) is equiprobable on \( \{-1, 1\} \), then by (4.68) or [83, Theorem 3],

\[
\operatorname{mmse}(X, \text{snr}) = O \left( \frac{1}{\sqrt{\text{snr}} e^{-\frac{\text{snr}}{4}}} \right)
\] (4.100)

and (4.65) holds.

Example 5 (Mixed input). Let \( N \) be uniformly distributed in \([0, 1]\), and let \( X \) be distributed according to an equal mixture of a mass at 0 and a uniform distribution on \([0, 1]\). Then

\[
\frac{\operatorname{mmse}(X, N, \text{snr})}{\operatorname{var} N} = 3 \left( \frac{3}{2} - \frac{3}{4\sqrt{\text{snr}}} + \frac{1}{\text{snr}} - \frac{1}{4\text{snr}^{3/2}} \right) - \frac{3\sqrt{\text{snr}}}{2} \log \frac{1 + \sqrt{\text{snr}}}{\sqrt{\text{snr}}}
\] (4.101)

\[
= \frac{1}{2\text{snr}} + \frac{1}{4\text{snr}^{3/2}} + o \left( \frac{1}{\text{snr}^{3/2}} \right),
\] (4.102)

which implies \( \mathcal{D}(X, N) = \frac{1}{2} \) and verifies Theorem 27 for non-Gaussian noise.
4.5.5 Singularly continuous distribution

In this subsection we consider atomless input distributions mutually singular with respect to Lebesgue measure. There are two new phenomena regarding MMSE dimensions of singular inputs. First, the lower and upper MMSE dimensions $\mathcal{D}(X,N)$ and $\mathcal{D}^\ast(X,N)$ depend on the noise distribution, even if the noise is restricted to be absolutely continuous. Second, the MMSE dimension of a singular input need not exist. For an important class of self-similar singular distributions (e.g., the Cantor distribution), the function $\text{snr} \mapsto \text{snr mmse}(X, \text{snr})$ oscillates between the lower and upper dimension periodically in $\log \text{snr}$ (i.e., in dB). This periodicity arises from the self-similarity of the input, and the period can be determined exactly. Unlike the lower and upper dimension, the period does not depend on the noise distribution.

We focus on a special class of inputs with self-similar distributions [46, p.36]: inputs with i.i.d. digits. Consider $X \in [0,1]$ a.s. For an integer $M \geq 2$, the $M$-ary expansion of $X$ is defined in (2.47). Assume that the sequence $\{(X)_j : j \in \mathbb{N}\}$ is i.i.d. with common distribution $P$ supported on $\{0, \ldots, M-1\}$. According to (2.50), the information dimension of $X$ exists and is given by the normalized entropy rate of the digits:

$$d(X) = \frac{H(P)}{\log M}. \quad (4.103)$$

For example, if $X$ is Cantor-distributed, then the ternary expansion of $X$ consists of i.i.d. digits, and for each $j$,

$$\mathbb{P}\{(X)_j = 0\} = \mathbb{P}\{(X)_j = 2\} = \frac{1}{2}. \quad (4.104)$$

By (4.103), the information dimension of the Cantor distribution is $\log_3 2$. The next theorem shows that for such $X$ the scaling constant of MMSE oscillates periodically.

**Theorem 28.** Let $X \in [0,1]$ a.s., whose $M$-ary expansion defined in (2.47) consists of i.i.d. digits with common distribution $P$. Then for any $N \in L^2(\Omega)$, there exists a $2 \log M$-periodic function $^4\Phi_{X,N} : \mathbb{R} \to [0,1]$, such that as $\text{snr} \to \infty$,

$$\text{mmse}(X, N, \text{snr}) = \lim_{\text{snr} \to \infty} \frac{\var N}{\text{snr}} \Phi_{X,N}(\log \text{snr}) + o \left( \frac{1}{\text{snr}} \right). \quad (4.105)$$

The lower and upper MMSE dimension of $(X, N)$ are given by

$$\mathcal{D}(X, N) = \lim_{b \to \infty} \sup_{0 \leq b \leq 2 \log M} \Phi_{X,N}(b), \quad (4.106)$$

$$\mathcal{D}^\ast(X, N) = \lim_{b \to \infty} \inf_{0 \leq b \leq 2 \log M} \Phi_{X,N}(b). \quad (4.107)$$

$^4$Let $T > 0$. We say a function $f : \mathbb{R} \to \mathbb{R}$ is $T$-periodic if $f(x) = f(x + T)$ for all $x \in \mathbb{R}$, and $T$ is called a period of $f$ ([84, p. 183] or [85, Section 3.7]). This differs from the definition of the least period which is the infimum of all periods of $f$. 
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Moreover, when $N = N_G$ is Gaussian, the average of $\Phi_{X,N_G}$ over one period coincides with the information dimension of $X$:

$$\frac{1}{2\log M} \int_0^{2\log M} \Phi_{X,N_G}(b) \, db = d(X) = \frac{H(P)}{\log M}.$$

(4.108)


Remark 7. Trivial examples of Theorem 28 include $\Phi_{X,N} \equiv 0$ ($X = 0$ or $1$ a.s.) and $\Phi_{X,N} \equiv 1$ ($X$ is uniformly distributed on $[0,1]$).

Theorem 28 shows that in the high-SNR regime, the function $\text{snr} \cdot \text{mmse}(X, N, \text{snr})$ is periodic in $\text{snr}$ (dB) with period $20 \log M$ dB. Plots are given in Fig. 4.1 – 4.2. Although this reveals the oscillatory nature of $\text{mmse}(X, N, \text{snr})$, we do not have a general formula to compute the lower (or upper) MMSE dimension of $(X, N)$. However, when the noise is Gaussian, Theorem 20 provides a sandwich bound in terms of the information dimension of $X$, which is reconfirmed by combining (4.106) – (4.108).

Remark 8 (Binary-valued noise). One interesting case for which we are able to compute the lower MMSE dimension corresponds to binary-valued noise, with which all singular inputs (including discrete distributions) have zero lower MMSE dimension (see Appendix B.7 for a proof). This phenomenon can be explained by the following fact about negligible sets: a set with zero Lebesgue measure can be translated by an arbitrarily small amount to be disjoint from itself. Therefore, if an input is supported on a set with zero Lebesgue measure, we can perform a binary hypothesis test based on its noisy version, which admits a decision rule with zero error probability when SNR is large enough.

4.6 Numerical Results

4.6.1 Approximation by discrete inputs

Due to the difficulty of computing conditional expectation and estimation error in closed form, we capitalize on the regularity of the MMSE functional by computing the MMSE of successively finer discretizations of a given $X$. For an integer $m$ we uniformly quantize $X$ to $[X]_m$. Then we numerically compute $\text{mmse}([X]_m, \text{snr})$ for fixed $\text{snr}$. By the weak continuity of $P_X \mapsto \text{mmse}(X, \text{snr})$ [86, Corollary 3], as the quantization level $m$ grows, $\text{mmse}([X]_m, \text{snr})$ converges to $\text{mmse}(X, \text{snr})$; however, one caveat is that to obtain the value of MMSE within a given accuracy, the quantization level needs to grow as $\text{snr}$ grows (roughly as $\log \text{snr}$) so that the quantization error is much smaller than the noise. Lastly, due to the following result, to obtain the MMSE dimension it is sufficient to only consider integer values of $\text{snr}$.

Lemma 13. It is sufficient to restrict to integer values of $\text{snr}$ when calculating $\mathcal{D}(X|U)$ and $\mathcal{Q}(X|U)$ in (4.10) and (4.11) respectively.
Proof. For any $\text{snr} > 0$, there exists $n \in \mathbb{Z}_+$, such that $n \leq \text{snr} < n + 1$. Since the function $\text{mmse}(\text{snr}) = \text{mmse}(X, \text{snr}|U)$ is monotonically decreasing, we have

$$\text{mmse}(n + 1) \leq \text{mmse}(\text{snr}) \leq \text{mmse}(n), \quad (4.109)$$

hence

$$n \text{ mmse}(n + 1) \leq \text{snr \ mmse}(\text{snr}) \leq n \text{ mmse}(n) + \text{mmse}(n). \quad (4.110)$$

(4.111)

Using that $\lim_{n \to \infty} \text{mmse}(n) = 0$, the claim of Lemma 13 follows. \qed

### 4.6.2 Self-similar input distribution

We numerically calculate the MMSE for Cantor distributed $X$ and Gaussian noise by choosing $[X]_m = [3^m X] 3^{-m}$. By (4.104), $[X]_m$ is equiprobable on the set $\mathcal{A}_m$, which has cardinality $2^m$ and consists of all 3-adic fractional whose ternary digits are either 0 or 2. According to Theorem 28, in the high-SNR regime, $\text{snr \ mmse}(X, \text{snr})$ oscillates periodically in $\log \text{snr}$ with period $2 \log 3$, as plotted in Fig. 4.1. The lower and upper MMSE dimensions of the Cantor distribution turn out to be (to six decimals):

$$\underline{D}(X) = 0.621102, \quad (4.112)$$

$$\overline{D}(X) = 0.640861. \quad (4.113)$$

Note that the information dimension $d(X) = \log_3 2 = 0.630930$ is sandwiched between $\underline{D}(X)$ and $\overline{D}(X)$, according to Theorem 20. From this and other numerical evidence it is tempting to conjecture that

$$d(X) = \frac{\underline{D}(X) + \overline{D}(X)}{2} \quad (4.114)$$

when the noise is Gaussian.

It should be pointed out that the sandwich bounds in (4.46) need not hold when $N$ is not Gaussian. For example, in Fig. 4.2 where $\text{snr \ mmse}(X, N, \text{snr})$ is plotted against $\log_3 \text{snr}$ for $X$ Cantor distributed and $N$ uniformly distributed in $[0, 1]$, it is evident that $d(X) = \log_3 2 > \overline{D}(X, N) = 0.5741$.

### 4.6.3 Non-Gaussian noise

Via the input-noise duality in (4.44), studying high-SNR asymptotics provides insights into the behavior of $\text{mmse}(X, N, \text{snr})$ for non-Gaussian noise $N$. Combining various results from Sections 4.5.2, 4.5.3 and 4.5.5, we observe that $\text{mmse}(X, N, \text{snr})$ can behave very irregularly in general, unlike in Gaussian channels where $\text{mmse}(X, \text{snr})$ is strictly decreasing in $\text{snr}$. To illustrate this, we consider the case where standard Gaussian input is contaminated by various additive noises. For all $N$, it is evident
that \( \text{mmse}(X, N, 0) = \text{var} X = 1 \). Due to Theorem 24, the MMSE vanishes as \( \frac{\text{var} N}{\text{snr}} \) regardless of the noise. The behavior of MMSE associated with Gaussian, Bernoulli and Cantor distributed noises is (Fig. 4.3a):

- For standard Gaussian \( N \), \( \text{mmse}(X, \text{snr}) = \frac{1}{1+\text{snr}} \) is continuous at \( \text{snr} = 0 \) and decreases monotonically according to \( \frac{1}{\text{snr}} \). Recall that [86, Section III] this monotonicity is due to the MMSE data-processing inequality [87] and the stability of Gaussian distribution.

- For equiprobable Bernoulli \( N \), \( \text{mmse}(X, N, \text{snr}) \) has a discontinuity of first kind at \( \text{snr} = 0 \).

\[
\text{var} X = \text{mmse}(X, N, 0) > \lim_{\text{snr} \downarrow 0} \text{mmse}(X, N, \text{snr}) = 0. \tag{4.115}
\]

As \( \text{snr} \to 0 \), the MMSE vanishes according to \( O \left( \frac{1}{\sqrt{\text{snr}}} e^{-\frac{1}{2\text{snr}}} \right) \), in view of (4.44) and (4.68), and since it also vanishes as \( \text{snr} \to \infty \), it is not monotonic with \( \text{snr} > 0 \).

- For Cantor distributed \( N \), \( \text{mmse}(X, N, \text{snr}) \) has a discontinuity of second kind at \( \text{snr} = 0 \). According to Theorem 28, as \( \text{snr} \to 0 \), MMSE oscillates relentlessly and does not have a limit (See the zoom-in plot in Fig. 4.3b).
Figure 4.2: Plot of $\text{snr} \cdot \text{mmse}(X, N, \text{snr}) / \text{var} N$ against $\log_3 \text{snr}$, where $X$ has a ternary Cantor distribution and $N$ is uniformly distributed in $[0, 1]$.

### 4.7 Discussions

Through the high-SNR asymptotics of MMSE in Gaussian channels, we defined a new information measure called the MMSE dimension. Although stemming from estimation-theoretic principles, MMSE dimension shares several important features with Rényi’s information dimension. By Theorem 21 and Theorem 5, they are both affine functionals. According to Theorem 20, information dimension is sandwiched between the lower and upper MMSE dimensions. For distributions with no singular components, they coincide to be the weight of the continuous part of the distribution.

The high-SNR scaling law of mutual information and MMSE in Gaussian channels are governed by the information dimension and the MMSE dimension respectively. In Chapter 5, we show that the information dimension plays a pivotal role in almost lossless analog compression, an information-theoretic model for noiseless compressed sensing. In fact we show in Chapter 6 that the MMSE dimension is closely related to the fundamental limit of noisy compressed sensing and the optimal phase transition of noise sensitivity (see Theorem 48).

Characterizing the high-SNR suboptimality of linear estimation, (4.30) provides an alternative definition of MMSE dimension, which enables us to extend our results to random vectors or processes. In these more general setups, it is interesting to investigate how the *causality* constraint of the estimator affects the high-SNR behavior.
of the optimal estimation error. Another direction of generalization is to study the high-SNR asymptotics of MMSE with a mismatched model in the setup of [88] or [89].
Figure 4.3: Plot of $\text{mmse}(X, N, \text{snr})$ against $\text{snr}$, where $X$ is standard Gaussian and $N$ is standard Gaussian, equiprobable Bernoulli or Cantor distributed (normalized to have unit variance).
Chapter 5

Noiseless compressed sensing

In this chapter we present the theory of almost lossless analog compression, a Shannon theoretic framework for noiseless compressed sensing. It also extends the classical almost lossless source coding theory to uncountable source and code alphabets. Section 5.2 introduces a unified framework for lossless analog compression. We prove coding theorems under various regularity conditions on the compressor or decompressor, which, in the memoryless case, involves Rényi information dimension of the source. These results provide new operational characterization of the information dimension in Shannon theory. Proofs are deferred till Sections 5.3 – 5.6. Some technical lemmas are proved in Appendix C. The material in this chapter has been presented in part in [27, 5].

5.1 Motivations

5.1.1 Noiseless compressed sensing versus data compression

The “bit” is the universal currency in lossless source coding theory [90], where Shannon entropy is the fundamental limit of compression rate for discrete memoryless sources. Sources are modeled by stochastic processes and redundancy is exploited as probability is concentrated on a set of exponentially small cardinality as blocklength grows. Therefore by encoding this subset, data compression is achieved if we tolerate a positive, albeit arbitrarily small, block error probability.

Compressed sensing, on the other hand, employs linear transformations to encode real vectors by real-valued measurements. The formulation of noiseless compressed sensing is reminiscent of the traditional lossless data compression in the following sense:

- Sources are sparse in the sense that each vector is supported on a set much smaller than the blocklength. This type of redundancy in terms of sparsity is exploited to achieve effective compression by taking fewer number of linear measurements.
- In contrast to lossy data compression, block error probability, instead of distortion, is the performance benchmark.
• The central problem is to determine how many compressed measurements are sufficient/necessary for recovery with vanishing block error probability as block-length tends to infinity.

• Random coding is employed to show the existence of “good” linear encoders. For instance, when the random sensing matrices are drawn from certain ensembles (e.g. standard Gaussian), the restricted isometry property (RIP) is satisfied with overwhelming probability and guarantees exact recovery.

On the other hand, there are also significantly different ingredients in compressed sensing in comparison with information theoretic setups:

• Sources are not modeled probabilistically, and the fundamental limits are on a worst-case basis rather than on average. Moreover, block error probability is with respect to the distribution of the encoding random matrices.

• Real-valued sparse vectors are encoded by real numbers instead of bits.

• The encoder is confined to be linear while generally in information-theoretical problems such as lossless source coding we have the freedom to choose the best possible coding scheme.

Departing from the conventional compressed sensing setup, in this chapter we study fundamental limits of lossless source coding for real-valued memoryless sources within an information theoretic setup:

• Sources are modeled by random processes. As explained in Section 1.3, this method is more flexible to describe source redundancy which encompasses, but is not limited to, sparsity. For example, a mixed discrete-continuous distribution of the form (1.2) is suitable for characterizing linearly sparse vectors.

• Block error probability is evaluated by averaging with respect to the source.

• While linear compression plays an important role in our development, our treatment encompasses weaker regularity conditions.

5.1.2 Regularities of coding schemes

Discrete sources have been the sole object in lossless data compression theory. The reason is at least twofold. First of all, non-discrete sources have infinite entropy, which implies that representation with arbitrarily small block error probability requires arbitrarily large rate. On the other hand, even if we consider encoding analog sources by real numbers, the result is still trivial, as \( \mathbb{R} \) and \( \mathbb{R}^n \) have the same cardinality. Therefore a single real number is capable of representing a real vector losslessly, yielding a universal compression scheme for any analog source with zero rate and zero error probability.

However, it is worth pointing out that the compression method proposed above is not robust because the bijection between \( \mathbb{R} \) and \( \mathbb{R}^n \) is highly irregular. In fact, neither the encoder nor the decoder can be continuous [91, Exercise 6(c), p. 385]. Therefore, using such a compression scheme, a slight change of source realization could result in a drastic change of encoder output and the decoder could suffer from a large distortion due to a tiny perturbation of the codeword. This disadvantage motivates us to study how to compress not only losslessly but also gracefully on Euclidean spaces. In fact
some authors have also noticed the importance of regularity in data compression. In [92] Montanari and Mossel observed that the optimal data compression scheme often exhibits the following inconvenience: codewords tend to depend chaotically on the data; hence changing a single source symbol leads to a radical change in the codeword. In [92], a source code is said to be smooth (resp. robust) if the encoder (resp. decoder) is Lipschitz (see Definition 10) with respect to the Hamming distance. The fundamental limits of smooth lossless compression are analyzed in [92] for binary sources via sparse graph codes. In this thesis we focus on real-valued sources with general distributions. Introducing a topological structure makes the nature of the problem quite different from traditional formulations in the discrete world, and calls for machinery from dimension theory and geometric measure theory.

The regularity constraints on the coding procedures considered in this chapter are the linearity of compressors and the robustness of decompressors, the latter of which is motivated by the great importance of robust reconstruction in compressed sensing (e.g., [93, 94, 95, 96]), as noise resilience is an indispensable property for decompressing sparse signals from real-valued measurements. More specifically, the following two robustness constraints are considered:

**Definition 9** $((L, \Delta)$-stable). Let $(U,d_U)$ and $(V,d_V)$ be metric spaces and $T \subset U$. $g : U \to V$ is called $(L, \Delta)$-stable on $T$ if for all $x,y \in T$

$$d_U(x,y) \leq \Delta \Rightarrow d_V(g(x),g(y)) \leq L\Delta.$$ \hfill (5.1)

And we say $g$ is $\Delta$-stable if $g$ is $(1,\Delta)$-stable.

**Definition 10** (Hölder and Lipschitz continuity). Let $(U,d_U)$ and $(V,d_V)$ be metric spaces. A function $g : U \to V$ is called $(L,\gamma)$-Hölder continuous if there exists $L,\gamma \geq 0$ such that for any $x,y \in U$,

$$d_V(g(x),g(y)) \leq Ld_U(x,y)^\gamma.$$ \hfill (5.2)

g is called $L$-Lipschitz if $g$ is $(L,1)$-Hölder continuous. $g$ is simply called Lipschitz (resp. $\beta$-Hölder continuous) if $g$ is $L$-Lipschitz (resp. $(L,\beta)$-Hölder continuous) for some $L \geq 0$. The Lipschitz constant of $g$ is defined as

$$\text{Lip}(g) \triangleq \sup_{x \neq y} \frac{d_V(g(x),g(y))}{d_U(x,y)}.$$ \hfill (5.3)

**Remark 9.** The $\Delta$-stability is a much weaker notion than Lipschitz continuity, because it is easy to see that $g$ is $L$-Lipschitz if and only if $g$ is $(L,\Delta)$-stable for every $\Delta > 0$.

To appreciate the relevance of Definitions 9 and 10 to compressed sensing, let us consider the following robustness result [96, Theorem 3.2]:

**Theorem 29.** Let $y = Ax_0 + e$, where $A \in \mathbb{R}^{k \times n}$, $x_0 \in \mathbb{R}^n$ and $e,y \in \mathbb{R}^k$ with $\|x_0\|_0 = S$ and $\|e\|_2 \leq \Delta \in \mathbb{R}_+$. Suppose $A$ satisfies $\delta_S \leq 0.307$, where $\delta_S$ is the...
S-restricted isometry constant of matrix \( A \), defined as the smallest \( \delta > 0 \) such that

\[
(1 - \delta) \|u\|_2^2 \leq \|A u\|_2^2 \leq (1 + \delta) \|u\|_2^2
\]

(5.4)

for all \( u \in \mathbb{R}^n \) such that \( \|u\|_0 \leq S \). Then the following \( \ell_2 \)-constrained \( \ell_1 \)-minimization problem

\[
\begin{align*}
\min & \quad \|x\|_1 \\
\text{s.t.} & \quad \|A x - y\|_2 \leq \Delta.
\end{align*}
\]

(5.5)

has a unique solution, denoted by \( \hat{x}_\Delta \), which satisfies

\[
\|\hat{x}_\Delta - x_0\|_2 \leq \frac{\Delta}{0.307 - \delta_S}.
\]

(5.6)

In particular, when \( \Delta = 0 \), \( x_0 \) is the unique solution to the following \( \ell_1 \)-minimization problem

\[
\begin{align*}
\min & \quad \|x\|_1 \\
\text{s.t.} & \quad A x = A x_0.
\end{align*}
\]

(5.7)

Theorem 29 states that if the sensing matrix \( A \) has a sufficiently small restricted isometry error constant, the constrained \( \ell_1 \)-minimization decoder \( \hat{x}_\Delta \) (5.5) yields a reconstruction error whose \( \ell_2 \)-norm is upper bounded proportionally to the \( \ell_2 \)-norm of the noise. This is equivalent to the \((L, \Delta)\)-stability of the decoder with \( L = \frac{1}{0.307 - \delta_S} \). The drawback of this result is that the decoder depends on the noise magnitude \( \Delta \). To handle the potential case of unbounded noise (e.g., drawn from a Gaussian distribution), it is desirable to have a robust decoder independent of \( \Delta \), which, in view of Remark 9, amounts to the Lipschitz continuity of the decoder. In fact, the unconstrained \( \ell_1 \)-minimization decoder in (5.7) is Lipschitz continuous. To see this, observe that (5.7) can be equivalently formulated as a linear programming problem. It is known that the optimal solution to any linear programming problem is Lipschitz continuous with respect to the parameters [97]. However, it is likely that the Lipschitz constant blows up as the ambient dimension grows. As we will show later in Theorem 32, for discrete-continuous mixtures that are most relevant for compressed sensing problems, it is possible to construct decoders with bounded Lipschitz constants.

5.2 Definitions and Main results

5.2.1 Lossless data compression

Let the source \( \{X_i : i \in \mathbb{N}\} \) be a stochastic process on \((\mathcal{X}^\mathbb{N}, \mathcal{F}^\otimes \mathbb{N})\), with \( \mathcal{X} \) denoting the source alphabet and \( \mathcal{F} \) a \( \sigma \)-algebra over \( \mathcal{X} \). Let \((\mathcal{Y}, \mathcal{G})\) be a measurable space, where \( \mathcal{Y} \) is called the code alphabet. The main objective of lossless data compression is to find efficient representations for source realizations \( x^n \in \mathcal{X}^n \) by \( y^k \in \mathcal{Y}^k \).

Definition 11. A \((n, k)\)-code for \( \{X_i : i \in \mathbb{N}\} \) over the code space \((\mathcal{Y}, \mathcal{G})\) is a pair of mappings:
1. Encoder: \( f_n : \mathcal{X}^n \to \mathcal{Y}^k \) that is measurable relative to \( \mathcal{F}^n \) and \( \mathcal{G}^k \).

2. Decoder: \( g_n : \mathcal{Y}^k \to \mathcal{X}^n \) that is measurable relative to \( \mathcal{G}^k \) and \( \mathcal{F}^n \).

The block error probability is \( \mathbb{P}\{g_n(f_n(X^n)) \neq X^n\} \).

The fundamental limit of lossless source coding is:

**Definition 12 (Lossless Data Compression).** Let \( \{X_i : i \in \mathbb{N}\} \) be a stochastic process on \((\mathcal{X}^\mathbb{N}, \mathcal{F}^\otimes \mathbb{N})\). Define \( r(\epsilon) \) to be the infimum of \( r > 0 \) such that there exists a sequence of \((n, \lceil rn \rceil)\)-codes over the code space \((\mathcal{Y}, \mathcal{G})\), such that

\[
\mathbb{P}\{g_n(f_n(X^n)) \neq X^n\} \leq \epsilon \tag{5.8}
\]

for all sufficiently large \( n \).

According to the classical discrete almost-lossless source coding theorem, if \( \mathcal{X} \) is countable and \( \mathcal{Y} \) is finite, the minimum achievable rate for any i.i.d. process with distribution \( P \) is

\[
r(\epsilon) = \begin{cases} 
\frac{\log |\mathcal{X}|}{\log |\mathcal{Y}|}, & \epsilon = 0 \\
\frac{H(P)}{\log |\mathcal{Y}|}, & 0 < \epsilon < 1, \\
0, & \epsilon = 1.
\end{cases} \tag{5.9}
\]

Using codes over an infinite alphabet, any discrete source can be compressed with zero rate and zero block error probability. In other words, if both \( \mathcal{X} \) and \( \mathcal{Y} \) are countably infinite, then for all \( 0 \leq \epsilon \leq 1 \),

\[
r(\epsilon) = 0 \tag{5.10}
\]

for any random process.

### 5.2.2 Lossless analog compression with regularity conditions

In this subsection we consider the problem of encoding analog sources with analog symbols, that is, \((\mathcal{X}, \mathcal{F}) = (\mathbb{R}, \mathcal{B}_\mathbb{R})\) and \((\mathcal{Y}, \mathcal{G}) = (\mathbb{R}, \mathcal{B}_\mathbb{R})\) or \(([0,1], \mathcal{B}_{[0,1]})\) if bounded encoders are required, where \( \mathcal{B}_{[0,1]} \) denotes the Borel \( \sigma \)-algebra. As in the countably infinite case, zero rate is achievable even for zero block error probability, because the cardinality of \( \mathbb{R}^n \) is the same for any \( n \) [98]. This conclusion holds even if we require the encoder/decoder to be Borel measurable, because according to Kuratowski’s theorem [99, Remark (i), p. 451] every uncountable standard Borel space is isomorphic\(^1\) to \(([0,1], \mathcal{B}_{[0,1]})\). Therefore a single real number has the capability of encoding a real vector, or even a real sequence, with a coding scheme that is both universal and deterministic.

However, the rich topological structure of Euclidean spaces enables us to probe the problem further. If we seek the fundamental limits of not only lossless coding but “graceful” lossless coding, the result is not trivial anymore. In this spirit, our

\(^1\)Two measurable spaces are isomorphic if there exists a measurable bijection whose inverse is also measurable.
various definitions share the basic information-theoretic setup where a random vector is encoded with a function $f_n : \mathbb{R}^n \to \mathbb{R}^{|Rn|}$ and decoded with $g_n : \mathbb{R}^{|Rn|} \to \mathbb{R}^n$ with $R \leq 1$ such that $f_n$ and $g_n$ satisfy certain regularity conditions and the probability of incorrect reconstruction vanishes as $n \to \infty$.

Regularity conditions of encoders and decoders are imposed for the sake of both less complexity and more robustness. For example, although a surjection $g$ from $[0, 1]$ to $\mathbb{R}^n$ is capable of lossless encoding, its irregularity requires specifying uncountably many real numbers to determine this mapping. Moreover, smoothness of the encoding and decoding operation is crucial to guarantee noise resilience of the coding scheme.

**Definition 13.** Let $\{X_i : i \in \mathbb{N}\}$ be a stochastic process on $(\mathbb{R}^N, \mathcal{B}_{\mathbb{R}}^\otimes N)$. Define the minimum $\epsilon$-achievable rate to be the infimum of $R > 0$ such that there exists a sequence of $(n, \lfloor Rn \rfloor)$-codes $(f_n, g_n)$, such that

$$\mathbb{P}\{g_n(f_n(X^n)) \neq X^n\} \leq \epsilon$$

(5.11)

for all sufficiently large $n$, and the encoder $f_n$ and decoder $g_n$ are constrained according to Table 5.1. Except for linear encoding where $\mathcal{Y} = \mathbb{R}$, it is assumed that $\mathcal{Y} = [0, 1]$.

**Table 5.1:** Regularity conditions of encoder/decoders and corresponding minimum $\epsilon$-achievable rates.

<table>
<thead>
<tr>
<th>Encoder</th>
<th>Decoder</th>
<th>Minimum $\epsilon$-achievable rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous</td>
<td>Continuous</td>
<td>$R_0(\epsilon)$</td>
</tr>
<tr>
<td>Linear</td>
<td>Borel</td>
<td>$R^*(\epsilon)$</td>
</tr>
<tr>
<td>Borel</td>
<td>Lipschitz</td>
<td>$R(\epsilon)$</td>
</tr>
<tr>
<td>Linear</td>
<td>Lipschitz</td>
<td>$\bar{R}(\epsilon)$</td>
</tr>
<tr>
<td>Borel</td>
<td>$\Delta$-stable</td>
<td>$\bar{R}(\epsilon, \Delta)$</td>
</tr>
</tbody>
</table>

**Remark 10.** Let $S_n = \{x^n : g_n(f_n(x^n)) = x^n\}$. Then $f_n$ is the inverse of $g_n$ on $S_n$. If $g_n$ is $L$-Lipschitz continuous, $f_n$ satisfies

$$\|f_n(x) - f_n(y)\| \geq \frac{1}{L} \|x - y\|,$$

(5.12)

which implies the injectivity of $f_n$, a necessary condition for decodability. Furthermore, not only does $f_n$ assign different codewords to different source symbols, it also keeps them sufficiently separated proportionally to their distance. In other words, the encoder $f_n$ respects the metric structure of the source alphabet.

**Remark 11.** In our framework a stable or Lipschitz continuous coding scheme implies robustness with respect to noise added at the input of the decompressor, which could result from quantization, finite wordlength or other inaccuracies. For example, suppose that the encoder output $y^k = f_n(x^n)$ is quantized by a $q$-bit uniform quantizer, resulting in $\tilde{y}^k$. Using a $2^{-q}$-stable coding strategy $(f_n, g_n)$, we can decode as
follows: denote the following nonempty set
\[
\mathcal{D}(\tilde{y}^k) = \{ z^k \in C_n : \| z^k - \tilde{y}^k \|_\infty \leq 2^{-q} \}.
\]
where \( C_n = \{ f_n(x^n) : x^n \in \mathbb{R}^n, g_n(f_n(x^n)) = x^n \} \). Pick any \( z^k \) in \( \mathcal{D}(\tilde{y}^k) \) and output \( \hat{x}^n = g_n(z^k) \) as the reconstruction. By the stability of \( g_n \) and the triangle inequality, we have
\[
\| \hat{x}^n - x^n \|_\infty \leq 2^{-(q-1)},
\]
i.e., each component in the decoder output will suffer at most twice the inaccuracy of the decoder input. Similarly, an \( L \)-Lipschitz decoder with respect to the \( \ell_\infty \) norm incurs an error no more than \( L2^{-q} \).

### 5.2.3 Coding theorems

The following general result holds for any input process:

**Theorem 30.** For any input process and any \( 0 \leq \epsilon \leq 1 \),
\[
R^*(\epsilon) \leq R_B(\epsilon) \leq R(\epsilon) \leq \hat{R}(\epsilon),
\]
where \( R_B(\epsilon) \) is defined in (3.15).

The right inequality in (5.15) follows from the definitions, since we have \( \hat{R}(\epsilon) \geq \max\{ R^*(\epsilon), R(\epsilon) \} \). The left and middle inequalities, proved in Sections 5.3.3 and 5.4.2 respectively, bridge the lossless Minkowski dimension formulation introduced in Definition 7 with the lossless analog compression framework in Definition 13. Consequently, upper and lower bounds on \( R_B(\epsilon) \) proved in Section 3.2 provide achievability bounds for lossless linear encoding and converse bounds for Lipschitz decoding, respectively. Moreover, we have the following surprising result
\[
R^*(\epsilon) \leq R(\epsilon),
\]
which states that robust reconstruction is always harder to pursue than linear compression, regardless of the input statistics.

Next we proceed to give results for each of the minimum \( \epsilon \)-achievable rates introduced in Definition 13 for memoryless sources. First we consider the case where the encoder is restricted to be linear.

**Theorem 31 (Linear encoding: general achievability).** Suppose that the source is memoryless. Then
\[
R^*(\epsilon) \leq \hat{d}(X)
\]
for all \( 0 < \epsilon < 1 \), where \( \hat{d}(X) \) is defined in (2.42). Moreover,

1. For all linear encoders (except possibly those in a set of zero Lebesgue measure on the space of real matrices), block error probability \( \epsilon \) is achievable.
2. The decoder can be chosen to be $\beta$-Hölder continuous for all $0 < \beta < 1 - \frac{\hat{d}(X)}{R}$, where $R > \hat{d}(X)$ is the compression rate.

Proof. See Section 5.3.3. \qed

For discrete-continuous mixtures, the following theorem states that linear encoders and Lipschitz decoders can be realized simultaneously with bounded Lipschitz constants. This result also serves as the foundation for our construction in noisy compressed sensing (see Theorem 49).

**Theorem 32** (Linear encoding: discrete-continuous mixture). Suppose that the source is memoryless with a discrete-continuous mixed distribution. Then

$$R^*(\epsilon) = d(X)$$

(5.18)

for all $0 < \epsilon < 1$. Moreover, if the discrete part has finite entropy, then for any rate $R > d(X)$, the decompressor can be chosen to be Lipschitz continuous with respect to the $\ell_2$-norm with an $O(1)$ Lipschitz-constant that only depends on $R - d(X)$. Consequently,

$$\hat{R}(\epsilon) = R^*(\epsilon) = d(X)$$

(5.19)

Proof. See Section 5.3.3. \qed

Combining previous theorems yields the following tight result: for discrete-continuous memoryless mixtures of the form in (1.4) such that the discrete component has finite entropy, we have

$$R^*(\epsilon) = R(\epsilon) = R_B(\epsilon) = \hat{R}(\epsilon) = \gamma$$

(5.20)

for all $0 < \epsilon < 1$.

**Remark 12.** The achievability proof of $O(1)$ Lipschitz constants in Theorem 32 works only with the $\ell_2$ norm, because it depends crucially on the inner product structure endowed by the $\ell_2$ norm. The reasons are twofold: first, the Lipschitz constant of a linear mapping with respect to the $\ell_2$ norm is given by its maximal singular value, whose behavior for random measurement matrices is well studied. Second, Kirszbraun’s theorem states that any Lipschitz mapping between two Hilbert spaces can be extended to the whole space with the same Lipschitz constant [100, Theorem 1.31, p. 21]. This result fails for general Banach spaces, in particular, for $\mathbb{R}^n$ equipped with any $\ell_p$-norm ($p \neq 2$) [100, p. 20]. Although by equivalence of norms on finite-dimensional spaces, it is always possible to extend to a Lipschitz function with a larger Lipschitz constant, which, however, will possibly blow up as the dimension increases. Nevertheless, (5.25) shows that even if we allow a sequence of decompressors with Lipschitz constants that diverges as $n \to \infty$, the compression rate is still lower bounded by $\hat{d}(X)$.  
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Remark 13. In the setup of Theorem 32, it is interesting to examine the robustness of the decoder and its dependence on the measurement rate quantitatively. The proof of Theorem 32 (see (5.189)) shows that for the mixed input distribution (1.4) and any $R > \gamma$, the Lipschitz constant of the decoder can be upper bounded by

$$L = \sqrt{R} \exp \left\{ \frac{1}{R} - \gamma \left[ (H(P_d) + R - \gamma)(1 - \gamma) + \frac{R}{2} h\left(\frac{\gamma}{R}\right) \right] + \frac{1}{2} \right\},$$

(5.21)

where $h(\alpha) \triangleq \alpha \log \frac{1}{\alpha} + (1 - \alpha) \log \frac{1}{1 - \alpha}$ is the binary entropy function. Note that (5.21) depends on the excessive rate $\delta \triangleq R - \gamma$ as follows: as $\delta \downarrow 0$,

- if $H(P_d) > 0$ (e.g., simple signals (1.3)), then $L$ depends exponentially on $\frac{1}{\delta}$;
- if $H(P_d) = 0$ (e.g., sparse signals (1.2)), then (5.21) simplifies to

$$L = \sqrt{R} \exp \left\{ \frac{R}{2\delta} h\left(\frac{\gamma}{R}\right) + \frac{3}{2} - \gamma \right\},$$

(5.22)

which behaves as $\Theta\left( \frac{1}{\sqrt{\delta}} \right)$.

Remark 14. For the sparse signal model (1.2), the optimal threshold $\gamma$ in (5.20) can be achieved by the $\ell_0$-minimization decoder that seeks the sparsest solution compatible with the linear measurements. This is because whenever the decoder used in the proof of Theorem 32 (as described in Remark 16) succeeds, the $\ell_0$-minimization decoder also succeeds. However, the $\ell_0$-minimization decoder is both computationally expensive and unstable. The optimality of the $\ell_0$-minimization decoder sparse signals has also been observed in [10, Section IV-A1] based on replica heuristics.

Theorem 33 (Linear encoding: achievability for self-similar sources). Suppose that the source is memoryless with a self-similar distribution that satisfies the open set condition. Then

$$R^*(\epsilon) \leq d(X)$$

(5.23)

for all $0 < \epsilon < 1$.

Proof. See Section 5.3.3. \qed

In Theorems 31 – 32 it has been shown that block error probability $\epsilon$ is achievable for Lebesgue-a.e. linear encoder. Therefore, choosing any random matrix whose distribution is absolutely continuous (e.g. i.i.d. Gaussian random matrices) satisfies block error probability $\epsilon$ almost surely.

Now, we drop the restriction that the encoder is linear, allowing very general encoding rules. Let us first consider the case where both the encoder and decoder are constrained to be continuous. It turns out that zero rate is achievable in this case.

Theorem 34 (Continuous encoder and decoder). For general sources,

$$R_0(\epsilon) = 0$$

(5.24)

for all $0 < \epsilon \leq 1$. 71
Proof. Since \((\mathbb{R}^n, \mathcal{B}_{\mathbb{R}^n})\) and \(([0, 1], \mathcal{B}_{[0,1]})\) are Borel isomorphic, there exist Borel measurable \(f : \mathbb{R}^n \to [0, 1]\) and \(g : [0, 1] \to \mathbb{R}^n\), such that \(g = f^{-1}\). By Lusin’s theorem [101, Theorem 7.10], there exists a compact set \(K \subset \mathbb{R}^n\) such that \(f\) restricted on \(K\) is continuous and \(\mathbb{P}\{X^n \notin K\} < \epsilon\). Since \(K\) is compact and \(f\) is injective on \(K\), \(f\) is a homeomorphism from \(K\) to \(T \triangleq f(K)\). Hence \(g : T \to \mathbb{R}^n\) is continuous. Since both \(K\) and \(T\) are closed, by the Tietze extension theorem [91], \(f\) and \(g\) can be extended to continuous \(f' : \mathbb{R}^n \to [0, 1]\) and \(g' : [0, 1] \to \mathbb{R}^n\) respectively. Using \(f'\) and \(g'\) as the new encoder and decoder, the error probability satisfies \(\mathbb{P}\{g'(f'(X^n)) \neq X^n\} \leq \mathbb{P}\{X^n \notin K\} < \epsilon\). 

Employing similar arguments as in the proof of Theorem 34, we see that imposing additional continuity constraints on the encoder (resp. decoder) has almost no impact on the fundamental limit \(R(\epsilon)\) (resp. \(R^*(\epsilon)\)). This is because a continuous encoder (resp. decoder) can be obtained at the price of an arbitrarily small increase of error probability, which can be chosen to vanish as \(n\) grows.

Theorems 35 - 37 deal with Lipschitz decoding in Euclidean spaces.

**Theorem 35** (Lipschitz decoding: General converse). Suppose that the source is memoryless. If \(\overline{d}(X) < \infty\), then

\[
R(\epsilon) \geq \overline{d}(X) 
\]

for all \(0 < \epsilon < 1\).

*Proof. See Section 5.4.2.*

**Theorem 36** (Lipschitz decoding: Achievability for discrete/continuous mixture). Suppose that the source is memoryless with a discrete-continuous mixed distribution. Then

\[
R(\epsilon) = d(X)
\]

for all \(0 < \epsilon < 1\).

*Proof. See Section 5.4.3.*

For sources with a singular distribution, in general there is no simple answer due to their fractal nature. For an important class of singular measures, namely self-similar measures generated from i.i.d. digits (e.g. generalized Cantor distribution), the information dimension turns out to be the fundamental limit for lossless compression with Lipschitz decoder.

**Theorem 37** (Lipschitz decoding: Achievability for self-similar measures). Suppose that the source is memoryless and bounded, and its \(M\)-ary expansion consists of independent identically distributed digits. Then

\[
R(\epsilon) = d(X)
\]

for all \(0 < \epsilon < 1\). Moreover, if the distribution of each bit is equiprobable on its support, then (5.27) holds for \(\epsilon = 0\).
Example 6. As an example, we consider the setup in Theorem 37 with $M = 3$ and $P = \{p, 0, q\}$, where $p + q = 1$. The associated invariant set is the middle third Cantor set $C$ [18] and $X$ is supported on $C$. The distribution of $X$, denoted by $\mu$, is called the generalized Cantor distribution [35]. In the ternary expansion of $X$, each digit is independent and takes value 0 and 2 with probability $p$ and $q$ respectively. Then by Theorem 37, for any $0 < \epsilon < 1$, $R(\epsilon) = \frac{h(p)}{\log 3}$. Furthermore, when $p = 1/2$, $\mu$ coincides with the ‘uniform’ distribution on $C$, i.e., the standard Cantor distribution. Hence we have a stronger result that $R(0) = \log 3 \approx 0.63$, i.e., exact lossless compression can be achieved with a Lipschitz continuous decompressor at the rate of the information dimension.

We conclude this section by discussing the fundamental limit of stable decoding (respect to the $\ell_\infty$ norm), which is given by the following tight result.

Theorem 38 (Stable decoding). Let the underlying metric be the $\ell_\infty$ distance. Suppose that the source is memoryless. Then for all $0 < \epsilon < 1$,

$$\limsup_{\Delta \downarrow 0} R(\epsilon, \Delta) = d(X),$$

that is, the minimum $\epsilon$-achievable rate such that for all sufficiently small $\Delta$ there exists a $\Delta$-stable coding strategy is given by $d(X)$.

Proof. See Section 5.6.
1. For all linear encoders (except possibly those in a set of zero Lebesgue measure on the space of real matrices), block error probability $\epsilon$ is achievable.

2. For all $\epsilon' > \epsilon$ and

$$0 < \beta < 1 - \frac{R_B(\epsilon)}{R},$$

where $R > R_B(\epsilon)$ is the compression rate, there exists a $\beta$-Hölder continuous decoder that achieves block error probability $\epsilon'$.

Consequently, in view of Theorem 39, the results on $R_B(\epsilon)$ for memoryless sources in Theorems 14–16 yield the achievability results in Theorems 31–33 respectively. Hölder exponents of the decoder can be found by replacing $R_B(\epsilon)$ in (5.30) by its respective upper bound.

**Remark 15.** For discrete-continuous sources, the achievability in Theorem 32 can be shown directly without invoking the general result in Theorem 39. See Remark 18. From the converse proof of Theorem 32, we see that effective compression can be achieved with linear encoders, i.e., $R^*(\epsilon) < 1$, only if the source distribution is not absolutely continuous with respect to Lebesgue measure.

Linear embedding of low dimensional subsets in Banach spaces was previously studied in [19, 21, 20] etc. in a non-probabilistic setting. For example, [21, Theorem 1.1] showed that: for a subset $S$ of a Banach space with $\dim_B S < k/2$, there exists a bounded linear function that embeds $S$ into $\mathbb{R}^k$. Here in a probabilistic setup, the embedding dimension can be improved by a factor of two, in view of the following finite-dimensional version of Theorem 39, whose proof is almost identical.

**Theorem 40.** Let $X^n$ be a random vector with $\dim_B(\mathbb{P}X^n) \leq k$. Let $m > k$. Then for Lebesgue almost every $A \in \mathbb{R}^{m \times n}$, there exists a $(1 - \frac{k}{m})$-Hölder continuous function $g : \mathbb{R}^m \to \mathbb{R}^n$, such that $\mathbb{P}\{g(AX^n) \neq X^n\} \geq 1 - \epsilon$.

**Remark 16.** In Theorem 40, the decoder can be chosen as follows: by definition of $\dim_B$, there exists $U \subset \mathbb{R}^n$, such that $\dim_B(U) \leq k$. Then if $x^n$ is the unique solution to the linear equation $Ax^n = y^k$ in $U$, the decoder outputs $g(y^k) = x^n$; otherwise $g(y^k) = 0$.

Particularizing Theorem 40, we obtain a non-asymptotic result of lossless linear compression for $k$-sparse vectors (i.e., with no more than $k$ non-zero components), which is relevant to compressed sensing.

**Corollary 2.** Denote the collection of all $k$-sparse vectors in $\mathbb{R}^n$ by

$$\Sigma_k = \{x^n \in \mathbb{R}^n : \|x^n\|_0 \leq k\}.$$}

Let $\mu$ be a $\sigma$-finite Borel measure on $\mathbb{R}^n$. Then given any $l \geq k + 1$, for Lebesgue-a.e. $l \times n$ real matrix $H$, there exists a Borel function $g : \mathbb{R}^l \to \mathbb{R}^n$, such that $g(Hx^n) = x^n$ for $\mu$-a.e. $x^n \in \Sigma_k$. Moreover, when $\mu$ is finite, for any $\epsilon > 0$ and $0 < \beta < 1 - \frac{k}{l}$, there exists a $l \times n$ matrix $H^*$ and $g^* : \mathbb{R}^l \to \mathbb{R}^n$, such that $\mu\{x^n \in \Sigma_k : g^*(H^*x^n) \neq x^n\} \leq \epsilon$ and $g^*$ is $\beta$-Hölder continuous.
Remark 17. The assumption that the measure $\mu$ is $\sigma$-finite is essential, because the validity of Corollary 2 hinges upon Fubini’s theorem, where $\sigma$-finiteness is an indispensable requirement. Consequently, if $\mu$ is the counting measure on $\Sigma_k$, Corollary 2 no longer applies because that $\mu$ is not $\sigma$-finite. In fact, if $l < 2k$, no linear encoder from $\mathbb{R}^n$ to $\mathbb{R}^l$ works for every $k$-sparse vector, even if no regularity constraint is imposed on the decoder. This is because no $l \times n$ matrix acts injectively on $\Sigma_k$. To see this, define $C - C = \{x - y : x, y \in C\}$ for $C \subset \mathbb{R}^n$. Then for any $l \times n$ matrix $H$,

$$\{\Sigma_k - \Sigma_k\} \cap \text{Ker}(H) = \Sigma_{2k} \cap \text{Ker}(H) \neq \{0\}. \quad (5.32)$$

Hence there exist two $k$-sparse vectors that have the same image under $H$.

On the other hand, $l = 2k$ is sufficient to linearly compress all $k$-sparse vectors, because (5.32) holds for Lebesgue-a.e. $2k \times n$ matrix $H$. To see this, choose $H$ to be a random matrix with i.i.d. entries according to some continuous distribution (e.g., Gaussian). Then (5.32) holds if and only if all $2k \times 2k$ submatrices formed by $2k$ columns of $H$ are invertible. This is an almost sure event, because the determinant of each of the $(\binom{n}{2k})$ submatrices is an absolutely continuous random variable. The sufficiency of $l = 2k$ is a bit stronger than the linear embedding result mentioned in the discussion before Theorem 40, which gives $l = 2k + 1$. For an explicit construction of such a $2k \times n$ matrix, we can choose $H$ to be the cosine matrix $H_{ij} = \cos\left(\frac{(i-1)\pi}{n}\right)$ (see Appendix C.1).

5.3.2 Auxiliary results

Let $0 < k < n$. Denote by $G(n, k)$ the Grassmannian manifold [35] consisting of all $k$-dimensional subspaces of $\mathbb{R}^n$. For $V \in G(n, k)$, the orthogonal projection from $\mathbb{R}^n$ to $V$ defines a linear mapping $\text{proj}_V : \mathbb{R}^n \rightarrow \mathbb{R}^n$ of rank $k$. The technique we use in the achievability proof of linear analog compression is to use the random orthogonal projection $\text{proj}_V$ as the encoder, where $V$ is distributed according to the invariant probability measure on $G(n, k)$, denoted by $\gamma_{n,k}$ [35]. The relationship between $\gamma_{n,k}$ and the Lebesgue measure on $\mathbb{R}^{k \times n}$ is shown in the following lemma.

**Lemma 14** ([35, Exercise 3.6]). Denote the rows of a $k \times n$ matrix $H$ by $H_1, \ldots, H_k$, the row span of $H$ by $\text{Im}(H^T)$, and the volume of the unit $\ell_2$-ball in $\mathbb{R}^n$ by $\alpha(n)$. Set

$$B_L = \{H \in \mathbb{R}^{k \times n} : \|H_i\|_2 \leq L, i = 1, \ldots, k\}. \quad (5.33)$$

Then for $S \subset G(n, k)$ measurable, i.e., a collection of $k$-dimensional subspaces of $\mathbb{R}^n$, $\gamma_{n,k}(S) = \alpha(n)^{-k} \text{Leb}\{H \in B_1 : \text{Im}(H^T) \in S\}. \quad (5.34)$
The following result states that a random projection of a given vector is not too small with high probability. It plays a central role in estimating the probability of “bad” linear encoders.

**Lemma 15 ([35, Lemma 3.11]).** For any $x^n \in \mathbb{R}^n \setminus \{0\}$,

$$
\gamma_{n,k}\{V : \|\text{proj}_V x^n\|_2 \leq \delta \} \leq \frac{2^n \delta^k}{\alpha(n) \|x^n\|_2^k}
$$

(5.35)

To show the converse part of Theorem 32 we will invoke the Steinhaus Theorem as an auxiliary result:

**Lemma 16 (Steinhaus [102]).** For any measurable set $C \subset \mathbb{R}^n$ with positive Lebesgue measure, there exists an open ball centered at 0 contained in $C - C$.

Lastly, we give a characterization of the fundamental limit of lossless linear encoding as follows.

**Lemma 17.** $R^*(\epsilon)$ is the infimum of $R > 0$ such that for sufficiently large $n$, there exists a Borel set $S^n \subset \mathbb{R}^n$ and a linear subspace $H^n \subset \mathbb{R}^n$ of dimension at least $\lceil (1 - R)n \rceil$, such that

$$(S^n - S^n) \cap H^n = \{0\}.$$ (5.36)

**Proof. (Converse):** Suppose $R$ is $\epsilon$-achievable with linear encoders, i.e. $R \geq R^*(\epsilon)$.

Since any linear function between two finite-dimensional linear spaces is uniquely represented by a matrix, by Definition 13, for sufficiently large $n$, there exists a matrix $H \in \mathbb{R}^{\lfloor Rn \rfloor \times n}$ and $g : \mathbb{R}^{\lfloor Rn \rfloor} \to \mathbb{R}^n$ such that

$$
\mathbb{P}\{g(HX^n) = X^n\} \geq 1 - \epsilon.
$$ (5.37)

Thus there exists $S^n \subset \mathbb{R}^n$ such that $\mathbb{P}\{X^n \in S^n\} \geq 1 - \epsilon$ and $H$ as a linear mapping restricted to $S^n$ is injective, which implies that for any $x^n \neq y^n$ in $S^n$, $Hx^n \neq Hy^n$, that is, $x^n - y^n \notin \text{Ker}(H)$. Therefore,

$$(S^n - S^n) \cap \text{Ker}(H) = \{0\}.$$ (5.38)

Note that $\dim \text{Ker}(H) \geq n - \lceil Rn \rceil$, hence (5.36) holds.

**Achievability:** Suppose that such a sequence of $S^n$ and $H^n$ exists then, by definition of $R^*(\epsilon)$, $R \geq R^*(\epsilon)$.

5.3.3 Proofs

**Proof of Theorem 39.** We first show (5.29). Fix $0 < \delta' < \delta$ arbitrarily. Let $R = R_B(\epsilon) + \delta$, $k = \lfloor Rn \rfloor$ and $k' = \lfloor (R_B(\epsilon) + \delta')n \rfloor$. We show that there exists a matrix $H_n \in \mathbb{R}^{n \times n}$ of rank $k$ and $g_n : \text{Im}(H_n) \to \mathbb{R}^n$ Borel measurable such that

$$
\mathbb{P}\{g_n(H_nX^n) = X^n\} \geq 1 - \epsilon
$$ (5.39)
for sufficiently large $n$.

By definition of $R_B(\epsilon)$, there exists $N_0 \in \mathbb{N}$ such that for all $n \geq N_0$, there exists a compact $U_n \subset \mathbb{R}^n$ such that $\mathbb{P}\{X^n \in U_n\} \geq 1 - \epsilon$ and $\dim_B U_n \leq k'$. Given an encoding matrix $H$, define the decoder $g_H : \text{Im}(H) \rightarrow \mathbb{R}^n$ as

$$g_H(y^k) = \min H^{-1}(\{y^k\}) \cap U_n, \quad (5.40)$$

where the min is taken componentwise. Since $H^{-1}(\{y^k\})$ is closed and $U_n$ is compact, $H^{-1}(\{y^k\}) \cap U_n$ is compact. Hence $g_H$ is well-defined.

Next consider a random orthogonal projection matrix $\Phi = \text{proj}_V$ independent of $X^n$, where $V \in G(n, k)$ is a random $k$-dimensional subspace distributed according to the invariant measure $\gamma_{n,k}$ on $G(n, k)$. We show that for all $n \geq N_0$,

$$\mathbb{P}\{g_\Phi(\Phi X^n) \neq X^n\} \leq \epsilon, \quad (5.41)$$

which implies that there exists at least one realization of $\Phi$ that satisfies (5.39). To that end, we define

$$p_e(H) = \mathbb{P}\{X^n \in U_n, g_H(HX^n) \neq X^n\} \quad (5.42)$$

and use the union bound:

$$\mathbb{P}\{g_\Phi(\Phi X^n) \neq X^n\} \leq \mathbb{P}\{X^n \notin U_n\} + \mathbb{E}[p_e(\Phi)], \quad (5.43)$$

where the first term $\mathbb{P}\{X^n \notin U_n\} \leq \epsilon$. Next we show that the second term is zero. Let $U(x^n) = U_n - x^n$. Then

$$\mathbb{E}[p_e(\Phi)] = \int_{U_n} \mathbb{P}\{g_\Phi(\Phi x^n) \neq x^n\} \mu^n(dx^n) \quad (5.44)$$

$$\leq \int_{U_n} \mathbb{P}\{\exists y^n \in U(x^n) : \Phi y^n = 0\} \mu^n(dx^n) \quad (5.45)$$

$$= \int_{U_n} \mathbb{P}\{\text{Ker}(\Phi) \cap U(x^n) \neq \{0\}\} \mu^n(dx^n). \quad (5.46)$$

We show that for all $x^n \in U_n$, $\mathbb{P}\{\text{Ker}(\Phi) \cap U(x^n) \neq \{0\}\} = 0$. To this end, let

$$0 < \beta < \delta - \delta' = \frac{k - k'}{k}. \quad (5.47)$$

Define

$$T_j(x^n) = \{y^n \in U(x^n) : ||y^n||_2 \geq 2^{-j\beta}\}, \quad (5.48)$$

$$Q_j = \{H : \forall y^n \in T_j(x^n), ||Hy^n||_2 \geq 2^{-j}\}. \quad (5.49)$$

Alternatively, we can use any other tie-breaking strategy as long as Borel measurability is satisfied.
Then
\[ \bigcup_{j \geq 1} T_j(x^n) = \mathcal{U}(x^n) \setminus \{0\}. \tag{5.50} \]

Observe that \( H \in \bigcap_{j \geq 1} Q_j \) implies that
\[ \|Hy^n\|_2 \geq 2^{-(j+1)} \|y^n\|_2^{\frac{1}{3}}, \quad \forall y^n \in \mathcal{U}(x^n). \tag{5.51} \]

Therefore \( H \in Q_j \) for all but a finite number of \( j \)'s if and only if
\[ \|Hy^n\|_2 \geq C(H, x^n) \|y^n\|_2^{\frac{1}{3}}, \quad \forall y^n \in \mathcal{U}(x^n) \tag{5.52} \]
for some \( C(H, x^n) > 0 \).

Next we show that \( \Phi \in Q_j \) for all but a finite number of \( j \)'s with probability one. Cover \( \mathcal{U}(x^n) \) with \( 2^{-(j+1)} \)-balls. The centers of those balls that intersect \( T_j(x^n) \) are denoted by \( \{w_{i,j}, i = 1, \ldots, M_j\} \). Pick \( y_{i,j} \in T_j(x^n) \cap B(w_{i,j}, 2^{-(j+1)}) \). Then \( B(w_{i,j}, 2^{-(j+1)}) \subset B(y_{i,j}, 2^{-j}) \), hence \( \{B(y_{i,j}, 2^{-j}) : i = 1, \ldots, M_j\} \) cover \( T_j(x^n) \). Suppose \( \|Hy_{i,j}\|_2 \geq 2^{-(j-1)} \), then for any \( z \in B(y_{i,j}, 2^{-j}) \),
\[ \|Hz\|_2 \geq \|Hy_{i,j}\|_2 - \|H(y_{i,j} - z)\|_2 \geq \|Hy_{i,j}\|_2 - \|y_{i,j} - z\|_2 \geq 2^{-j}, \tag{5.54} \]
where (5.54) follows because \( H \) is an orthogonal projection. Thus \( \|Hy_{i,j}\|_2 \geq 2^{-(j-1)} \) for all \( i = 1, \ldots, M_j \) implies that \( H \in Q_j \). Therefore by the union bound,
\[ \sum_{j \geq 1} \mathbb{P}\{\Phi \in Q_j^c\} \leq \sum_{j \geq 1} \sum_{i=1}^{M_j} \mathbb{P}\{\|\Phi y_{i,j}\|_2 \leq 2^{-(j-1)}\}. \tag{5.56} \]

By Lemma 15,
\[ \mathbb{P}\{\|\Phi y_{i,j}\|_2 \leq 2^{-(j-1)}\} = \gamma_{n,k}(\{V : \|\text{proj}_V y_{i,j}\|_2 \leq 2^{-(j-1)}\}) \tag{5.57} \]
\[ \leq \frac{2^{n-(j-1)k}}{\alpha(n) \|y_{i,j}\|_2^k} \tag{5.58} \]
\[ \leq \frac{2^{n+k(1-j+j\beta)}}{\alpha(n)}, \tag{5.59} \]
where (5.59) is due to \( \|y_{i,j}\|_2 \geq 2^{-j\beta} \), because \( y_{i,j} \in T_j(x^n) \). Since \( \dim_B U_n < k' \), there is a constant \( C_1 \) such that \( N_{U_n}(2^{-(j-1)}) \leq C_1 2^{j\beta} \). Since \( \mathcal{U}(x^n) \) is a translation of \( U_n \), it follows that
\[ M_j \leq C_1 2^{j\beta}. \tag{5.60} \]
Thus
\[ \sum_{j \geq 1} \mathbb{P} \{ \Phi \in Q_j^c \} \leq C_1 \alpha(n)^{-1} 2^{n+k} \sum_{j \geq 1} 2^{j(k'-(1-\beta)k)} \leq C_1 \alpha(n) \left( \frac{1}{2} \right)^{n+2} + k \sum_{j \geq 1} 2^{j(k'-(1-\beta)k)} < \infty, \] (5.61)
(5.62)

where
- (5.61): by substituting (5.59) and (5.60) into (5.56);
- (5.62): by (5.47).

Therefore by the Borel-Cantelli lemma, \( \Phi \in Q_j \) for all but a finite number of \( j \)'s with probability one. Hence
\[ \mathbb{P} \left\{ \| \Phi y^n \|_2 \geq C(\Phi, x^n) \| y^n \|_2^{\frac{1}{2}}, \forall y^n \in \mathcal{U}(x^n) \right\} = 1, \] (5.63)

which implies that for any \( x^n \in U_n \),
\[ \mathbb{P} \{ \text{Ker}(\Phi) \cap \mathcal{U}(x^n) = \{0\} \} = 1. \] (5.64)

In view of (5.46),
\[ \mathbb{E} [p_e(\Phi)] = \mathbb{P} \{ X^n \in U_n, g_{\Phi}(\Phi X^n) \neq X^n \} = 0, \] (5.65)

whence (5.41) follows. This shows the \( \epsilon \)-achievability of \( R \). By the arbitrariness of \( \delta > 0 \), (5.29) is proved.

Now we show that
\[ \mathbb{P} \{ g_{A}(AX^n) \neq X^n \} \leq \epsilon \] (5.66)
holds for all \( A \in \mathbb{R}^{k \times n} \) except possibly on a set of zero Lebesgue measure, where \( g_A \) is the corresponding decoder for \( A \) defined in (5.40). Note that,
\[ \{ A : \mathbb{P} \{ g_{A}(AX^n) \neq X^n \} > \epsilon \} \subset \{ A : p_e(A) > 0 \} = \{ A : p_e(\text{proj}_{\text{Im}(A^T)}) > 0 \}, \] (5.67)
(5.68)

where
- (5.67): by (5.43).
- (5.68): by (5.46) and \( \text{Ker}(A) = \text{Ker}(\text{proj}_{\text{Im}(A^T)}) \).

Define
\[ S \triangleq \{ V \in G(n,k) : p_e(\text{proj}_V) > 0 \}. \] (5.69)

Recalling \( B_L \) defined in (5.33), we have
\[ \text{Leb} \{ A \in B_1 : p_e(\text{proj}_{\text{Im}(A^T)}) > 0 \} = \text{Leb} \{ A \in B_1 : \text{Im}(A^T) \in S \} \]
\[ = \alpha(n)^k \gamma_{n,k}(S) \]
\[ = 0, \] (5.70)
(5.71)
(5.72)

where
\begin{itemize}
\item (5.70): by (5.68) and since $\text{Im}(A^T) \in G(n,k)$ holds Lebesgue-a.e.
\item (5.71): by Lemma 14.
\item (5.72): by (5.65).
\end{itemize}

Observe that (5.72) implies that for any $L$,
\[
\text{Leb}\left\{ A \in B_L : p_e(\text{proj}_{\text{Im}(A^T)}) > 0 \right\} = 0.
\] (5.73)

Since $\mathbb{R}^{n \times k} = \bigcup_{L \geq 1} B_L$, in view of (5.68) and (5.73), we conclude that (5.66) holds Lebesgue-a.e.

Finally we show that for any $\epsilon' > \epsilon$, there exists a sequence of matrices and $\beta$-Hölder continuous decoders that achieves compression rate $R$ and block error probability $\epsilon'$. Since $\Phi \in Q_j$ for all but a finite number of $j$'s a.s., there exists a $J_n$ (independent of $x^n$), such that
\[
P\left\{ \Phi \in \bigcap_{j \geq J_n} Q_j \right\} \geq 1 - \epsilon' + \epsilon.
\] (5.74)

Thus by (5.51), for any $x^n \in U_n$,
\[
P\left\{ \| \Phi y^n \|_2 \geq 2^{-(J_n+1)} \| y^n \|_2^{\frac{1}{\beta}}, \forall y^n \in \mathcal{U}(x^n) \right\} \geq 1 - \epsilon' + \epsilon.
\] (5.75)

Integrating (5.75) with respect to $\mu^n(dx^n)$ on $U_n$ and by Fubini’s theorem, we have
\[
P\left\{ X^n \in U_n, \| \Phi(y^n - X^n) \|_2 \geq 2^{-J_n+1} \| y^n - X^n \|_2^{\frac{1}{\beta}}, \forall y^n \in U_n \right\} = \int \mathbb{P}\left\{ X^n \in U_n, \| \Phi(y^n - X^n) \|_2 \geq 2^{-J_n+1} \| y^n - X^n \|_2^{\frac{1}{\beta}}, \forall y^n \in U_n \right\} \, dP_{\Phi}(dH)
\]
\[
\geq 1 - \epsilon'.
\] (5.76)

Hence there exists $S_n \subset U_n$ and an orthogonal projection matrix $H_n$ of rank $k$, such that $\mathbb{P}\{ X^n \in S_n \} \geq 1 - \epsilon'$ and for all $x^n, y^n \in S_n$,
\[
\| H_n(y^n - x^n) \|_2 \geq 2^{-(J_n+1)} \| y^n - x^n \|_2^{\frac{1}{\beta}}
\] (5.78)

for all $x^n, y^n \in S_n$. Therefore\(^3\) $H_n^{-1}|_{H_n(S_n)}$ is $(2^{\beta(J_n+1)}, \beta)$-Hölder continuous. By the extension theorem of Hölder continuous mappings \cite{103}, $H_n^{-1}$ can be extended to $g_n : \mathbb{R}^k \to \mathbb{R}^n$ that is $\beta$-Hölder continuous. Then
\[
P\{ g_n(H_n X^n) \neq X^n \} \leq \epsilon'.
\] (5.79)

Recall from (5.47) that $0 < \beta < \frac{R - R_B(\epsilon) - \delta'}{R}$. By the arbitrariness of $\delta'$, (5.30) holds. \footnote{\(f|_A\) denotes the restriction of $f$ on the subset $A$.}
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Remark 18. Without recourse to the general result in Theorem 39, the achievability for discrete-continuous sources in Theorem 32 can be proved directly as follows. In (5.43), choose
\[ U_n = \{ x^n \in \mathbb{R}^n : |spt(x^n)| \leq (\rho + \delta/2)n \}, \] (5.80)
and consider $\Phi$ whose entries are i.i.d. standard Gaussian (or any other absolutely continuous distribution on $\mathbb{R}$). Using linear algebra, it is straightforward to show that the second term in (5.43) is zero. Thus the block error probability vanishes since $P \{ X^n \not\in U_n \} \to 0$.

Proof of Corollary 2. It is sufficient to consider $l = k+1$. We show that for Lebesgue-a.e. $l \times n$ matrix $H$, $\mu \{ x^n \in \Sigma_k : g_H(Hx^n) \neq x^n \} = 0$. Since $g_H(Hx^n) = x^n$ if and only if $g_H(H\alpha x^n) = \alpha x^n$ for any $\alpha > 0$, it is sufficient to show
\[ \mu \{ x^n \in S_k : g_H(Hx^n) \neq x^n \} = 0, \] (5.81)
where $S_k \triangleq \Sigma_k \cap B^n_2(0,1)$.

Consider the $l \times n$ random projection matrix $\Phi$ defined in the proof of Theorem 39. Denote by $P_\Phi$ the distribution of $\Phi$ and by $\mu \times P_\Phi$ the product measure on $\mathbb{R}^n \times \mathbb{R}^{l \times n}$. Fix $0 < \beta < 1 - \frac{k}{l}$. Observe that $\Sigma_k$ is the union of $\binom{n}{k}$ $k$-dimensional subspaces of $\mathbb{R}^n$, and by Lemma 8, dim$_B S_k = k$. Following the same arguments leading to (5.77), we have
\[ \mu \times P_\Phi \{ x^n \in S_k, H : \| H(y^n - x^n) \|_2 \geq C(H, x^n) \| y^n - x^n \|_2^{\frac{1}{\beta}}, \forall y^n \in S_k \} = \mu(S_k). \] (5.82)
By Fubini’s theorem and Lemma 14, (5.81) holds for Lebesgue-a.e. $H$.

When $\mu$ is finite, a $\beta$-Hölder continuous decoder that achieves block error probability $\epsilon$ can be obtained using the same construction procedure as in the proof of Theorem 39.

Finally we complete the proof of Theorem 32 by proving the converse.

Converse proof of Theorem 32. Let the distribution of $X$ be defined as in (3.70). We show that for any $\epsilon < 1$, $R^*(\epsilon) \geq \rho$. Since $R^*(\epsilon) \geq 0$, assume $\rho > 0$. Fix an arbitrary $0 < \delta < \rho$. Suppose $R = \rho - \delta$ is $\epsilon$-achievable. Let $k = [(\rho - \delta)n]$ and $k' = [(\rho - \delta/2)n]$. By Lemma 17, for sufficiently large $n$, there exist a Borel set $S_n$ and a linear subspace $H^n \subset \mathbb{R}^n$, such that $\forall n \in S_n \geq 1 - \epsilon$, $S_n - S^n \cap H^n = \{0\}$ and dim $H^n \geq n - k$. If $\rho = 1$, $\mu = \mu_c$ is absolutely continuous with respect to Lebesgue measure. Therefore $S^n$ has positive Lebesgue measure. By Lemma 16, $S^n - S^n$ contains an open ball in $\mathbb{R}^n$. Hence $S_n - S^n \cap H^n = \{0\}$ cannot hold for any subspace $H^n$ with positive dimension. This proves $R^*(\epsilon) \geq 1$. Next we assume that $0 < \rho < 1$.

Let
\[ T_n = \{ x^n \in \mathbb{R}^n : |spt(x^n)| \geq k' \} \] (5.83)
and $G_n = S^n \cap T_n$. By (3.72), for sufficiently large $n$, $\forall \{ X^n \not\in T_n \} \leq (1 - \epsilon)/2$, hence $\forall \{ X^n \in G_n \} \geq (1 - \epsilon)/2$. 81
Next we decompose $G_n$ according to the generalized support of $x^n$:

$$G_n = \bigcup_{U \subset \{1, \ldots, n\} \mid |U| \geq k'} C_U, \quad (5.84)$$

where we have denoted the disjoint subsets

$$C_U = \{x^n \in S^n : \text{spt}(x^n) = U\}. \quad (5.85)$$

Then

$$\sum_{U \subset \{1, \ldots, n\} \mid |U| \leq k'} \mathbb{P} \{X^n \in C_U\} = \mathbb{P} \{X^n \in G_n\} \geq (1 - \epsilon)/2 > 0. \quad (5.86)$$

So there exists $U \subset \{1, \ldots, n\}$ such that $|U| \leq k'$ and $\mathbb{P} \{X^n \in C_U\} > 0$.

Next we decompose each $C_U$ according to $x^n_{U^c}$ which can only take countably many values. Let $j = |U|$. For $y \in A^{n-j}$, let

$$B_y = \{x^n : x^n \in C_U, x^n_{U^c} = y\}, \quad (5.88)$$

$$D_y = \{x^n_{U} : x^n \in B_y\}. \quad (5.89)$$

Then $C_U$ can be written as a disjoint union of $B_y$:

$$C_U = \bigcup_{y \in A^{n-j}} B_y. \quad (5.90)$$

Since $\mathbb{P} \{X^n \in C_U\} > 0$, there exists $y \in A^{n-j}$ such that $\mathbb{P} \{X^n \in B_y\} > 0$.

Note that

$$\mathbb{P} \{X^n \in B_y\} = \mu^n(B_y) \quad (5.91)$$

$$= \rho^j(1 - \rho)^{n-j}{\mu_c^j(D_y) \prod_{i=1}^{n-j} \mu_d(\{y_i\})} \quad (5.92)$$

$$> 0. \quad (5.93)$$

Therefore $\mu_c^j(D_y) > 0$. Since $\mu_c^j$ is absolutely continuous with respect to Lebesgue measure on $\mathbb{R}^j$, $D_y$ has positive Lebesgue measure. By Lemma 16, $D_y - D_y$ contains an open ball $B(0, r)$ for some $r > 0$. Therefore we have

$$K \subset B_y - B_y \subset S^n - S^n, \quad (5.94)$$

where $K = \{x^n \in \mathbb{R}^n : x^n_{U^c} = 0, x^n \in B(0, r)\}$. Hence $K$ contains $j$ linear independent vectors, denoted by $\{a_1, \ldots, a_j\}$. Let $\{b_1, \ldots, b_m\}$ be a basis for $H^n$, where $m \geq n - k$ by assumption. Since $j = |U| \geq k' > k$, we conclude that $\{a_1, \ldots, a_j, b_1, \ldots, b_m\}$ are
linearly dependent. Therefore

$$\sum_{l=1}^{m} \beta_l b_l = \sum_{l=1}^{j} \alpha_l a_l \neq 0$$  \hspace{1cm} (5.95)$$

where $\alpha_i \neq 0$ and $\beta_l \neq 0$ for some $i$ and $l$. If we choose those nonzero coefficients sufficiently small, then $\sum_{l=1}^{j} \alpha_l a_l \in K$ and $\sum_{l=1}^{m} \beta_l b_l \in H^n$ since $H^n$ is a linear subspace. This contradicts $S^n - S^n \cap H^n = \{0\}$. Thus $R^*(\epsilon) \geq \rho - \delta$, and $R^*(\epsilon) \geq \rho$ follows from the arbitrariness of $\delta$.

\[\square\]

5.4 Lossless Lipschitz Decompression

In this section we study the fundamental limit of lossless compression with Lipschitz decoders. To facilitate the discussion, we first introduce several important concepts from geometric measure theory. Then we proceed to give proofs of Theorems 35 – 37.

5.4.1 Geometric measure theory

Geometric measure theory [104, 35] is an area of analysis studying the geometric properties of sets (typically in Euclidean spaces) through measure theoretic methods. One of the core concepts in this theory is rectifiability, a notion of smoothness or regularity of sets and measures. Basically a set is rectifiable if it is the image of a subset of a Euclidean space under some Lipschitz function. Rectifiable sets admit a smooth analog coding strategy. Therefore, lossless compression with Lipschitz decoders boils down to finding high-probability subsets of source realizations that are rectifiable. In contrast, the goal of conventional almost-lossless data compression is to show concentration of probability on sets of small cardinality. This characterization enables us to use results from geometric measure theory to study Lipschitz coding schemes.

**Definition 14** (Hausdorff measure and dimension). Let $s > 0$ and $A \subset \mathbb{R}^n$. Define

$$\mathcal{H}_s^\delta(A) = \inf \left\{ \sum_i \text{diam}(E_i)^s : A \subset \bigcup_i E_i, \text{diam}(E_i) \leq \delta \right\},$$  \hspace{1cm} (5.96)$$

where $\text{diam}(E_i) = \sup\{\|x - y\|_2 : x, y \in E_i\}$. Define the $s$-dimensional Hausdorff measure on $\mathbb{R}^n$ by

$$\mathcal{H}^s(A) = \lim_{\delta \downarrow 0} \mathcal{H}_s^\delta(A),$$  \hspace{1cm} (5.97)$$

The Hausdorff dimension of $A$ is defined by

$$\dim_H(A) = \inf\{s : \mathcal{H}^s(A) < \infty\}.$$  \hspace{1cm} (5.98)
Hausdorff measure generalizes both the counting measure and Lebesgue measure and provides a non-trivial way to measure low-dimensional sets in a high-dimensional space. When \( s = n \), \( \mathcal{H}^n \) is just a rescaled version of the usual \( n \)-dimensional Lebesgue measure \([35, 4.3]\); when \( s = 0 \), \( \mathcal{H}^0 \) reduces to the counting measure. For \( 0 < s < n \), \( \mathcal{H}^s \) gives a non-trivial measure for sets of Hausdorff dimension \( s \) in \( \mathbb{R}^n \), because if \( \dim_{\mathcal{H}} A < s \), \( \mathcal{H}^s(A) = 0 \); if \( \dim_{\mathcal{H}} A > s \), \( \mathcal{H}^s(A) = \infty \). As an example, consider \( n = 1 \) and \( s = \log_3 2 \). Let \( C \) be the middle-third Cantor set in the unit interval, which has zero Lebesgue measure. Then \( \dim_{\mathcal{H}} C = s \) and \( \mathcal{H}^s(C) = 1 \) \([18, 2.3]\).

**Definition 15** (Rectifiable sets, \([104, 3.2.14]\)). \( E \subset \mathbb{R}^n \) is called \( m \)-rectifiable if there exists a Lipschitz mapping from some bounded set in \( \mathbb{R}^m \) onto \( E \).

**Definition 16** (Rectifiable measures, \([35, Definition 16.6]\)). Let \( \mu \) be a measure on \( \mathbb{R}^n \). \( \mu \) is called \( m \)-rectifiable if \( \mu \ll \mathcal{H}^m \) and there exists a \( \mu \)-a.s. set \( E \subset \mathbb{R}^n \) that is \( m \)-rectifiable.

Several useful facts about rectifiability are presented as follows:

**Lemma 18** (\([104]\)).

1. An \( l \)-rectifiable set is also \( m \)-rectifiable for \( m \geq l \).

2. The Cartesian product of an \( m \)-rectifiable set and an \( l \)-rectifiable set is \((m + l)\)-rectifiable.

3. The finite union of \( m \)-rectifiable sets is \( m \)-rectifiable.

4. Countable sets are \( 0 \)-rectifiable.

Using the notion of rectifiability, we give a sufficient condition for the \( \epsilon \)-achievability of Lipschitz decompression:

**Lemma 19.** \( R(\epsilon) \leq R \) if there exists a sequence of \( \lfloor Rn \rfloor \)-rectifiable sets \( S^n \subset \mathbb{R}^n \) with

\[
\mathbb{P} \{ X^n \in S^n \} \geq 1 - \epsilon
\]

(5.99)

for all sufficiently large \( n \).

*Proof.* See Appendix C.4.

**Definition 17** (\( k \)-dimensional density, \([35, Definition 6.8]\)). Let \( \mu \) be a measure on \( \mathbb{R}^n \). The \( k \)-dimensional upper and lower densities of \( \mu \) at \( x \) are defined as

\[
\overline{D}_k(\mu, x) = \limsup_{r \downarrow 0} \frac{\mu(B(x, r))}{r^k},
\]

(5.100)

\[
\underline{D}_k(\mu, x) = \liminf_{r \downarrow 0} \frac{\mu(B(x, r))}{r^k},
\]

(5.101)

If \( \overline{D}_k(\mu, x) = \underline{D}_k(\mu, x) \), the common value is called the \( k \)-dimensional density of \( \mu \) at \( x \), denoted by \( D_k(\mu, x) \).
The following important result in geometric measure theory gives a density characterization of rectifiability for Borel measures.

**Theorem 41 ([105, Theorem 5.6], Preiss Theorem).** A σ-finite Borel measure on \( \mathbb{R}^n \) is \( m \)-rectifiable if and only if \( 0 < D_m(\mu, x) < \infty \) for \( \mu \)-a.e. \( x \in \mathbb{R}^n \).

Recalling the expression for information dimension \( d(P_X) \) in (2.7), we see that for the information dimension of a measure to be equal to \( m \) it requires that the exponent of the average measure of \( \epsilon \)-balls equals \( m \), whereas \( m \)-rectifiability of a measure requires that the measure of almost every \( \epsilon \)-ball scales as \( O(\epsilon^m) \), a much stronger condition than the existence of information dimension. Obviously, if a probability measure \( \mu \) is \( m \)-rectifiable, then \( d(\mu) = m \).

### 5.4.2 Converse

In view of the lossless Minkowski dimension compression results developed in Section 3.2, the general converse in Theorem 35 is rather straightforward to show. We prove the following non-asymptotic converse of Lipschitz decoding, which implies Theorem 35 in particular:

**Theorem 42.** For any random vector \( X^n \), if there exists a Borel measurable \( f : \mathbb{R}^n \to \mathbb{R}^k \) and a Lipschitz continuous \( g : \mathbb{R}^k \to \mathbb{R}^n \) such that \( P \{ g(f(X^n)) \neq X^n \} \leq \epsilon \), then

\[
\begin{align*}
  k &\geq \dim_B(P_{X^n}) \\
  &\geq \overline{d}(X^n) - en. 
\end{align*}
\]

In view of (5.102) and the definition of \( R_B(\epsilon) \) in (3.14), we immediately have the following general inequality

\[
R(\epsilon) \geq R_B(\epsilon). \tag{5.104}
\]

If the source is memoryless and \( \overline{d}(X) < \infty \), then it follows from Theorem 14 that \( R(\epsilon) \geq \overline{d}(X) \). This completes the proof of Theorem 35.

Note that using the weaker result in (5.103) yields the following converse for general input processes:

\[
R(\epsilon) \geq \limsup_{n \to \infty} \frac{\overline{d}(X^n)}{n} - \epsilon, \tag{5.105}
\]

which, for memoryless inputs, becomes the following *weak* converse:

\[
R(\epsilon) \geq \overline{d}(X) - \epsilon. \tag{5.106}
\]

To get rid of \( \epsilon \) in (5.106), it is necessary to use the *strong* converse in Theorem 14.
Proof of Theorem 42. To prove (5.102), denote $C = \{ f(x^n) \in \mathbb{R}^n : g(f(x^n)) = x^n \} \subset \mathbb{R}^k$. Then

$$k \geq \overline{\dim}_B(C) \geq \overline{\dim}_B(g(C)) \geq \overline{\dim}_B(P_{X^n}),$$

where

- (5.107): Minkowski dimension never exceeds the ambient dimension;
- (5.108): Minkowski dimension never increases under Lipschitz mappings [35, Exercise 7.6, p.108] (see Lemma 20 below for a proof);
- (5.109): by $\mathbb{P}\{X^n \in g(C)\} \geq 1 - \epsilon$ and (3.4).

It remains to show (5.103). By definition of $\overline{\dim}_B$, for any $\delta > 0$, there exists $E$ such that $P_{X^n}(E) \geq 1 - \epsilon$ and $\overline{\dim}_B(E) \geq \overline{\dim}_B(P_{X^n}) - \delta$. Since $P_{X^n}$ can be written as a convex combination of $P_{X^n|X^n \in E}$ and $P_{X^n|X^n \notin E}$, applying Theorem 5 yields

$$d(X^n) \leq \overline{d}(P_{X^n|X^n \in E})P_{X^n}(E) + \overline{d}(P_{X^n|X^n \notin E})(1 - P_{X^n}(E)) \leq \overline{\dim}_B(P_{X^n}) - \delta + \epsilon n,$$

(5.111)

where (5.111) holds because the information dimension of any distribution is upper bounded by the Minkowski dimension of its support [18]. Then the desired (5.103) follows from the arbitrariness of $\delta$.

Lemma 20. Let $T \subset \mathbb{R}^k$ be bounded and $f : T \to \mathbb{R}^n$ be a Lipschitz mapping. Then $\overline{\dim}_B(f(T)) \leq \overline{\dim}_B(T)$.

Proof. Note that

$$\overline{\dim}_B T = \limsup_{\delta \downarrow 0} \frac{\log N_T(\delta)}{\log \frac{1}{\delta}}.$$  

(5.112)

By definition of $N_T(\delta)$, there exists $\{x_i : i = 1, \ldots, N_T(\delta)\}$, such that $T$ is covered by the union of $B(x_i, \delta), i = 1, \ldots, N_T(\delta)$. Setting $L = \text{Lip}(f)$, we have

$$f(T) \subset \bigcup_{i=1}^{N_T(\delta)} f(B(x_i, \delta)) \subset \bigcup_{i=1}^{N_T(\delta)} B(f(x_i), L\delta),$$

(5.113)

which implies that $N_{f(T)}(L\delta) \leq N_T(\delta)$. Dividing both sides by $\log \frac{1}{\delta}$ and sending $\delta \to 0$ yield $\overline{\dim}_B(f(T)) \leq \overline{\dim}_B(T)$.

5.4.3 Achievability for finite mixture

We first prove a general achievability result for finite mixtures, a corollary of which applies to discrete-continuous mixed distributions in Theorem 36.
Theorem 43 (Achievability of Finite Mixtures). Let the distribution $\mu$ of $X$ be a mixture of finitely many Borel probability measures on $\mathbb{R}$, i.e.,

$$\mu = \sum_{i=1}^{N} \rho_i \mu_i,$$  \hspace{1cm} (5.114)

where $\{\rho_1, \ldots, \rho_N\}$ is a probability mass function. If $R_i$ is $\epsilon_i$-achievable with Lipschitz decoders for $\mu_i$, $i = 1, \ldots, N$, then $R$ is $\epsilon$-achievable for $\mu$ with Lipschitz decoders, where

$$\epsilon = \sum_{i=1}^{N} \epsilon_i,$$  \hspace{1cm} (5.115)
$$R = \sum_{i=1}^{N} \rho_i R_i.$$  \hspace{1cm} (5.116)

Proof. By induction, it is sufficient to show the result for $N = 2$. Denote $\rho_1 = \rho = 1 - \rho_2$. Let $\{W_i\}$ be a sequence of i.i.d. binary random variables with $P\{W_i = 1\} = \rho$. Let $\{X_i\}$ be a i.i.d. sequence of real-valued random variables, such that the distribution of each $X_i$ conditioned on the events $\{W_i = 1\}$ and $\{W_i = 0\}$ are $\mu_1$ and $\mu_2$ respectively. Then $\{X_i : i \in \mathbb{N}\}$ is a memoryless process with common distribution $\mu$. Since the claim of the theorem depends only on the probability law of the source, we base our calculation of block error probability on this specific construction.

Fix $\delta > 0$. Since $R_1$ and $R_2$ are achievable for $\mu_1$ and $\mu_2$ respectively, by Lemma 19, there exists $N_1$ such that for all $n > N_1$, there exists $S_1^n, S_2^n \subset \mathbb{R}^n$, with $\mu_1^n(S_1^n) \geq 1 - \epsilon_1$, $\mu_2^n(S_2^n) \geq 1 - \epsilon_2$ and $S_1^n$ is $[R_1 n]$-rectifiable and $S_2^n$ is $[R_2 n]$-rectifiable. Let $W_n = \{w^n \in \{0, 1\}^n : (\rho - \delta)n \leq \|w^n\|_0 \leq (\rho + \delta)n\},$  \hspace{1cm} (5.117)

By WLLN, $P\{W^n \in W_n\} \to 1$. Hence for any $\epsilon' > 0$, there exists $N_2$, such that for all $n > N_2$,

$$P\{W^n \in W_n\} \geq 1 - \epsilon'.$$  \hspace{1cm} (5.118)

Let

$$n > \max \left\{ \frac{N_1}{\rho - \delta}, \frac{N_1}{1 - \rho - \delta}, N_2 \right\}.$$  \hspace{1cm} (5.119)

Define

$$S^n = \{x^n \in \mathbb{R}^n : \exists m, T, (\rho - \delta)n \leq m \leq (\rho + \delta)n, T \subset \{1, \ldots, n\}, |T| = m, x_T \in S_1^m, x_{T^c} \in S_2^{n-m}\}.\hspace{1cm} (5.120)$$
Next we show that $S^n$ is $[(R + 2\delta)n]$-rectifiable. For all $(\rho - \delta)n \leq m \leq (\rho + \delta)n$, it follows from (5.119) that

$$
N_1 \leq (\rho - \delta)n \leq m, \\
N_1 \leq (1 - \rho - \delta)n \leq n - m.
$$

and

$$
R_1m + R_2(n - m) \leq R_1(\rho + \delta)n + R_2(1 - \rho + \delta)n \\
= ((R_1 + R_2)\delta + R)n \\
\leq (2\delta + R)n
$$

where $R = \rho R_1 + (1 - \rho)R_2$ according to (5.116). Observe that $S^n$ is a finite union of subsets, each of which is a Cartesian product of a $\lfloor R_1m \rfloor$-rectifiable set in $\mathbb{R}^n$ and a $\lfloor R_2(n - m) \rfloor$-rectifiable set in $\mathbb{R}^{n-m}$. In view of Lemma 18 and (5.125), $S^n$ is $[(R + 2\delta)n]$-rectifiable.

Now we calculate the measure of $S^n$ under $\mu^n$:

$$
\mathbb{P}\{X^n \in S^n\} \geq \mathbb{P}\{X^n \in S^n, W^n \in W_n\} \\
= \sum_{m=\lfloor(\rho+\delta)n\rfloor}^{\lfloor(\rho-\delta)n\rfloor} \sum_{\|w^n\|_0=m} \mathbb{P}\{W^n = w^n\} \\
\times \mathbb{P}\{X^n \in S^n | W^n = w^n\} \\
\geq \sum_{m=\lfloor(\rho-\delta)n\rfloor}^{\lfloor(\rho+\delta)n\rfloor} \sum_{\|w^n\|_0=m} \mathbb{P}\{W^n = w^n\} \\
\times \mathbb{P}\{X^n \in S^n | W^n = w^n\} \\
= \sum_{m=\lfloor(\rho-\delta)n\rfloor}^{\lfloor(\rho+\delta)n\rfloor} \sum_{\|w^n\|_0=m} \mathbb{P}\{W^n = w^n\} \\
\times \mu^n_1(S_1^n)\mu^{n-m}_2(S_2^{n-m}) \\
\geq \sum_{m=\lfloor(\rho-\delta)n\rfloor}^{\lfloor(\rho+\delta)n\rfloor} \sum_{\|w^n\|_0=m} (1 - \epsilon_1)(1 - \epsilon_2) \mathbb{P}\{W^n = w^n\} \\
\geq (1 - \epsilon) \mathbb{P}\{W^n \in W_n\} \\
\geq 1 - \epsilon - \epsilon',
$$

where

- (5.128): by construction of $S_n$ in (5.120).
- (5.130): by (5.121) and (5.122).
- (5.131): $\epsilon = \epsilon_1 + \epsilon_2$ according to (5.115).
- (5.132): by (5.118).
In view of Lemma 19, \( R + 2\delta \) is \((\epsilon + \epsilon')\)-achievable for \( X \). By the arbitrariness of \( \delta \) and \( \epsilon' \), the \( \epsilon \)-achievability of \( R \) follows.

**Proof of Theorem 36.** Let the distribution of \( X \) be \( \mu = (1 - \rho)\mu_d + \rho\mu_c \) as defined in (3.70), where \( \mu_d \) is discrete and \( \mu_c \) is absolutely continuous. By Lemma 18, countable sets are 0-rectifiable. For any \( 0 < \epsilon < 1 \), there exists \( A > 0 \) such that \( \mu_c([-A, A]) > 1 - \epsilon \). By definition, \([-A, A]\) is 1-rectifiable. Therefore by Lemma 19 and Theorem 43, \( \rho \) is an \( \epsilon \)-achievable rate for \( X \). The converse follows from (5.104) and Theorem 15.

### 5.4.4 Achievability for singular distributions

In this subsection we prove Theorem 37 for memoryless sources, using isomorphism results in ergodic theory. The proof outline is as follows: a classical result in ergodic theory states that Bernoulli shifts are isomorphic if they have the same entropy. Moreover, the homomorphism can be chosen to be *finitary*, that is, each coordinate only depends on finitely many coordinates. This finitary homomorphism naturally induces a Lipschitz decoder in our setup; however, the caveat is that the Lipschitz continuity is with respect to an ultrametric (Definition 18) that is *not* equivalent to the usual Euclidean distance. Nonetheless, by an arbitrarily small increase in the compression rate, the decoder can be modified to be Lipschitz with respect to the Euclidean distance. Before proceeding to the proof, we first present some necessary results of ultrametric spaces and finitary coding in ergodic theory.

**Definition 18.** Let \((X, d)\) be a metric space. \( d \) is called an *ultrametric* if

\[
d(x, z) \leq \max\{d(x, y), d(y, z)\}
\]

for all \( x, y, z \in X \).

A canonical class of ultrametric spaces is the ultrametric Cantor space \([106]\): let \( \mathcal{X} = \{0, \ldots, M - 1\}^{\mathbb{Z}_+} \) denote the set of all one-sided \( M \)-ary sequences \( x = (x_0, \ldots) \). To endow \( \mathcal{X} \) with an ultrametric, define

\[
d_\alpha(x, y) = \begin{cases} 
0 & x = y, \\
\alpha^{-\min\{a \in \mathbb{N}: x_a \neq y_a\}} & x \neq y.
\end{cases}
\]

Then for every \( \alpha > 1 \), \( d_\alpha \) is an ultrametric on \( \mathcal{X} \). In a similar fashion, we define an ultrametric on \([0, 1]^k\) by considering the \( M \)-ary expansion of real vectors. Similar to the binary expansion defined in (2.46), for \( x^k \in [0, 1]^k \), \( i \in \mathbb{Z}_+ \), \( M \in \mathbb{N} \) and \( M \geq 2 \), define

\[
(x^k)_{M,i} = \left[ M^i x^k \right] - M \left[ M^{i-1} x^k \right] \in \{0, \ldots, M - 1\}^k.
\]

then

\[
x^k = \sum_{i \in \mathbb{Z}_+} (x^k)_{M,i} M^{-i}.
\]
Denoting for brevity
\[(x^k) = ((x^k)_0, (x^k)_1, \ldots), \quad (5.137)\]
(5.134) induces an ultrametric on \([0, 1]^k\):
\[
\hat{d}(x^k, y^k) = d_M((x^k), (y^k)). \quad (5.138)
\]
It is important to note that \(\hat{d}\) is not equivalent to the \(\ell_\infty\) distance (or any \(\ell_p\) distance), since we only have
\[
\hat{d}(x^k, y^k) \geq \frac{1}{M} \|x^k - y^k\|_\infty. \quad (5.139)
\]
To see the impossibility of the other direction of (5.139), consider \(x = \frac{1}{M}\) and \(y = \sum_{l=2}^{\infty} M^{-l}\). As \(l \to \infty\), \(|x - y| \to 0\) but \(\hat{d}(x, y)\) remains \(1/M\). Therefore, a Lipschitz function with respect to \(\hat{d}\) is not necessarily Lipschitz under \(\|\cdot\|_\infty\). However, the following lemma bridges the gap if the dimension of the domain and the Lipschitz constant are allowed to increase.

**Lemma 21.** Let \(\hat{d}\) be the ultrametric on \([0, 1]^k\) defined in (5.138). \(W \subset [0, 1]^k\) and \(g : (W, \hat{d}) \to (\mathbb{R}^n, \|\cdot\|_\infty)\) is Lipschitz. Then there exists \(W' \subset [0, 1]^{k+1}\) and \(g' : (W', \|\cdot\|_\infty) \to (\mathbb{R}^n, \|\cdot\|_\infty)\) such that \(g(W) = g'(W')\) and \(g'\) is Lipschitz.

**Proof.** See Appendix C.5. \(\square\)

Next we recall several results on finitary coding of Bernoulli shifts. Kolmogorov-Ornstein theory studies whether two processes with the same entropy rate are isomorphic. In [107] Kean and Smorodinsky showed that two double-sided Bernoulli shifts of the same entropy are finitarily isomorphic. For the single-sided case, Del Junco [108] showed that there is a finitary homomorphism between two single-sided Bernoulli shifts of the same entropy, which is a finitary improvement of Sinai’s theorem [109]. We will see how a finitary homomorphism of the digits is related to a real-valued Lipschitz function, and how to apply Del Junco’s ergodic-theoretic result to our problem.

**Definition 19** (Finitary homomorphisms). Let \(C\) and \(D\) be finite sets. Let \(\sigma\) and \(\tau\) denote the left shift operators on the product spaces \(\mathcal{X} = C^\mathbb{Z}_+\) and \(\mathcal{Y} = D^\mathbb{Z}_+\) respectively. Let \(\mu\) and \(\nu\) be measures on \(\mathcal{X}\) and \(\mathcal{Y}\) (with product \(\sigma\)-algebras). A homomorphism \(\phi : (\mathcal{X}, \mu, \sigma) \to (\mathcal{Y}, \nu, \tau)\) is a measure preserving mapping that commutes with the shift operator, i.e., \(\nu = \mu \circ \phi^{-1}\) and \(\phi \circ \sigma = \tau \circ \phi \mu\)-a.e. \(\phi\) is said to be finitary if there exist sets of zero measure \(A \subset \mathcal{X}\) and \(B \subset \mathcal{Y}\) such that \(\phi : \mathcal{X}\backslash A \to \mathcal{Y}\backslash B\) is continuous (with respect to the product topology).

Informally, finitariness means that for almost every \(x \in \mathcal{X}\), \(\phi(x)_0\) is determined by finitely many coordinates in \(x\). The following lemma characterizes this intuition in precise terms:

**Lemma 22** ([110, Conditions 5.1, p. 281]). Let \(\mathcal{X} = C^\mathbb{Z}_+\) and \(\mathcal{Y} = D^\mathbb{Z}_+\). Let \(\phi : (\mathcal{X}, \mu, \sigma) \to (\mathcal{Y}, \nu, \tau)\) be a homomorphism. Then the following statements are equivalent:
1. $\phi$ is finitary.

2. For $\mu$-a.e. $x \in \mathcal{X}$, there exists $j(x) \in \mathbb{N}$, such that for any $x' \in \mathcal{X}$, $(x')^{j(x)}_0 = (x)^{j(x)}_0$ implies that $(\phi(x))_0 = (\phi(x'))_0$.

3. For each $j \in \mathcal{D}$, the inverse image $\phi^{-1}\{y \in \mathcal{Y} : y_0 = j\}$ of each time-0 cylinder set in $\mathcal{Y}$ is, up to a set of measure 0, a countable union of cylinder sets in $\mathcal{X}$.

**Theorem 44** ([108, Theorem 1]). Let $P$ and $Q$ be probability distributions on finite sets $\mathcal{C}$ and $\mathcal{D}$. Let $(\mathcal{X}, \mu) = (\mathcal{C}^\mathbb{Z}_+, P^\mathbb{Z}_+)$ and $(\mathcal{Y}, \nu) = (\mathcal{D}^\mathbb{Z}_+, Q^\mathbb{Z}_+)$. If $P$ and $Q$ each have at least three non-zero components and $H(P) = H(Q)$, then there is a finitary homomorphism $\phi : (\mathcal{X}, \mu) \to (\mathcal{Y}, \nu)$.

We now use Lemmas 21–22 and Theorem 44 to prove Theorem 37.

**Proof of Theorem 37.** Without loss of generality, assume that the random variable satisfies $0 \leq X \leq 1$. Denote by $P$ the common distribution of the $M$-ary digits of $X$. By Lemma 1,

$$d(X) = \frac{H(P)}{\log M}. \quad (5.140)$$

Fix $n$. Let $d = d(X)$, $k = [dn]$ and $\mathcal{C} = \{0, \ldots, M - 1\}^n$. Let $Q$ be a probability measure on $\mathcal{D} = \{0, \ldots, M - 1\}^k$ such that $H(P^n) = H(Q)$. Such a $Q$ always exists because $\log |\mathcal{D}| = k \log M \geq nH(P)$. Let $\mu = (P^n)^\mathbb{Z}_+$ and $\nu = Q^\mathbb{Z}_+$ denote the product measure on $\mathcal{C}^\mathbb{Z}_+$ and $\mathcal{D}^\mathbb{Z}_+$ respectively. Since $\mu$ and $\nu$ has the same entropy rate, by Theorem 44, there exists a finitary homomorphism $\phi : (\mathcal{D}^\mathbb{Z}_+, \nu, \sigma) \to (\mathcal{C}^\mathbb{Z}_+, \mu, \tau)$. By the characterization of finitariness in Lemma 22, for any $u \in \mathcal{D}^\mathbb{Z}_+$, there exists $j(u) \in \mathbb{N}$ such that $\phi(u)_0$ is determined only by $u_0, \ldots, u_{j(u)}$. Denote the closed ultrametric ball

$$B_u = \{v \in \mathcal{D}^\mathbb{Z}_+ : \hat{d}(u, v) \leq M^{-j(u)+1}\}, \quad (5.141)$$

where $\hat{d}$ is defined in (5.138). Then for any $v \in B_u$, $\phi(u)_0 = \phi(v)_0$. Note that $\{B_u : u \in \mathcal{D}^\mathbb{Z}_+\}$ forms a countable cover of $\mathcal{D}^\mathbb{Z}_+$. This is because $B_u$ is just a cylinder set in $\mathcal{D}^\mathbb{Z}_+$ with base $(u)^{j(u)}_0$, and the total number of cylinders is countable. Furthermore, since intersecting ultrametric balls are contained in each other [111], there exists a sequence $\{u^{(i)}\}$ in $\mathcal{D}^\mathbb{Z}_+$, such that $\bigcup_{i \in \mathbb{N}} B_{u^{(i)}}$ partitions $\mathcal{D}^\mathbb{Z}_+$. Therefore, for all $0 < \epsilon < 1$, there exists $N$, such that $\nu(E) \geq 1 - \epsilon$, where

$$E = \bigcup_{i=1}^N B_{u^{(i)}}. \quad (5.142)$$
For $x \in [0, 1]^k$, recall the $M$-ary expansion of $x$ defined in (5.137), denoted by $(x) \in D^Z_k$. Let

$$F = \phi(E) \subset C^Z_k$$

$$W = \{x \in [0, 1]^k : (x) \in E\}$$

$$S = \{x \in [0, 1]^n : (x) \in F\}.$$  (5.145)

Since $\phi$ is measure-preserving, $\mu = \nu \circ \phi^{-1}$, therefore

$$\mathbb{P}\{X^n \in S\} = \mu(F) = \nu(\phi^{-1}(F)) \geq \nu(E) \geq 1 - \epsilon.$$  (5.146)

Next we use $\phi$ to construct a real-valued Lipschitz mapping $g$. Define $g : [0, 1]^k \to [0, 1]^n$ by

$$g(x) = \sum_{i \in \mathbb{Z}_+} \phi((x))_i M^{-i}.$$  (5.147)

Since $\phi$ commutes with the shift operator, for all $z \in D^Z_k$, $\phi(z)_i = (\tau^i \phi(z))_0 = \phi(\tau^i z)_0$. Also, for $x \in [0, 1]^k$, $\tau^i(x) = (M^i x)$. Therefore

$$g(x) = \sum_{i \in \mathbb{Z}_+} \phi((M^i x))_0 M^{-i}.$$  (5.148)

Next we proceed to show that $g : (W, \hat{d}) \to ([0, 1]^n, \|\cdot\|_{\infty})$ is Lipschitz. In view of (5.139) and (5.134), it is sufficient to show that $\phi : (E, d_M) \to (C^Z_k, d_M)$ is Lipschitz. Let

$$J = \max_{1 \leq i \leq N} j(u^{(i)}).$$  (5.149)

First observe that $\phi$ is $M^J$-Lipschitz on each ultrametric ball $B_{u^{(i)}}$ in $E$. To see this, consider distinct points $v, w \in B_{u^{(i)}}$. Let $d_M(v, w) = M^{-m}$. Then $m \geq j(u^{(i)}) + 1$. Since $v)_0^{m-1} = (w)_0^{m-1}$, $\phi(v)$ and $\phi(w)$ coincide on their first $m - j(u^{(i)}) - 1$ digits. Therefore

$$d_M(\phi(v), \phi(w)) \leq M^{-m + j(u^{(i)})} \leq M^{j(u^{(i)})} d_M(v, w) \leq M^J d_M(v, w).$$  (5.150)

Since every closed ultrametric ball is also open [111, Proposition 18.4], $B_{u^{(i)}}, \ldots, B_{u^{(N)}}$ are disjoint, therefore $\phi$ is $L$-Lipschitz on $E$ for some $L > 0$. Then for any $y, z \in W$,

$$\|g(y) - g(z)\|_{\infty} \leq M \hat{d}(g(y), g(z)) = M d_M(\phi((y)), \phi((z))) \leq M L d_M((y), (z)) \leq M L \hat{d}(y, z).$$  (5.156)

where
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Therefore \( c \mu \) exists a Borel function \( f \), normalized \( d \) is equiprobable on its support, where \( m = |\text{supp}(P)| \).

Recalling the construction of self-similar measures in Section 2.3, we first note that the theorem [93, 2.10.43], we extend \( g' \) to a Lipschitz function \( g_n : [0, 1]^{k+1} \rightarrow \mathbb{R}^n \). Then \( S = g_n(W) \). Since \( g_n \) is continuous and \( [0, 1]^{k+1} \) is compact, by Lemma 52, there exists a Borel function \( f_n : \mathbb{R}^n \rightarrow [0, 1]^{k+1} \), such that \( g_n = f_n^{-1} \) on \( S \).

To summarize, we have obtained a Borel function \( f_n : \mathbb{R}^n \rightarrow [0, 1]^{k+1} \) and a Lipschitz function \( g_n : [0, 1]^{k+1} \rightarrow \mathbb{R}^n \), where \( k = \lceil dn \rceil \), such that \( \mathbb{P} \{ g_n(f_n(X^n)) = X^n \} \geq \mathbb{P} \{ X^n \in S \} \geq 1 - \epsilon \). Therefore we conclude that \( R(\epsilon) \leq d \). The converse follows from Theorem 35.

Lastly, we show that

\[
R(0) = d = \log_M m \tag{5.157}
\]

for the special case when \( P \) is equiprobable on its support, where \( m = |\text{supp}(P)| \).

Recalling the construction of self-similar measures in Section 2.3, we first note that the distribution of \( X \) is a self-similar measure that is generated by the IFS \( (S_0, \ldots, S_{M-1}) \), where

\[
S_i(x) = \frac{x + i}{M}, \quad i = 0, \ldots, M - 1. \tag{5.158}
\]

This IFS satisfies the open set condition, since \( (0, 1) \supset \bigcup_{i=0}^{M-1} S_i((0, 1)) \) and the union is disjoint. Denote by \( E \subset [0, 1] \) the invariant set of the reduced IFS \( \{ S_i : i \in \text{supp}(P) \} \). By [25, Corollary 4.1], the distribution of \( X \), denoted by \( \mu_X \), is in fact the normalized \( d \)-dimensional Hausdorff measure on \( E \), i.e., \( \mu_X(\cdot) = \mathcal{H}^d(\cdot \cap E) / \mathcal{H}^d(E) \).

Therefore \( \mu_X(\cdot) = \mathcal{H}^d(\cdot \cap E^n) / \mathcal{H}^d(E^n) \). By [18, Exercise 9.11], there exists a constant \( c_1 > 0 \), such that for all \( x^n \in E^n \),

\[
D_{dn}(\mathcal{H}^d, x^n) \geq c_1, \tag{5.159}
\]

that is, \( E^n \) has positive lower \( dn \)-density everywhere. By [112, Theorem 4.1(1)], for any \( k > dn \), there exists \( F \subset E^n \) such that \( \mathcal{H}^d(F) = 0 \) and \( E^n \setminus F \) is \( k \)-rectifiable. Therefore \( \mathbb{P} \{ X^n \in F \} = 0 \). By Lemma 19, the rate \( d \) is \( 0 \)-achievable.

\[ \square \]

**Remark 19.** The essential idea for constructing the Lipschitz mapping in [112, Theorem 4.1(1)] is the following: cover \( E^n \) and \( [0, 1]^k \) with \( \delta \)-balls respectively, denoted by \( \{ B_1, \ldots, B_M \} \) and \( \{ \tilde{B}_1, \ldots, \tilde{B}_N \} \). Let \( g_1 \) be the mapping such that each \( B_i \) is mapped to the center of some \( \tilde{B}_j \). By (5.159), \( g_1 \) can be shown to be Lipschitz. Then for each \( i \) and \( j \) cover \( B_i \cap E^n \) and \( \tilde{B}_j \) by \( \delta^2 \)-balls and repeat the same procedure to construct \( g_2 \). In this fashion, a sequence of Lipschitz mappings \( \{ g_m \} \) with the same Lipschitz constant is obtained, which converges to a Lipschitz mapping whose image is \( E^n \).
5.5 Lossless linear compression with Lipschitz decompressors

In this section we prove the second half of Theorem 32, which shows that for discrete-continuous mixture with finite entropy, it is possible to achieve linear compression and Lipschitz decompression with bounded Lipschitz constants simultaneously. To this end, we need the following large-deviations result on Gaussian random matrices.

**Lemma 23.** Let $\sigma_{\min}(B_n)$ denote the smallest singular value of the $k_n \times m_n$ matrix $B_n$ consisting of i.i.d. Gaussian entries with zero mean and variance $\frac{1}{n}$. For any $t > 0$, denote

$$ F_{k_n, m_n}(t) \triangleq \mathbb{P}\{\sigma_{\min}(B_n) \leq t\}. \quad (5.160) $$

Suppose that $\frac{m_n}{k_n} \xrightarrow{n \to \infty} \alpha \in (0, 1)$ and $\frac{k_n}{n} \xrightarrow{n \to \infty} R > 0$. Then

$$ \liminf_{n \to \infty} \frac{1}{n} \log \frac{1}{F_{k_n, m_n}(t)} \geq R(1 - \alpha) \log \frac{1}{t \sqrt{e R - R h(\alpha)^2}}. \quad (5.161) $$

**Proof.** For brevity let $H_n = \sqrt{n}B_n$ and suppress the dependence of $k_n$ and $m_n$ on $n$. Then $H_n^T H_n$ is an $l \times l$ Gaussian Wishart matrix. The minimum eigenvalue of $H_n^T H_n$ has a density, which admits the following upper bound [113, p. 553].

$$ f_{\lambda_{\min}(H_n^T H_n)}(x) \leq E_{k, m} x^{\frac{k-m-1}{2}} e^{-\frac{x}{2}}, \quad x \geq 0, \quad (5.162) $$

where

$$ E_{k, m} \triangleq \sqrt{\pi}2^{-\frac{k-m+1}{2}} \frac{\Gamma\left(\frac{k+1}{2}\right)}{\Gamma\left(\frac{m}{2}\right) \Gamma\left(\frac{k-m+1}{2}\right) \Gamma\left(\frac{k-m+2}{2}\right)}. \quad (5.163) $$

Then

$$ \mathbb{P}\{\sigma_{\min}(B_n) \leq t\} = \mathbb{P}\{\lambda_{\min}(H_n^T H_n) \leq nt^2\} \quad (5.164) $$

$$ \leq E_{k, m} \int_0^{nt^2} x^{\frac{k-m-1}{2}} e^{-\frac{x}{2}} dx \quad (5.165) $$

$$ \leq 2n^{\frac{k-m+1}{2}} E_{k, m} t k^{-m+1}. \quad (5.166) $$

Applying Stirling’s approximation to (5.166) yields (5.161).

The next lemma provides a probabilistic lower bound on the operator norm of the inverse of a Gaussian random matrix restricted on an affine subspace. The point of this result is that the lower bound depends only on the dimension of the subspace.

**Lemma 24.** Let $A$ be a $k \times n$ random matrix with i.i.d. Gaussian entries with zero mean and variance $\frac{1}{n}$. Let $k > l$. Then for any $l$-dimensional affine subspace $U$ of
\[ \mathbb{P} \left\{ \min_{x \in U \setminus \{0\}} \frac{\|Ax\|}{\|x\|} \leq t \right\} \geq F_{k,l+1}(t). \] (5.167)

**Proof.** By definition, there exists \( v \in \mathbb{R}^n \) and an \( m \)-dimensional linear subspace \( V \) such that \( U = v + V \). First assume that \( v \notin V \). Then \( 0 \notin U \). Let \( \{v_0, \ldots, v_l\} \) be an orthonormal basis for \( V' = \text{span}(v, V) \). Set \( \Psi = [v_0, \ldots, v_l] \). Then

\[
\min_{x \in U} \frac{\|Ax\|}{\|x\|} = \min_{y \in \mathbb{R}^k} \frac{\|Ay\|}{\|y\|} = \sigma_{\min}(A\Psi). \tag{5.170}
\]

Then (5.167) holds with equality since \( A\Psi \) is an \( k \times (l + 1) \) random matrix with i.i.d. normal entries of zero mean and variance \( \frac{1}{n} \).

If \( v \in V \), then (5.167) holds with equality and \( l + 1 \) replaced by \( l \). The proof is then complete because \( m \mapsto F_{k,m}(t) \) is decreasing.

**Lemma 25.** Let \( T \) be a union of \( N \) affine subspaces of \( \mathbb{R}^n \) with dimension not exceeding \( l \). Let \( \mathbb{P} \{ X^n \in T \} \geq 1 - \epsilon \). Let \( A \) be defined in Lemma 24 independent of \( X^n \). Then

\[
\mathbb{P} \left\{ X^n \in T, \inf_{y \in T \setminus \{X^n\}} \frac{\|A(y - X^n)\|}{\|y - X^n\|} \geq t \right\} \geq 1 - \epsilon', \tag{5.171}
\]

where

\[
\epsilon' = \epsilon + NF_{k,l+1}(t). \tag{5.172}
\]

Moreover, there exists a subset \( E \subset \mathbb{R}^{k \times n} \) with \( \mathbb{P} \{ A \in E \} \geq 1 - \sqrt{\epsilon'} \), such that for any \( K \in E \), there exists a Lipschitz continuous function \( g_K : \mathbb{R}^k \rightarrow \mathbb{R}^n \) with \( \text{Lip}(g_K) \leq t^{-1} \) and

\[
\mathbb{P} \{ g_A(AX^n) \neq X^n \} \geq 1 - \sqrt{\epsilon'}. \tag{5.173}
\]

**Proof.** By the independence of \( X^n \) and \( A \),

\[
\mathbb{P} \left\{ X^n \in T, \inf_{y \in T \setminus \{X^n\}} \frac{\|A(y - X^n)\|}{\|y - X^n\|} \geq t \right\} = \int_T P_{X^n}(dx) \mathbb{P} \left\{ \inf_{z \in (T-x) \setminus \{0\}} \frac{\|Az\|}{\|z\|} \geq t \right\} \geq \mathbb{P} \{ X^n \in T \} (1 - NF_{k,l+1}) \geq 1 - \epsilon'. \tag{5.174}
\]

where (5.175) follows by applying Lemma 24 to each affine subspace in \( T - x \) and the union bound. To prove (5.173), denote by \( p(K) \) the probability in the left-hand side of (5.171) conditioned on the random matrix \( A \) being equal to \( K \). By Fubini's
theorem and Markov inequality,
\[ \mathbb{P} \left\{ p(A) \geq 1 - \sqrt{\epsilon'} \right\} \geq 1 - \sqrt{\epsilon'}. \]
(5.177)

Put \( E = \{ K : p(K) \geq 1 - \sqrt{\epsilon'} \} \). For each \( K \in E \), define
\[ U_K = \left\{ x \in T : \inf_{y \in T \setminus \{x\}} \frac{\|K(y-x)\|}{\|y-x\|} \geq t \right\} \subset T. \]
(5.178)

Then for any \( x, y \in U_K \), we have
\[ \|K(x-y)\| \geq t \|x-y\|, \]
which implies that \( K|_{U_K} \), the linear mapping \( K \) restricted on the set \( U_K \), is injective. Moreover, its inverse \( g_K : K(U_K) \to U_K \) is \( t^{-1} \)-Lipschitz. By Kirszbraun’s theorem [104, 2.10.43], \( g_K \) can be extended to a Lipschitz function on the whole space \( \mathbb{R}^k \) with the same Lipschitz constant. For those \( K \notin E \), set \( g_K \equiv 0 \). Since \( \mathbb{P} \{ X^n \in U_K \} \geq 1 - \sqrt{\epsilon'} \) for all \( K \in E \), we have
\[ \mathbb{P} \{ g_K(KX^n) \neq X^n \} \geq \mathbb{P} \{ X^n \in U_A, A \in E \} \geq 1 - \sqrt{\epsilon'}. \]
(5.180)

This completes the proof of the lemma. \( \square \)

**Proof of the second half of Theorem 32.** It remains to establish the achievability part of (5.19): \( \hat{R}(\epsilon) \leq \gamma \). Fix \( \delta, \delta' > 0 \) arbitrarily small. In view of Lemma 25, to prove the achievability of \( R = \gamma + \delta + \delta' \), it suffices to show that, with high probability, \( X^n \) lies in the union of exponentially many affine subspaces whose dimensions do not exceed \( nR \).

To this end, let \( t(x^n) \) denote the discrete part of \( x^n \), i.e., the vector formed by those \( x_i \in A \) in increasing order of \( i \). For \( k \geq 1 \), define
\[ T_k = \left\{ z^k \in A^k : \frac{1}{k} \sum_{i=1}^{k} \log \frac{1}{P_d(z_i)} \leq H(P_d) + \delta' \right\}. \]
(5.181)

Since \( H(P_d) < \infty \), we have \( |T_k| \leq \exp((H(P_d) + \delta')k) \). Moreover, \( P_d^k(T_k) \geq 1 - \epsilon \) for all sufficiently large \( k \).

Recall the generalized support \( \text{spt}(x^n) \) of \( x^n \) defined in (3.73). Let
\[ C_n = \left\{ x^n \in \mathbb{R}^n : \|\text{spt}(x^n)\| - \gamma n \leq \delta n, t(x^n) \in T_{n-|\text{spt}(x^n)|} \right\} \]
(5.182)
\[ = \bigcup_{S \subseteq \{1, \ldots, n\}} \bigcup_{\|z\| \leq \delta n} \left\{ x^n \in \mathbb{R}^n : \text{spt}(x^n) = S, t(x^n) = z \right\}. \]
(5.183)

Note that each of the subsets in the right-hand side of (5.183) is an affine subspace of dimension no more than \((\gamma + \delta)n \). Therefore \( C_n \) consists of \( N_n \) affine subspaces,
with \( N_n \leq \sum_{|k-\gamma n| \leq \delta n} |T_{n-k}| \), hence
\[
\limsup_{n \to \infty} \frac{1}{n} \log N_n \leq (H(P_d) + \delta')(1 - \gamma - \delta)n. \tag{5.184}
\]

Moreover, for sufficiently large \( n \), we have
\[
\mathbb{P} \{ X^n \in C_n \} = \sum_{|S| - \gamma n \leq \delta n} \mathbb{P} \{ X^n \in C_n, \text{spt}(X^n) = S \} \tag{5.185}
\]
\[
= \sum_{|S| - \gamma n \leq \delta n} \mathbb{P} \{ \text{spt}(X^n) = S \} P^n_{d,|S|}(T_{n-|S|}) \tag{5.186}
\]
\[
\geq \mathbb{P} \{ ||spt(X^n)| - \gamma n| \leq \delta n \} (1 - \epsilon) \tag{5.187}
\]
\[
\geq 1 - 2\epsilon. \tag{5.188}
\]

where (5.187) is due to (3.72). To apply Lemma 24, it remains to select a \( t \) sufficiently small but fixed, such that \( N_n F_{k,m+1}(t) = o(1) \) as \( n \to \infty \). This is always possible, in view of (5.184) and Lemma 23, as long as
\[
(1 - \alpha)R \log \frac{1}{t\sqrt{eR}} = \frac{R \alpha}{2} > (H(P_d) + \delta')(1 - \gamma - \delta), \tag{5.189}
\]
where \( \alpha = \frac{\gamma + \delta}{R} \) and \( R = \gamma + \delta + \delta' \). By the arbitrariness of \( \delta \) and \( \delta' \), the proof of \( \hat{R}(\epsilon) \leq \gamma \) is complete. \( \Box \)

5.6 Lossless stable decompression

First we present a key result used in the converse proof of Theorem 38.

Lemma 26. Let \( S \subset \mathbb{R}^n \) and \( T \subset [0,1]^k \). Let \( g : T \to S \) be bijective and \( 2^{-m} \)-stable with respect to the \( \ell_\infty \) distance. Then for any \( \delta > 0 \), there exists \( q : [S]_m \to [0,1]^l \), where \( l = k + \lceil \delta n \rceil \) such that
\[
\|q(x) - q(y)\|_\infty \geq \min\{2^{-m}, 2^{-\frac{1}{2}}\} \tag{5.190}
\]
holds for all distinct \( x \) and \( y \).

Proof. See Appendix C.6. \( \Box \)

The proof of Lemma 26 uses a graph coloring argument and the following result from graph theory.

Lemma 27 (Greedy Graph Coloring, [114, Theorem 13.1.5]). Let \( G \) be a graph. Denote by \( \Delta(G) \) the maximum degree of vertices in \( G \) and by \( \chi(G) \) the coloring number of \( G \). Then the greedy algorithm produces a \( (\Delta(G) + 1) \)-coloring of the vertices of \( G \) and hence
\[
\chi(G) \leq \Delta(G) + 1. \tag{5.191}
\]
Now we prove the converse coding theorem for stable analog compression.

Proof of Theorem 38 (Converse). Fix $0 \leq \epsilon < 1$, $\delta > 0$ and $m \in \mathbb{N}$ arbitrarily. Let $R = \overline{R}(\epsilon, 2^{-m}) + \delta$ and $k = \lfloor Rn \rfloor$. By definition, there exist $f_n : \mathbb{R}^n \to [0, 1]^k$ and $g_n : [0, 1]^k \to \mathbb{R}^n$, such that $g_n$ is $2^{-m}$-stable and

$$\mathbb{P}\{g_n(f_n(X^n)) \neq X^n\} \leq \epsilon. \quad (5.192)$$

Let $S^n = \{x^n \in \mathbb{R}^n : g_n(f_n(x^n)) = x^n\}$, then

$$1 - \epsilon \leq \mathbb{P}\{X^n \in S^n\} \leq \mathbb{P}\{[X^n]_m \in [S^n]_m\}. \quad (5.193)$$

holds for any $n$. Since $X^n$ is an i.i.d. random vector, $[X^n]_m$ is a random vector consisting of $n$ i.i.d. copies of the source $[X]_m$. By the strong converse of the lossless source coding theorem for discrete memoryless sources, we have

$$\liminf_{n \to \infty} \frac{|[S^n]_m|}{n} \geq H([X]_m). \quad (5.195)$$

Next we upper bound the cardinality of $[S^n]_m$ through a volume argument. Since $g_n : f(S^n) \to S^n$ is bijective and $2^{-m}$-stable, by Lemma 26, there exists a mapping $q : [S^n]_m \to [0, 1]^l$, where

$$l = k + \lceil \delta n \rceil, \quad (5.196)$$

such that

$$\|q(x) - q(y)\|_\infty \geq \min\{2^{-m}, 2^{-\frac{1}{\delta}}\}, \quad (5.197)$$

which implies that points in the image set $q([S^n]_m)$ are separated by at least $2^{-m}$ for all $m > \frac{1}{\delta}$. Therefore $B_\infty (q(x), 2^{-(m+1)})$ are disjoint for all $x \in [S^n]_m$. Since $B_\infty (z, r)$ is just an $l$-dimensional cube of side length $2r$, we have

$$\text{Leb} \left( B_\infty^l (q(x), 2^{-(m+1)}) \right) = 2^{-ml}. \quad (5.198)$$

Therefore

$$|[S^n]_m| \leq \frac{\text{Leb} \left( [0, 1]^k \right)}{2^{-ml}} = 2^{ml}, \quad (5.199)$$

hence

$$\frac{H([X]_m)}{m} \leq \liminf_{n \to \infty} \frac{\log |[S^n]_m|}{n} \leq \limsup_{n \to \infty} \frac{\log |[S^n]_m|}{n} \leq R + \delta \quad (5.200)$$

$$= \overline{R}(\epsilon, 2^{-m}) + 2\delta, \quad (5.203)$$
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holds for all \( m > \frac{1}{\delta} \), where (5.200) is due to (5.195). Recalling Lemma 1, we have

\[
\overline{d}(X) = \limsup_{m \to \infty} \frac{H([X]_m)}{m} \leq \limsup_{m \to \infty} \overline{R}(\epsilon, 2^{-m}) \leq \limsup_{\Delta \to \infty} \overline{R}(\epsilon, \Delta),
\]

where (5.205) is because of (5.203) and the arbitrariness of \( \delta \).

The achievability of stable compression is shown through an explicit construction.

**Proof of Theorem 38 (Achievability).** Fix an arbitrary \( \Delta > 0 \). There exists \( m \in \mathbb{N} \), such that

\[
2^{-(m+1)} \leq \Delta < 2^{-m}.
\]

Consider the memoryless source \( \{[X]_{m+1} : i \in \mathbb{N} \} \) with entropy \( H([X]_{m+1}) \). For all \( \delta > 0 \), there exists \( G^n \subset 2^{-(m+1)}Z^n \) such that

\[
|G^n| \leq 2^n[H([X]_{m+1})+\delta]
\]

\[
\lim_{n \to \infty} \mathbb{P} \{[X^n]_{m+1} \in G^n\} = 1.
\]

Define

\[
S^n = \{x^n \in \mathbb{R}^n : [x^n]_{m+1} \in G\}.
\]

Then

\[
\lim_{n \to \infty} \mathbb{P} \{X^n \in S^n\} = 1.
\]

Note that \( S^n \) is a disjoint union of at most \( |G^n| \) hypercubes in \( \mathbb{R}^n \). Let \( k \in \mathbb{N} \). We construct \( f_n : \mathbb{R}^n \to [0,1]^k \) as follows. Uniformly divide \([0,1]^k\) into \( 2^{km} \) hypercubes. Choose \( 2^{k(m-1)} \) cubes out of them as the codebook, such that any pair of cubes are separated by \( 2^{-m} \) in \( \ell_\infty \) distance. Denote the codebook by \( C_n \). In view of (5.208), letting

\[
\frac{k}{n} = \frac{H([X]_{m+1}) + \delta}{m-1},
\]

is sufficient to ensure that the number of cubes in \( C_n \) is no less than \( |G^n| \). Construct \( f_n \) by mapping each hypercube in \( C_n \) to one in \( S_n \) by an arbitrary bijective mapping. Denote the inverse of \( f_n \) by \( g_n \). Now we proceed to show that \( g_n \) is \( \Delta \)-stable. Consider any \( x, y \in C_n \) such that \( \|x - y\|_\infty \leq \Delta \). Since \( \Delta < 2^{-m} \), \( x \) and \( y \) reside in the same hypercube in \( C_n \), so will \( g(x) \) and \( g(y) \) be in \( S^n \). Therefore \( \|g(x) - g(y)\|_\infty \leq 2^{-(m+1)} \leq \Delta \). In view of (5.212), the \( \Delta \)-stability of \( g_n \) implies that

\[
\overline{R}(\epsilon, \Delta) \leq \frac{H([X]_{m+1}) + \delta}{m-1}
\]
holds for all $0 < \epsilon < 1$, where $m = \lceil \log_2 \frac{1}{\Delta} \rceil$ by (5.207). Sending $\Delta \to 0$, we have

$$
\limsup_{\Delta \downarrow 0} R(\epsilon, \Delta) \leq \limsup_{m \to \infty} \frac{H([X]_{m+1}) + \delta}{m - 1} = \bar{d}(X)
$$

(5.214)

for all $0 < \epsilon < 1$. \qed
Chapter 6
Noisy compressed sensing

This chapter extends the analog compression framework in Chapter 5 to the case where the encoder output is contaminated by additive noise. Noise sensitivity, the ratio between the reconstruction error and the noise variance, is used to gauge the robustness of the decoding procedure. Focusing on optimal decoders (the MMSE estimator), in Section 6.2 we formulate the fundamental tradeoff between measurement rate and reconstruction fidelity under three classes of encoders, namely optimal nonlinear, optimal linear and random linear encoders. In Section 6.5, optimal phase transition thresholds of noise sensitivity are determined as a functional of the input distribution. In particular, we show that for discrete-continuous mixtures, Gaussian sensing matrices incur no penalty on the phase transition threshold with respect to optimal nonlinear encoding. Our results also provide a rigorous justification of previous results based on replica heuristics [7] in the weak-noise regime. The material in this chapter has been presented in part in [115, 116].

6.1 Setup

The basic setup of noisy compressed sensing is a joint source-channel coding problem as shown in Fig. 6.1, where we assume that

- The source is memoryless, where $X^n$ consists of i.i.d. copies of a real-valued random variable $X$ with unit variance.
- The channel is memoryless with additive Gaussian noise $\sigma N^k$ where $N^k \sim \mathcal{N}(0, I_k)$.

![Diagram of Noisy Compressed Sensing Setup](image-url)
The encoder satisfies a unit average power constraint:

$$\frac{1}{k} \mathbb{E}[\|f(X^n)\|_2^2] \leq 1.$$  (6.1)

The reconstruction error is gauged by the per-symbol MSE distortion:

$$d(x^n, \hat{x}^n) = \frac{1}{n} \|\hat{x}^n - x^n\|_2^2.$$  (6.2)

In this setup, the fundamental question is: For a given noise variance and measurement rate, what is the smallest possible reconstruction error? For a given encoder $f$, the corresponding optimal decoder $g$ is the MMSE estimator of the input $X^n$ given the channel output $\hat{Y}^k = f(X^n) + \sigma N^k$. Therefore the optimal distortion achieved by encoder $f$ is

$$\text{mmse}(X^n|f(X^n) + \sigma N^k).$$  (6.3)

### 6.2 Distortion-rate tradeoff

For a fixed noise variance, we define three distortion-rate functions that corresponds to optimal encoding, optimal linear encoding and random linear encoding respectively.

#### 6.2.1 Optimal encoder

**Definition 20.** The minimal distortion achieved by the optimal encoding scheme is given by:

$$D^*(X, R, \sigma^2) \triangleq \limsup_{n \to \infty} \frac{1}{n} \inf_f \left\{ \text{mmse}(X^n|f(X^n) + \sigma N^k) : \mathbb{E}[\|f(X^n)\|_2^2] \leq Rn \right\}.$$  (6.4)

The asymptotic optimization problem in (6.4) can be solved by applying Shannon’s joint source-channel coding separation theorem for memoryless channels and sources [90], which states that the lowest rate that achieves distortion $D$ is given by

$$R = \frac{R_X(D)}{C(\sigma^2)},$$  (6.5)

where $R_X(\cdot)$ is the rate-distortion function of $X$ defined in (2.64) and $C(\sigma^2) = \frac{1}{2} \log(1 + \sigma^{-2})$ is the AWGN channel capacity. By the monotonicity of the rate-distortion function, we have

$$D^*(X, R, \sigma^2) = R_X^{-1}\left(\frac{R}{2} \log(1 + \sigma^{-2})\right).$$  (6.6)
In general, optimal encoders are nonlinear. In fact, Shannon’s separation theorem states that the composition of an optimal lossy source encoder and an optimal channel encoder is asymptotically optimal when blocklength \( n \to \infty \). Such a construction results in an encoder that is \textit{finitely-valued}, hence nonlinear. For fixed \( n \) and \( k \), linear encoders are in general suboptimal.

### 6.2.2 Optimal linear encoder

To analyze the fundamental limit of noisy compressed sensing, we restrict the encoder \( f \) to be a linear mapping, denoted by a matrix \( H \in \mathbb{R}^{k \times n} \). Since \( X^n \) are i.i.d. with zero mean and unit variance, the input power constraint (6.1) simplifies to

\[
E[\|HX^n\|_2^2] = E[X^n^T H^T H X^n] = \text{Tr}(H^T H) = \|H\|_F^2 \leq k, \tag{6.7}
\]

where \( \|\cdot\|_F \) denotes the Frobenius norm.

**Definition 21.** Define the optimal distortion achievable by linear encoders as:

\[
D^*_L(X, R, \sigma^2) \triangleq \limsup_{n \to \infty} \frac{1}{n} \inf_{H} \{ \text{mmse}(X^n|HX^n + \sigma N_k) : \|H\|_F^2 \leq Rn \}. \tag{6.8}
\]

A general formula for \( D^*_L(X, R, \sigma^2) \) is yet unknown. One example where we compute it explicitly in Section 6.4 is the Gaussian source.

### 6.2.3 Random linear encoder

We consider the ensemble performance of random linear encoders and relax the power constraint in (6.7) to hold on average:

\[
E[\|A\|_F^2] \leq k. \tag{6.9}
\]

In particular, we focus on the following ensemble of random sensing matrices, for which (6.9) holds with equality:

**Definition 22.** Let \( A_n \) be a \( k \times n \) random matrix with i.i.d. entries of zero mean and variance \( \frac{1}{n} \). The minimal expected distortion achieved by this ensemble of linear encoders is given by:

\[
D_L(X, R, \sigma^2) \triangleq \limsup_{n \to \infty} \frac{1}{n} \text{mmse}(X^n|(AX^n + \sigma N_k, A)) \tag{6.10}
\]

\[
= \limsup_{n \to \infty} \text{mmse}(X_1|(AX^n + \sigma N_k, A)) \tag{6.11}
\]

where (6.11) follows from symmetry and \( \text{mmse}(|\cdot|) \) is defined in (4.2).

Based on the statistical-physics approach in [117, 118], the decoupling principle results in [118] were imported into the compressed sensing setting in [7] to postulate...
the following formula for $D_L(X, R, \sigma^2)$. Note that this result is based replica heuristics lacking a rigorous justification.

Claim 1 ([7, Corollary 1, p.5]).

$$D_L(X, R, \sigma^2) = \text{mmse}(X, \eta R \sigma^{-2}),$$

where $0 < \eta < 1$ satisfies the following equation [7, (12) – (13), pp. 4 – 5]:

$$\frac{1}{\eta} = 1 + \frac{1}{\sigma^2} \text{mmse}(X, \eta R \sigma^{-2}).$$  \hspace{1cm} (6.13)

When (6.13) has more than one solution, $\eta$ is chosen to be the one that minimizes the free energy

$$I(X; \sqrt{\eta R \sigma^{-2}} X + N) + \frac{R}{2} (\eta - 1 - \log \eta).$$  \hspace{1cm} (6.14)

Note that $D_L(X, R, \sigma^2)$ defined in Definition 22 depends implicitly on the entry-wise distribution of the random measurement matrix $A$, while Claim 1 asserts that the formula (6.12) for $D_L(X, R, \sigma^2)$ holds universally, as long as its entries are i.i.d. with variance $\frac{1}{n}$. Consequently, it is possible to employ random sparse measurement matrix so that each encoding operation involves only a few signal components, for example,

$$A_{ij} \sim \begin{cases} p \delta_{\frac{1}{\sqrt{\mu}}} & \text{if } (i, j) \text{ is connected} \\ (1-p) \delta_0 + \frac{p}{2} \delta_{\frac{1}{\sqrt{\mu}}} & \text{otherwise} \end{cases} \hspace{1cm} (6.15)$$

for some $0 < p < 1$. 

Remark 20. The solutions to (6.13) are precisely the stationary points of the free energy (6.14) as a function of $\eta$. In fact it is possible for (6.12) to have arbitrarily many solutions. To see this, let $\beta = \eta R \sigma^{-2}$. Then (6.12) becomes

$$\beta \text{mmse}(X, \beta) = R - \sigma^2 \beta.$$  \hspace{1cm} (6.16)

Consider a Cantor distributed $X$, for which $\beta \text{mmse}(X, \beta)$ oscillates logarithmically in $\beta$ between the lower and upper MMSE dimension of $X$ (c.f. Fig. 4.1). In Fig. 6.2 we plot both sides of (6.16) against $\log_3 \beta$. We see that as $\sigma^2$ decreases, $\beta \mapsto R - \sigma^2 \beta$ becomes flatter and number of solutions blows up.

### 6.2.4 Properties

**Theorem 45.** 1. For fixed $\sigma^2$, $D^*(X, R, \sigma^2)$ and $D^*_L(X, R, \sigma^2)$ are both decreasing, convex and continuous in $R$ on $(0, \infty)$.

2. For fixed $R$, $D^*(X, R, \sigma^2)$ and $D^*_L(X, R, \sigma^2)$ are both increasing, convex and continuous in $\frac{1}{\sigma^2}$ on $(0, \infty)$.

---

<sup>1</sup>In the notation of [7, (12)], $\gamma$ and $\epsilon \mu$ correspond to $R \sigma^{-2}$ and $R$ in our formulation.
Figure 6.2: For sufficiently small $\sigma^2$, there are arbitrarily many solutions to (6.16).

3. 

$$D^*(X, R, \sigma^2) \leq D^*_L(X, R, \sigma^2) \leq D_L(X, R, \sigma^2) \leq 1. \quad (6.17)$$

Proof. 1. Fix $\sigma^2$. Monotonicity with respect to the measurement rate $R$ is straightforward from the definition of $D^*$ and $D^*_L$. Convexity follows from time-sharing between two encoding schemes. Finally, convexity on the real line implies continuity.

2. Fix $R$. For any $n$ and any encoder $f : \mathbb{R}^n \rightarrow \mathbb{R}^k$, $\sigma^2 \mapsto \text{mmse}(X^n|f(X^n) + \sigma N^k)$ is increasing. This is a result of the infinite divisibility of the Gaussian distribution as well as the data processing lemma of MMSE [87]. Consequently, $\sigma^2 \mapsto D^*(X, R, \sigma^2)$ is also increasing. Since $D^*$ can be equivalently defined as

$$D^*(X, R, \sigma^2) = \limsup_{n \rightarrow \infty} \frac{1}{n} \inf_f \left\{ \text{mmse}(X^n|f(X^n) + \sigma N^k) : E[\|f(X^n)\|_2^2] \leq \frac{k}{\sigma^2} \right\},$$

convexity in $\frac{1}{\sigma^2}$ follows from time-sharing. The results on $D^*_L$ follows analogously.

3. The leftmost inequality in (6.17) follows directly from the definition, while the rightmost inequality follows because we can always discard the measurements.
and use the mean as an estimate. Although the best sensing matrix will beat the average behavior of any ensemble, the middle inequality in (6.17) is not quite trivial because the power constraint in (6.1) is not imposed on each matrix in the ensemble. We show that for any fixed \( \epsilon > 0 \),

\[
D_L^*(X, R, \sigma^2) \leq D_L(X, R, (1 + \epsilon)^2 \sigma^2). \tag{6.19}
\]

By the continuity of \( \sigma^{-2} \mapsto D_L^*(X, R, \sigma^2) \) proved in Theorem 45, \( \sigma^2 \mapsto D_L^*(X, R, \sigma^2) \) is also continuous. Therefore sending \( \epsilon \downarrow 0 \) in (6.19) yields the second inequality in (6.17). To show (6.19), recall that \( A \) consists of i.i.d. entries with zero mean and variance \( 1/n \). Since \( k = nR, \frac{1}{k} \| A \|^2_F \xrightarrow{p} 1 \) as \( n \to \infty \), by the weak law of large numbers. Therefore \( \mathbb{P} \{ A \in E_n \} \to 1 \) where

\[
E_n \triangleq \{ A : \| A \|^2_F \leq k(1 + \epsilon)^2 \}. \tag{6.20}
\]

Therefore

\[
D_L(X, R, (1 + \epsilon)\sigma^2) = \limsup_{n \to \infty} \frac{1}{n} \text{mmse} \left( X^n | AX^n + (1 + \epsilon)^2 \sigma^2 N^k, A \right) \tag{6.21}
\]

\[
= \limsup_{n \to \infty} \frac{1}{n} \text{mmse} \left( X^n \left| \frac{A}{1 + \epsilon} X^n + N^k, A \right. \right) \tag{6.22}
\]

\[
\geq \limsup_{n \to \infty} \frac{1}{n} \mathbb{P} \{ A \in E_n \} \mathbb{E} \left[ \text{mmse} \left( X^n \left| \frac{A}{1 + \epsilon} X^n + N^k, A \right. \right. \right] \mathbb{E} \left[ \| A \|^2_F \leq k(1 + \epsilon)^2 \right] \tag{6.23}
\]

\[
= D_L^*(X, R, \sigma^2), \tag{6.24}
\]

where (6.23) holds because \( \frac{A}{1+\epsilon} \) satisfies the power constraint for any \( A \in E_n \).

\[ \square \]

**Remark 21.** Alternatively, the convexity properties of \( D^* \) can be derived from (6.6). Since \( R_X(\cdot) \) is decreasing and concave, \( R_X^{-1}(\cdot) \) is decreasing and convex, which, composed with the concave mapping \( \sigma^{-2} \mapsto \frac{R}{2} \log(1 + \sigma^{-2}) \), gives a convex function \( \sigma^{-2} \mapsto D^*(X, R, \sigma^2) \) \[119, p. 84\]. The convexity of \( R \mapsto D^*(X, R, \sigma^2) \) can be similarly proved.

**Remark 22.** Note that the time-sharing proofs of Theorem 45.1 and 45.2 do not work for \( D_L \), because time-sharing between two random linear encoders results in a block-diagonal matrix with diagonal submatrices each filled with i.i.d. entries. This ensemble is outside the scope of the random matrices with i.i.d. entries consider in Definition 22. Therefore, proving convexity of \( R \mapsto D_L(X, R, \sigma^2) \) amounts to showing that replacing all zeroes in the block-diagonal matrix with independent entries of the same distribution always helps with the estimation. This is certainly not true for individual matrices.
6.3 Phase transition of noise sensitivity

The main objective of noisy compressed sensing is the robust recovery of the input vector, obtaining a reconstruction error that is proportional to the noise variance. To quantify robustness, we analyze noise sensitivity: the ratio between the mean-square error and the noise variance, at a given $R$ and $\sigma^2$. As a succinct characterization of robustness, we focus particular attention on the worst-case noise sensitivity:

**Definition 23.** The worst-case noise sensitivity of optimal encoding is defined as

$$ \zeta^*(X,R) = \sup_{\sigma^2 > 0} \frac{D^*(X,R,\sigma^2)}{\sigma^2}. \quad (6.25) $$

For linear encoding, $\zeta^*_L(X,R)$ and $\zeta_L(X,R)$ are analogously defined with $D^*$ in (6.25) replaced by $D^*_L$ and $D_L$.

The phase transition threshold of the noise sensitivity is defined as the minimal measurement rate $R$ such that the noise sensitivity is bounded for all noise variance $[6, 115]$:

**Definition 24.** Define

$$ R^*(X) \triangleq \inf \{ R > 0 : \zeta^*(X,R) < \infty \}. \quad (6.26) $$

For linear encoding, $R^*_L(X)$ and $R_L(X)$ are analogously defined with $\zeta^*$ in (6.26) replaced by $\zeta^*_L$ and $\zeta_L$.

By (6.17), the phase transition thresholds in Definition 24 are ordered naturally as

$$ 0 \leq R^*(X) \leq R^*_L(X) \leq R_L(X) \leq 1, \quad (6.27) $$

where the rightmost inequality is shown below (after Theorem 46).

**Remark 23.** In view of the convexity properties in Theorem 45.2, the three worst-case sensitivities in Definition 23 are all (extended real-valued) convex functions of $R$.

**Remark 24.** Alternatively, we can consider the asymptotic noise sensitivity by replacing the supremum in (6.25) with the limit as $\sigma^2 \to 0$, denoted by $\xi^*, \xi^*_L$ and $\xi_L$ respectively. Asymptotic noise sensitivity characterizes the convergence rate of the reconstruction error as the noise variance vanishes. Since $D^*(X,R,\sigma^2)$ is always bounded above by $\text{var}X = 1$, we have

$$ \zeta^*(X,R) < \infty \iff \xi^*(X,R) < \infty. \quad (6.28) $$

Therefore $R^*(X)$ can be equivalently defined as the infimum of all rates $R > 0$, such that

$$ D^*(X,R,\sigma^2) = O(\sigma^2), \quad \sigma^2 \to 0. \quad (6.29) $$
This equivalence also applies to $D^*_{L}$ and $D_L$. It should be noted that although finite worst-case noise sensitivity is equivalent to finite asymptotic noise sensitivity, the supremum in (6.28) need not be achieved as $\sigma^2 \to 0$. An example is given by the Gaussian input analyzed in Section 6.4.

6.4 Least-favorable input: Gaussian distribution

In this section we compute the distortion-rate tradeoffs for the Gaussian input distribution, which simultaneously maximizes all three distortion-rate functions subject to the variance constraint.

Theorem 46. Let $X_G \sim N(0,1)$. Then for any $R, \sigma^2$ and $X$ of unit variance,

$$D^*(X, R, \sigma^2) \leq D^*(X_G, R, \sigma^2) = \frac{1}{(1 + \sigma^{-2})R} \quad (6.30)$$

$$D^*_L(X, R, \sigma^2) \leq D^*_L(X_G, R, \sigma^2) = \begin{cases} 1 - \frac{R}{1 + \sigma^2} & R \leq 1, \\ \frac{1 + \sigma^{-2}}{1 + R \sigma^{-2}} & R > 1, \end{cases} \quad (6.31)$$

$$D_L(X, R, \sigma^2) \leq D_L(X_G, R, \sigma^2) = \frac{1}{2} \left(1 - R - \sigma^2 + \sqrt{(1-R)^2 + 2(1+R)\sigma^2 + \sigma^4}\right) \quad (6.32)$$

Proof. Since the Gaussian distribution maximizes the rate-distortion function pointwise under the variance constraint [120, Theorem 4.3.3], the inequality in (6.30) follows from (6.6). For linear encoding, linear estimators are optimal for Gaussian inputs since the channel output and the input are jointly Gaussian, but suboptimal for non-Gaussian inputs. Moreover, the linear MMSE depends only on the input variance. Therefore the inequalities in (6.31) and (6.32) follow. The distortion-rate functions of $X_G$ are computed in Appendix D.

Remark 25. While Theorem 46 asserts that Gaussian input is the least favorable among distributions with a given variance, it is not clear what the least favorable sparse input distribution is, i.e., the maximizer of $D^*$ ($D^*_L$ or $D_L$) in the set $\{P_X : \mathbb{P}\{X = 0\} \geq \gamma\}$.

The Gaussian distortion-rate tradeoffs in (6.30) – (6.32) are plotted in Figs. 6.3 and 6.4. We see that linear encoders are optimal for lossy encoding of Gaussian sources in Gaussian channels if and only if $R = 1$, i.e.,

$$D^*(X_G, 1, \sigma^2) = D^*_L(X_G, 1, \sigma^2), \quad (6.33)$$

which is a well-known fact [121, 122]. As a result of (6.32), the rightmost inequality in (6.27) follows.
Figure 6.3: $D^*(X_G, R, \sigma^2), D_{L}^*(X_G, R, \sigma^2), D_L(X_G, R, \sigma^2)$ against $\text{snr} = \sigma^{-2}$.

Figure 6.4: $D^*(X_G, R, \sigma^2), D_{L}^*(X_G, R, \sigma^2), D_L(X_G, R, \sigma^2)$ against $R$ when $\sigma^2 = 1$.  

Linear coding is optimal iff $R = 1$.
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Next we analyze the high-SNR asymptotics of (6.30) – (6.32). Clearly, 
\( D^*(X_G, R, \sigma^2) \) is the smallest among the three, which vanishes polynomially in \( \sigma^2 \) according to
\[
D^*(X_G, R, \sigma^2) = \sigma^{2R} + O(\sigma^{2R+2}), \quad \sigma^2 \to 0
\] (6.34)
regardless of how small \( R > 0 \) is. For linear encoding, we have
\[
D^L(X, R, \sigma^2) = \begin{cases} 
1 - R + R\sigma^2 + O(\sigma^4) & 0 \leq R < 1, \\
\sigma^2 + O(\sigma^4) & R = 1, \\
\frac{\sigma^2}{R} + O(\sigma^4) & R > 1.
\end{cases}
\] (6.35)
\[
D_L(X_G, R, \sigma^2) = \begin{cases} 
1 - R + \frac{R}{1-R}\sigma^2 + O(\sigma^4) & 0 \leq R < 1, \\
\sigma - \frac{\sigma^2}{2} + O(\sigma^3) & R = 1, \\
\frac{\sigma^2}{R-1} + O(\sigma^4) & R > 1.
\end{cases}
\] (6.36)
The weak-noise behavior of \( D^*_L \) and \( D_L \) are compared in different regimes of measurement rates:
- \( 0 \leq R < 1 \): both \( D^*_L \) and \( D_L \) converge to \( 1 - R > 0 \). This is an intuitive result, because even in the absence of noise, the orthogonal projection of the input vector onto the nullspace of the sensing matrix cannot be recovered, which contributes a total mean-square error of \( (1 - R)n \); Moreover, \( D_L \) has strictly worse second-order asymptotics than \( D^*_L \), especially when \( R \) is close to 1.
- \( R = 1 \): \( D_L = \sigma(1+o(1)) \) is much worse than \( D^*_L = \sigma^2(1+o(1)) \), which is achieved by choosing the encoding matrix to be identity. In fact, with nonnegligible probability, the optimal estimator that attains (6.32) blows up the noise power when inverting the random matrix;
- \( R > 1 \): both \( D^*_L \) and \( D_L \) behave according to \( \Theta(\sigma^2) \), but the scaling constant of \( D^*_L \) is strictly worse, especially when \( R \) is close to 1.

The foregoing high-SNR analysis shows that the average performance of random sensing matrices with i.i.d. entries is much worse than that of optimal sensing matrices, except if \( R \ll 1 \) or \( R \gg 1 \). Although this conclusion stems from the high-SNR asymptotics, we test it with several numerical results. Fig. 6.3 (\( R = 0.3 \) and 5) and Fig. 6.4 (\( \sigma^2 = 1 \)) illustrate that the superiority of optimal sensing matrices carries over to the regime of non-vanishing \( \sigma^2 \). However, as we will see, randomly selected matrices are as good as the optimal matrices (and in fact, optimal nonlinear encoders) as far as the phase transition threshold of the noise sensitivity is concerned.

From (6.34) and (6.36), we observe that both \( D^*_L \) and \( D_L \) exhibit a sharp phase transition near the critical rate \( R = 1 \):
\[
\lim_{\sigma^2 \to 0} D^*_L(X, R, \sigma^2) = \lim_{\sigma^2 \to 0} D_L(X, R, \sigma^2) = (1 - R)^+.
\] (6.37) (6.38)
where \( x^+ \triangleq \max\{0, x\} \). Moreover, from (6.30) – (6.32) we obtain the worst-case and asymptotic noise sensitivity functions for the Gaussian input as follows:

\[
\zeta^*(X_G, R) = \begin{cases} 
\frac{(R-1)^{R-1}}{R^R} & R \geq 1 \\
\infty & R < 1
\end{cases}, \quad \xi^*(X_G, R) = \begin{cases} 
0 & R > 1 \\
1 & R = 1 \\
\infty & R < 1
\end{cases}
\] (6.39)

\[
\zeta^*_L(X_G, R) = \xi^*_L(X_G, R) = \begin{cases} 
\frac{1}{R} & R \geq 1 \\
\infty & R < 1
\end{cases}
\] (6.40)

and

\[
\zeta_L(X_G, R) = \xi_L(X_G, R) = \begin{cases} 
\frac{1}{R-1} & R > 1 \\
\infty & R \leq 1
\end{cases}
\] (6.41)

The worst-case noise sensitivity functions are plotted in Fig. 6.5 against the measurement rate \( R \). Note that (6.39) provides an example for Remark 24: for Gaussian input and \( R > 1 \), the asymptotic noise sensitivity for optimal coding is zero, while the worst-case noise sensitivity is always strictly positive.

![Figure 6.5: Worst-case noise sensitivity \( \zeta^* \), \( \zeta^*_L \) and \( \zeta_L \) for the Gaussian input, which all become infinity when \( R < 1 \) (the unstable regime).](image)

In view of (6.39) – (6.41), the phase-transition thresholds in the Gaussian signal case are:

\[
\mathcal{R}^*(X_G) = \mathcal{R}^*_L(X_G) = \mathcal{R}_L(X_G) = 1.
\] (6.42)

The equality of the three phase-transition thresholds is in fact very general. In the next section, we formulate and prove the existence of the phase transition thresholds.
of all three distortion-rate functions for discrete-continuous mixtures, which turn out to be equal to the information dimension of the input distribution.

6.5 Non-Gaussian inputs

This section contains our main results, which show that the phase transition thresholds are equal to the information dimension of the input, under rather general conditions. Therefore, the optimality of random sensing matrices in terms of the worst-case sensitivity observed in Section 6.4 carries over well beyond the Gaussian case. Proofs are deferred to Section 6.6.

The phase transition threshold for optimal encoding is given by the upper information dimension of the input:

**Theorem 47.** For any $X$ that satisfies \((2.10)\),

$$R^*(X) = \bar{d}(X). \tag{6.43}$$

Moreover, if $P_X$ is a discrete-continuous mixture as in \((1.4)\), then as $\sigma \to 0$,

$$D^*(X, R) = \frac{\exp\left(2H(P_d)^{\frac{1-\gamma}{\gamma}} - 2D(P_c)\right)}{(1-\gamma)^2(1-\gamma)\gamma} \sigma^\frac{2R}{\gamma}(1 + o(1)) \tag{6.44}$$

where $D(\cdot)$ denotes the non-Gaussianity of a probability measure defined in \((2.68)\). Consequently the asymptotic noise sensitivity of optimal encoding is

$$\xi^*(X, R) = \begin{cases} \infty & R < \gamma \\ \exp\left(2H(P_d)^{\frac{1-\gamma}{\gamma}} - 2D(P_c)\right) \bigg/ (1-\gamma)^2(1-\gamma)\gamma & R = \gamma \\ 0 & R > \gamma. \end{cases} \tag{6.45}$$

Assuming the validity of the replica calculations of $D_L$ in Claim 1, it can be shown that the phase transition threshold for random linear encoding is always sandwiched between the lower and the upper MMSE dimension of the input. The relationship between the MMSE dimension and the information dimension in Theorem 20 plays a key role in analyzing the minimizer of the free energy \((6.14)\).

**Theorem 48.** Assume that Claim 1 holds for $X$. Then for any i.i.d. random measurement matrix $A$ whose entries have zero mean and variance $\frac{1}{n}$,

$$\underline{\mathcal{R}}(X) \leq R_L(X) \leq \overline{\mathcal{R}}(X). \tag{6.46}$$

\(^2\)It can be shown that in the limit of $\sigma^2 \to 0$, the minimizer of \((6.14)\) when $R > \overline{\mathcal{R}}(X)$ and $R < \underline{\mathcal{R}}(X)$ corresponds to the largest and the smallest root of the fixed-point equation \((6.12)\) respectively.
Therefore if $\mathcal{D}(X)$ exists, we have

$$\mathcal{R}_L(X) = \mathcal{D}(X) = d(X),$$

and in addition,

$$D_L(X, R, \sigma^2) = \frac{d(X)}{R - d(X)} \sigma^2 (1 + o(1)).$$

(6.47)

(6.48)

**Remark 26.** In fact, the proof of Theorem 48 shows that the converse part (left inequality) of (6.46) holds as long as there is no residual error in the weak-noise limit, that is, if $D_L(X, R, \sigma^2) = o(1)$ as $\sigma^2 \to 0$, then $R \geq \mathcal{D}(X)$ must hold. Therefore the converse in Theorem 48 holds even if we weaken the right-hand side in (6.29) from $O(\sigma^2)$ to $o(1)$.

The general result in Theorem 48 holds for any input distribution but relies on the conjectured validity of Claim 1. For the special case of discrete-continuous mixtures as in (1.4), in view of Theorem 27, (6.47) predicts that the phase transition threshold for random linear encoding is $\gamma$. As the next result shows, this conclusion can indeed be rigorously established for random matrix encoders with i.i.d. Gaussian entries. Since, in view of Theorem 47, nonlinear encoding achieves the same threshold, (random) linear encoding suffices for robust reconstruction as long as the input distribution contains no singular component.

**Theorem 49.** Assume that $X$ has a discrete-continuous mixed distribution as in (1.4), where the discrete component $P^d$ has finite entropy. Then

$$\mathcal{R}^*(X) = \mathcal{R}'_L(X) = \mathcal{R}_L(X) = \gamma.$$  

(6.49)

Moreover, (6.49) holds for any non-Gaussian noise distribution with finite non-Gaussianness.

**Remark 27.** The achievability proof of $\mathcal{R}_L(X)$ is a direct application of Theorem 32, where the Lipschitz decompressor in the noiseless case is used as a suboptimal estimator in the noisy case. The outline of the argument is as follows: suppose that we have obtained a sequence of linear encoders and $L(R)$-Lipschitz decoders $\{(A_n, g_n)\}$ with rate $R$ and error probability $\epsilon_n \to 0$ as $n \to \infty$. Then

$$\mathbb{E} \left[ \| g_n(A_n X^n + \sigma N^k) - X^n \|^2 \right] \leq L(R)^2 \sigma^2 \mathbb{E} \left[ \| N^k \|^2 \right] + \epsilon_n = k L(R)^2 \sigma^2 \text{var} N + \epsilon_n,$$

(6.50)

which implies robust construction is achievable at rate $R$ and the worst-case noise sensitivity is upper bounded by $L(R)^2 R$.

Notice that the above Lipschitz-based noisy achievability approach applies to any noise with finite variance, without requiring that the noise be additive, memoryless or that it have a density. In contrast, replica-based results rely crucially on the fact that the additive noise is memoryless Gaussian. Of course, in order for the converse (via
to hold, the non-Gaussian noise needs to have finite non-Gaussianness. The disadvantage of this approach is that currently it lacks an explicit construction because the extendability of Lipschitz functions (Kirszbraun’s theorem) is only an existence result which relies on Hausdorff maximal principle [100, Theorem 1.31, p. 21].

In view of Remark 13, it is interesting to examine whether the Lipschitz noiseless decoder allows us to achieve the optimal asymptotic noise sensitivity $\frac{1}{R-\gamma}$ predicted by the replica method in (6.48). If the discrete component of the input distribution has non-zero entropy (e.g., for simple signals (1.3)), the Lipschitz constant in (5.21) depends exponentially on $\frac{1}{R-\gamma}$. However, for sparse input (1.2), the Lipschitz constant in (5.21) behaves as $\frac{1}{\sqrt{R-\delta}}$, which, upon squaring, attains the optimal noise sensitivity.

**Remark 28.** We emphasize the following “universality” aspects of Theorem 49:

- Gaussian random sensing matrices achieve the optimal transition threshold for any discrete-continuous mixture;
- The fundamental limit depends on the input statistics only through the weight on the analog component, regardless of the specific discrete and continuous components. In the conventional sparsity model (1.2) where $P_X$ is the mixture of an absolutely continuous distribution and a mass of $1-\gamma$ at 0, the fundamental limit is $\gamma$;
- The suboptimal estimator used in the achievability proof comes from the noiseless Lipschitz decoder, which does not depend on the noise distribution, let alone its variance;
- The conclusion holds for non-Gaussian noise as long as it has finite non-Gaussianness.

**Remark 29.** Assume the validity of Claim 1. Combining Theorem 47, Theorem 48 and (6.27) gives an operational proof for the inequality $\overline{d}(X) \leq \overline{R}(X)$, which has been proven analytically in Theorem 20.

### 6.6 Proofs

**Proof of Theorem 47.** The proof of (6.26) is based on the low-distortion asymptotics of $R_X(D)$. Particularizing Theorem 8 to the MSE distortion ($r = 2$), we have

$$\limsup_{D \downarrow 0} \frac{R_X(D)}{\frac{1}{2} \log \frac{1}{D}} = \overline{d}(X),$$

(6.51)

*Converse:* Fix $R > R^*(X)$. By definition, there exists $a > 0$ such that $D^*(X, R, \sigma^2) \leq a\sigma^2$ for all $\sigma^2 > 0$. By (6.6),

$$\frac{R}{\frac{1}{2} \log(1 + \sigma^{-2})} \geq R_X(a\sigma^2).$$

(6.52)

Dividing both sides by $\frac{1}{2} \log \frac{1}{a\sigma^2}$ and taking $\lim \sup_{\sigma^2 \to 0}$ yield $R > \overline{d}(X)$ in view of (6.51). By the arbitrariness of $R$, we have $R^*(X) > \overline{d}(X)$. 
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Achievability: Fix $\delta > 0$ arbitrarily and let $R = \bar{d}(X) + 2\delta$. We show that $R \leq \mathcal{R}^*(X)$, i.e., worst-case noise sensitivity is finite. By Remark 24, this is equivalent to achieving (6.29). By (6.51), there exists $D_0 > 0$ such that for all $D < D_0$,

$$R_X(D) \leq \frac{\bar{d}(X) + \delta}{2} \log \frac{1}{D}.$$  
(6.53)

By Theorem 45, $D^*(X, R, \sigma^2) \downarrow 0$ as $\sigma^2 \downarrow 0$. Therefore there exists $\sigma_0^2 > 0$, such that for all $\sigma^2 < \sigma_0^2$,

$$R_X(D^*(X, R, \sigma^2)) \leq \frac{\bar{d}(X) + \delta}{2} \log \frac{1}{D^*(X, R, \sigma^2)},$$  
(6.54)

i.e.,

$$D^*(X, R, \sigma^2) \leq \sigma^2 \frac{\bar{d}(X) + 2\delta}{\bar{d}(X) + 4\delta}$$  
(6.55)

holds for all $\sigma^2 < \sigma_0^2$. This obviously implies the desired (6.29).

We finish the proof by proving (6.44) and (6.45). The low-distortion asymptotic expansion of rate-distortion functions of discrete-continuous mixtures is found in [42, Corollary 1], which improves (2.64):³

$$R_X(D) = \frac{\gamma}{2} \log \frac{\gamma}{D} + h(\gamma) + (1 - \gamma)H(P_d) + \gamma h(P_c) + o(1),$$  
(6.56)

where $P_X$ is given by (1.4). Plugging into (6.6) gives (6.44), which implies (6.45) as a direct consequence.

Proof of Theorem 48. Achievability: We show that $\mathcal{R}_L(X) \leq \overline{\mathcal{R}}(X)$. Fix $\delta > 0$ arbitrarily and let $R = \overline{d}(X) + 2\delta$. Set $\gamma = R \sigma^{-2}$ and $\beta = \eta \gamma$. Define

$$u(\beta) = \beta \text{mmse}(X, \beta) - R \left(1 - \frac{\beta}{\gamma}\right)$$  
(6.57)

$$f(\beta) = I(X; \sqrt{\beta}X + NG) - \frac{R}{2} \log \beta$$  
(6.58)

$$g(\beta) = f(\beta) + \frac{R\beta}{2\gamma},$$  
(6.59)

which satisfy the following properties:

1. Since $\text{mmse}(X, \cdot)$ is smooth on $(0, \infty)$ [66, Proposition 7], $u, f$ and $g$ are all smooth functions on $(0, \infty)$. In particular, by the I-MMSE relationship [65],

$$\dot{f}(\beta) = \frac{\beta \text{mmse}(X, \beta) - R}{2\beta}.$$  
(6.60)

³In fact $h(\gamma) + (1 - \gamma)H(P_d) + \gamma h(P_c)$ is the $\gamma$-dimensional entropy of (1.4) defined by Rényi [24, Equation (4) and Theorem 3].
2. For all $0 \leq \beta \leq \gamma$, 
\[ f(\beta) \leq g(\beta) \leq f(\beta) + \frac{R}{2}. \]  
(6.61)

3. Recalling the scaling law of mutual information in (2.66), we have 
\[ \limsup_{\beta \to \infty} \frac{f(\beta)}{\log \beta} = \frac{\overline{d}(X) - \overline{\theta}(X) - \delta}{2} \leq -\frac{\delta}{2}, \]  
(6.62)

where the last inequality follows from the sandwich bound between information dimension and MMSE dimension in (4.46).

Note that the solutions to (6.13) are precisely the roots of $u$, at least one of which belongs to $[0, \gamma]$ because $u(0) = -R < 0$, $u(\gamma) = \gamma \text{mmse}(X, \gamma) > 0$ and $u$ is continuous. According to Claim 1, 
\[ D_L(X, R, \sigma^2) = \text{mmse}(X, \beta_{\gamma}), \]  
(6.63)

where $\beta_{\gamma}$ is the root of $u$ in $[0, \gamma]$ that maximizes $g(\beta)$.

Proving the achievability of $R$ amounts to showing that 
\[ \limsup_{\sigma \to 0} \frac{D_L(X, R, \sigma^2)}{\sigma^2} < \infty, \]  
(6.64)

which, in view of (6.63), is equivalent to 
\[ \liminf_{\gamma \to \infty} \frac{\beta_{\gamma}}{\gamma} > 0. \]  
(6.65)

By the definition of $\overline{\theta}(X)$ and (6.62), there exists $B > 0$ such that for all $\beta > B$, 
\[ \beta \text{mmse}(X, \beta) < R - \delta \]  
(6.66)

and 
\[ f(\beta) \leq -\frac{\delta}{4} \log \beta. \]  
(6.67)

In the sequel we focus on sufficiently large $\gamma$. Specifically, we assume that 
\[ \gamma > \frac{R}{\delta} \max \left \{ B, e^{-\frac{\delta}{4}(K - \frac{R}{2})} \right \}, \]  
(6.68)

where $K \triangleq \min_{\beta \in [0, B]} g(\beta)$ is finite by the continuity of $g$.

Let 
\[ \beta_0 = \frac{\delta \gamma}{R}. \]  
(6.69)

Then $\beta_0 > B$ by (6.68). By (6.66), $u(\beta_0) = \beta_0 \text{mmse}(X, \beta_0) - R + \delta < 0$. Since $u(\gamma) > 0$, by the continuity of $u$ and the intermediate value theorem, there exists
\( \beta_0 \leq \beta^* \leq \gamma \), such that \( u(\beta^*) = 0 \). By (6.66),

\[
\dot{f}(\beta) \leq -\frac{\delta}{2\beta} < 0, \quad \forall \beta > B. \tag{6.70}
\]

Hence \( f \) strictly decreases on \((B, \infty)\). Denote the root of \( u \) that minimizes \( f(\beta) \) by \( \beta'_\gamma \), which must lie beyond \( \beta^* \). Consequently, we have

\[
B < \frac{\delta \gamma}{R} = \beta_0 \leq \beta^* \leq \beta'_\gamma. \tag{6.71}
\]

Next argue that \( \beta_\gamma \) cannot differ from \( \beta'_\gamma \) by a constant factor. In particular, we show that

\[
\beta_\gamma \geq e^{-\frac{R}{\delta}} \beta'_\gamma, \tag{6.72}
\]

which, combined with (6.71), implies that

\[
\frac{\beta_\gamma}{\gamma} \geq \frac{\delta}{R} e^{-\frac{R}{\delta}} \tag{6.73}
\]

for all \( \gamma \) that satisfy (6.68). This yields the desired (6.65). We now complete the proof by showing (6.72). First, we argue that that \( \beta_\gamma > B \). This is because

\[
g(\beta_\gamma) \leq g(\beta'_\gamma) \quad \tag{6.74}
\]

\[
= f(\beta'_\gamma) + \frac{R \beta'_\gamma}{2\gamma} \tag{6.75}
\]

\[
\leq f(\beta_0) + \frac{R}{2} \tag{6.76}
\]

\[
\leq -\frac{\delta}{4} \log \frac{\delta \gamma}{R} + \frac{R}{2} \tag{6.77}
\]

\[
< K \tag{6.78}
\]

\[
= \min_{\beta \in [0, B]} g(\beta). \tag{6.79}
\]

where

- (6.74): by definition, \( \beta_\gamma \) and \( \beta'_\gamma \) are both roots of \( u \) and \( \beta'_\gamma \) minimizes \( g \) among all roots;
- (6.76): by (6.71) and the fact that \( f \) is strictly decreasing on \((B, \infty)\);
- (6.77): by (6.67);
- (6.79): by (6.68).
Now we prove (6.72) by contradiction. Suppose \( \beta_\gamma < e^{-\frac{R}{2}} \beta'_\gamma \). Then

\[
g(\beta'_\gamma) - g(\beta_\gamma) = \frac{R}{2\gamma} (\beta'_\gamma - \beta_\gamma) + f(\beta'_\gamma) - f(\beta_\gamma)
\]

(6.80)

\[
\leq \frac{R}{2} + \int_{\beta_\gamma}^{\beta'_\gamma} f'(b) \, db
\]

(6.81)

\[
\leq \frac{R}{2} - \frac{\delta}{2} \log \frac{\beta'_\gamma}{\beta_\gamma}
\]

(6.82)

\[
< 0,
\]

(6.83)

contradicting (6.74), where (6.82) is due to (6.70).

**Converse:** We show that \( R_L(X) \geq \mathcal{D}(X) \). Recall that \( R_L(X) \) is the minimum rate that guarantees that the reconstruction error \( D_L(X, R, \sigma^2) \) vanishes according to \( O(\sigma^2) \) as \( \sigma^2 \to 0 \). In fact, we will show a stronger result: as long as \( D_L(X, R, \sigma^2) = o(1) \) as \( \sigma^2 \to 0 \), we have \( R \geq \mathcal{D}(X) \). By (6.63), \( D_L(X, R, \sigma^2) = o(1) \) if and only if \( \beta_\gamma \to \infty \). Since \( u(\beta_\gamma) = 0 \), we have

\[
R \geq \limsup_{\gamma \to \infty} R \left( 1 - \frac{\beta_\gamma}{\gamma} \right)
\]

(6.84)

\[
= \limsup_{\gamma \to \infty} \beta_\gamma \text{mmse}(X, \beta_\gamma)
\]

(6.85)

\[
\geq \liminf_{\beta \to \infty} \beta \text{mmse}(X, \beta)
\]

(6.86)

\[
= \mathcal{D}(X).
\]

(6.87)

**Asymptotic noise sensitivity:** Finally, we prove (6.48). Assume that \( \mathcal{D}(X) \) exists, i.e., \( \mathcal{D}(X) = d(X) \), in view of (4.46). By definition of \( \mathcal{D}(X) \), we have

\[
\text{mmse}(X, \beta) = \frac{\mathcal{D}(X)}{\beta} + o \left( \frac{1}{\beta} \right), \quad \beta \to \infty.
\]

(6.88)

As we saw in the achievability proof, whenever \( R > \mathcal{D}(X) \), (6.65) holds, i.e., \( \eta_\gamma = \Omega(1) \) as \( \gamma \to \infty \). Therefore, as \( \gamma \to \infty \), we have

\[
\frac{1}{\eta_\gamma} = 1 + \frac{\gamma}{R} \text{mmse}(X, \eta_\gamma) = 1 + \frac{\mathcal{D}(X)}{\eta_\gamma R} + o(1),
\]

(6.89)

i.e.,

\[
\eta_\gamma = 1 - \frac{\mathcal{D}(X)}{R} + o(1).
\]

(6.90)
By Claim 1,
\[ D_L(X, R, \sigma^2) = \text{mmse}(X, \eta \gamma) \]
\[ = 1 - \frac{\eta \gamma}{\sigma^2} \]  
\[ = \frac{\mathcal{D}(X)}{R - \mathcal{D}(X)} \sigma^2 (1 + o(1)). \]

(6.91)  
(6.92)  
(6.93)

Remark 30. Note that \( \beta_\gamma \) is a subsequence parametrized by \( \gamma \), which may take only a restricted subset of values. In fact, even if we impose the requirement that \( D_L(X, R, \sigma^2) = O(\sigma^2) \), it is still possible that the limit in (6.85) lies strictly between \( \mathcal{D}(X) \) and \( \mathcal{D}(X) \). For example, if \( X \) is Cantor distributed, it can be shown that the limit in (6.85) approaches the information dimension \( d(X) = \log_2 3 \).

Proof of Theorem 49. Let \( R > \gamma \). We show that the worst-case noise sensitivity \( \zeta^*(X, R) \) under Gaussian random sensing matrices is finite. We construct a suboptimal estimator based on the Lipschitz decoder in Theorem 32.\(^4\) Let \( A_n \) be a \( k \times n \) Gaussian sensing matrix and \( g_{A_n} \) the corresponding \( L(R) \)-Lipschitz decoder, such that \( k = Rn \) and \( \Pr \{ E_n \} = o(1) \) where \( E_n = \{ g_{A_n}(A_nX^n) \neq X^n \} \) denotes the error event. Without loss of generality, we assume that \( g_{A_n}(0) = 0 \). Fix \( \tau > 0 \). Then

\[ \mathbb{E} \left[ \| g_{A_n}(A_nX^n + \sigma N^k) - X^n \|^2 \right] \]
\[ \leq \mathbb{E} \left[ \| g_{A_n}(A_nX^n + \sigma N^k) - X^n \|^2 1_{\{E_n\}} \right] \]
\[ + 2L(R)^2 \mathbb{E} \left[ \| A_nX^n + \sigma N^k \|^2 1_{\{E_n\}} \right] \]
\[ + 2\mathbb{E} \left[ \| X^n \|^2 1_{\{\|X^n\|^2 > \tau n\}} \right] \]
\[ \leq kL(R)^2 \sigma^2 + \tau n(2L(R)^2 + 1) \Pr \{ E_n \} + 2 \mathbb{E} \left[ \| X^n \|^2 1_{\{\|X^n\|^2 > \tau n\}} \right] \]
\[ + 2L(R)^2 \mathbb{E} \left[ \| A_nX^n + \sigma N^k \|^2 1_{\{\|A_nX^n + \sigma N^k\|^2 > \tau n\}} \right]. \]

(6.94)  
(6.95)

Dividing both sides of (6.95) by \( n \) and sending \( n \to \infty \), we have: for any \( \tau > 0 \),

\[ \limsup_{n \to \infty} \frac{1}{n} \mathbb{E} \left[ \| g_{A_n}(A_nX^n + \sigma N^k) - X^n \|^2 \right] \]
\[ \leq RL(R)^2 \sigma^2 + 2 \sup_n \frac{1}{n} \mathbb{E} \left[ \| X^n \|^2 1_{\{\|X^n\|^2 > \tau n\}} \right] \]
\[ + 2L(R)^2 \sup_n \frac{1}{n} \mathbb{E} \left[ \| A_nX^n + \sigma N^k \|^2 1_{\{\|A_nX^n + \sigma N^k\|^2 > \tau n\}} \right]. \]

(6.96)

\(^4\)Since we assume that \( \text{var} X = 1 \), the finite-entropy condition of Theorem 32 is satisfied automatically.
Since $\frac{1}{n} \|X^n\|^2 \overset{L^2}{\to} 1$ and $\frac{1}{n} \|A_n X^n + \sigma N^k\|^2 \overset{L^2}{\to} R(1 + \sigma^2)$, which implies uniform integrability, the last two terms on the right-hand side of (6.96) vanish as $\tau \to \infty$. This completes the proof of $\zeta^*(X, R) \leq RL^2(R)$. \hfill \Box
Chapter 7

Suboptimality of practical reconstruction algorithms

In this section we compare the optimal phase transition thresholds derived in Chapters 5 and 6 to the suboptimal thresholds obtained by popular low-complexity algorithms, analyzed in [15, 4, 6]. The material in this chapter has been presented in part in [116].

We focus on the following three input distributions considered in [4, p. 18915], indexed by $\chi = \pm, +$ and $\square$ respectively, which all belong to the family of input distributions of the mixture form in (1.4):

- $\pm$: sparse signals (1.2);
- $+$: sparse non-negative signals (1.2) with the absolutely continuous component $P_c$ supported on $\mathbb{R}_+$.
- $\square$: simple signals (1.3) with $p = \frac{1}{2}$ [15, Section 5.2, p. 540] where $P_c$ is some absolutely continuous distribution supported on the unit interval.

7.1 Noiseless compressed sensing

In the noiseless case, we consider the phase transition of error probability. The phase transition thresholds for linear programming (LP) decoders and the approximate message passing (AMP) decoder [4, 123] have been obtained in [3, 4]. Greedy reconstruction algorithms have been analyzed in [124], which only provide upper bounds (achievability results) on the transition threshold of measurement rate. In this section we focus our comparison on algorithms whose phase transition thresholds are known exactly.

The following LP decoders are tailored to the three input distributions $\chi = \pm, +$ and $\square$ respectively (see Equations (P1), (LP) and (Feas) in [16, Section I]):

\[
g_\pm(y) = \arg \min \{ \|x\|_1 : x \in \mathbb{R}^n, Ax = y \}, \quad (7.1)
\]
\[
g_+(y) = \arg \min \{ \|x\|_1 : x \in \mathbb{R}_+^n, Ax = y \}, \quad (7.2)
\]
\[
g_\square(y) = \{ x : x \in [0,1]^n, Ax = y \}. \quad (7.3)
\]
For sparse signals, (7.1) – (7.2) are based on $\ell_1$-minimization (also known as Basis Pursuit) [12], while for simple signals, the decoder (7.3) solves an LP feasibility problem. Note that the above decoders are universal in the sense that it require no knowledge of the input distributions other than which subclass they belong. In general the decoders in (7.1) – (7.3) output a list of vectors upon receiving the measurement. The reconstruction is successful if and only if the output list contains only the true vector. The error probability is thus defined as $P\{g(AX^n) \neq X^n\}$, evaluated with respect to the product measure $(P_X)^n \times P_A$.

The phase transition thresholds of the reconstruction error probability for decoders (7.1) – (7.3) are derived in [3] using combinatorial geometry. For sparse signals and $\ell_1$-minimization decoders (7.1) – (7.2), the expressions of the corresponding thresholds $R_{\pm}(\gamma)$ and $R_+(\gamma)$ are quite involved, given implicitly in [3, Definition 2.3]. As observed in [4, Finding 1], $R_{\pm}(\gamma)$ and $R_+(\gamma)$ agree numerically with the solutions of following equation, respectively:

$$\gamma = \max_{z \geq 0} \frac{R - 2((1 + z^2)\Phi(-z) - z\varphi(z))}{1 + z^2 - 2((1 + z^2)\Phi(-z) - z\varphi(z))},$$

(7.4)

$$\gamma = \max_{z \geq 0} \frac{R - ((1 + z^2)\Phi(-z) - z\varphi(z))}{1 + z^2 - ((1 + z^2)\Phi(-z) - z\varphi(z))},$$

(7.5)

For simple signals, the phase transition threshold is proved to be [15, Theorem 1.1]

$$R_{\pm}(\gamma) = \frac{\gamma + 1}{2}. $$

(7.6)

Moreover, substantial numerical evidence in [4, 123] suggests that the phrase transition thresholds for the AMP decoder coincide with the LP thresholds for all three input distributions. The suboptimal thresholds obtained from (7.4) – (7.6) are plotted in Fig. 7.1 along with the optimal threshold obtained from Theorem 32 which is $\gamma$.\footnote{In the series of papers (e.g. [15, 16, 4, 6]), the phase diagram are parameterized by $(\rho, \delta)$, where $\delta = R$ is the measurement rate and $\rho = \frac{\gamma}{R}$ is the ratio between the sparsity and rate. In this thesis, the more straightforward parameterization $(\gamma, R)$ is used instead. The ratio $\frac{\gamma R}{\chi(\gamma)}$ is denoted by $\rho(\gamma; \chi)$ in [4].}

In the highly sparse regime which is most relevant to compressed sensing problems, it follows from [16, Theorem 3] that for sparse signals ($\chi = \pm$ and $+$),

$$R_{\chi}(\gamma) = 2\gamma \log_2 \frac{1}{\gamma} (1 + o(1)), \text{ as } \gamma \to 0,$$

(7.7)

\footnote{A similar comparison between the suboptimal threshold $R_{\pm}(\gamma)$ and the optimal threshold $\gamma$ has been provided in [10, Fig. 2(a)] based on replica-heuristic calculation.}
which implies that $R_{\chi}$ has infinite slope at $\gamma = 0$. Therefore when $\gamma \ll 1$, the $\ell_1$ and AMP decoders require on the order of $2s \log_e \frac{n}{s}$ measurements to successfully recover the unknown $s$-sparse vector. In contrast, $s$ measurements suffice when using an optimal decoder (or $\ell_0$-minimization decoder). The LP or AMP decoders are also highly suboptimal for simple signals, since $R_{\square}(\gamma)$ converges to $\frac{1}{2}$ instead of zero as $\gamma \to 0$. This suboptimality is due to the fact that the LP feasibility decoder (7.3) simply finds any $x^n$ in the hypercube $[0, 1]^n$ that is compatible with the linear measurements. Such a decoding strategy does not enforce the typical discrete structure of the signal, since most of the entries saturate at 0 or 1 equiprobably. Alternatively, the following decoder achieves the optimal $\gamma$: define

$$T(x^n) = \frac{1}{n} \sum_{i=1}^{n} \left( 1\{x_i=0\}, 1\{x_i \notin \{0, 1\}\}, 1\{x_i=1\} \right).$$

The decoder outputs the solution to $Ax^n = y^k$ such that $T(x^n)$ is closest to $(\frac{1-\gamma}{2}, \gamma, \frac{1-\gamma}{2})$ (in total variation distance for example).

### 7.2 Noisy compressed sensing

In the noisy case, we consider the AMP decoder [6] and the $\ell_1$-penalized least-squares (i.e. LASSO) decoder [13]:

$$g_{\text{LASSO}}(y) = \arg\min_{x \in \mathbb{R}^n} \frac{1}{2} \|y - Ax\|_2 + \lambda \|x\|_1,$$ 

(7.8)
where $\lambda > 0$ is a regularization parameter. For Gaussian sensing matrices and Gaussian observation noise, the asymptotic mean-square error achieved by LASSO for a fixed $\lambda$

$$\lim_{n \to \infty} \frac{1}{n} \mathbb{E} \left[ \| X^n - g^\lambda_{\text{LASSO}}(AX^n + \sigma N^k) \|^2 \right]$$

(7.9)

can be determined as a function of $P_X, \lambda$ and $\sigma$ by applying [125, Theorem 1.4] with $\psi(x, y) = (x - y)^2$. For sparse $X$ distributed according to (1.4), the following formal expressions for the worst-case (or asymptotic)$^3$ noise sensitivity of LASSO with optimized $\lambda$ is proposed in [6, Proposition 3.1(1.a)] and verified by extensive empirical results: for any $P_X$ of the mixture form (1.4),

$$\zeta_{\text{LASSO}}(X, R) = \xi_{\text{LASSO}}(X, R) = \begin{cases} \frac{R R_\pm(\gamma)}{R - R_\pm(\gamma)} & R > R_\pm(\gamma) \\ \infty & R \leq R_\pm(\gamma). \end{cases}$$

(7.10)

where $R_\pm(\gamma)$ is given in (7.5). Furthermore, numerical evidence suggests that (7.10) also applies to the AMP algorithm [6]. In view of (7.10), the phase transition thresholds of noise sensitivity for the LASSO and AMP decoder are both $R_\pm(\gamma)$, whereas the optimal threshold is $\gamma$ as a consequence of Theorem 49. Therefore the phase transition boundaries are identical to Fig. 7.1 and the same observation in Section 7.1 applies. For sparse signals of the form (1.2) with $\gamma = 0.1$, Fig. 7.2 compares those expressions for the asymptotic noise sensitivity of LASSO or AMP algorithms to the optimal noise sensitivity predicted by Theorem 48 based on replica heuristics. Note that the phase transition threshold of LASSO is approximately 3.3 times the optimal. Also, as the measurement rate $R$ tends to infinity, the noise sensitivity of LASSO converges to $R_\pm(\gamma) > 0$ rather than zero, while the optimal noise sensitivity vanishes at the speed of $\frac{1}{R}$.

---

$^3$The worst-case and asymptotic noise sensitivity coincide since the worst-case noise variance tends to zero. This is because the least-favorable prior in [6, (2.5)] is supported on $\{0, \pm \infty\}$. 
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Figure 7.2: Phase transition of the asymptotic noise sensitivity: sparse signal model (1.2) with $\gamma = 0.1$. 
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Chapter 8

Conclusions and future work

In this thesis we adopt a Shannon-theoretic framework for compressed sensing by modeling input signals as random processes rather than individual sequences. We investigate the phase transition thresholds (minimum measurement rate) of reconstruction error probability (noiseless observations) and normalized MMSE (noisy observations) achievable by optimal nonlinear, optimal linear, and random linear encoders combined with the corresponding optimal decoders. For discrete-continuous input distributions, which are most relevant for compressed sensing applications, the optimal phase transition threshold is shown to be the information dimension of the input, i.e., the weight of the analog part, regardless of the specific discrete and absolutely continuous component. In the memoryless case, this corresponds to the fraction of analog symbols in the source realization. This observation might suggest that the fundamental importance of the mixed discrete-continuous nature of the signal, of which sparsity (or simplicity discussed in Section 1.3) is just one manifestation.

To conclude this chapter, we discuss several open problems in theoretical compressed sensing as future research directions.

8.1 Universality of sensing matrix ensemble

Random linear coding is not only an important achievability proof technique in Shannon theory, but also an inspiration to obtain efficient schemes in modern coding theory and compressed sensing.

In the noiseless case, Theorem 39 shows that for discrete-continuous mixtures, the information dimension $\gamma$ can be achieved with Lebesgue-a.e. linear encoders. This implies that random linear encoders drawn from any absolutely continuous distribution achieve the desired error probability almost surely. However, it is not clear whether the optimal measurement rate $\gamma$ can be obtained using discrete ensembles, e.g., Rademacher matrices.

In the noisy case, one of our main findings is that Gaussian sensing matrices achieve the same phase transition threshold as optimal nonlinear encoding. However, it should be noted that the argument used in the proof of Theorem 49 relies crucially on the Gaussianness of the sensing matrices because of two reasons:
The upper bound on the distribution function of the least singular value in Lemma 23 is a direct consequence of the upper bound on its density due to Edelman [113], which only holds in the Gaussian case. In fact, we only need that the exponent in (5.161) diverges as $t \to 0$. It is possible to generalize this result to other sub-Gaussian ensembles with densities by adapting the arguments in [126, Theorem 1.1]. However, it should be noted that in general Lemma 23 does not hold for discrete ensembles (e.g., Rademacher), because the least singular value always has a mass at zero with a fixed exponent;

Due to the rotational invariance of the Gaussian ensemble, the result in Lemma 24 does not depend on the basis of the subspace.

The universal optimality of random sensing matrices with non-Gaussian i.i.d. entries in terms of phase transition thresholds remains an open question.

8.2 Near-optimal practical reconstruction algorithms

From Chapter 7 we see that the phase transition threshold of state-of-the-art decoding algorithms (e.g., LP-based and AMP decoders) still lie far from the optimal boundary. Designing low-complexity reconstruction schemes that attain the optimal thresholds remains an outstanding challenge. In particular, for mixture distributions (1.4), there are no known low-complexity algorithm whose phase transition threshold has finite slope at $\gamma = 0$.

In the case of sparse input distribution (1.2), it is interesting to notice that the optimal phase transition boundary in Fig. 7.1 can be attained by $\ell_0$-minimization, while the threshold of $\ell_1$-minimization is known to be strictly suboptimal. A natural question to ask is the performance of $\ell_q$-minimization for $0 < q < 1$, which has been the focus of very active research, e.g., [127, 128, 129, 130, 131]. It is possible that as $q$ moves from one to zero, the phase-transition boundary of $\ell_q$-minimization evolves continuously from the suboptimal $\ell_1$-boundary to the optimal $\ell_0$-boundary. However, very little is known except the fact the the performance of $\ell_q$-minimization does not deteriorate as $q$ decreases [127]. Only upper bounds on the transition boundary are known [130, p. 11]. Note that as $q$ decreases, the complexity of the $\ell_q$-decoder increases as the optimization problem becomes more non-convex. Therefore the knowledge about the precise threshold will allow us to strike a good balance between decoding performance and computational complexity among this family of algorithms.

8.3 Performance of optimal sensing matrices

The majority of the compressed sensing literature is devoted to either randomly generated measurement matrices or sufficient conditions on individual measurement matrices that guarantee successful recovery of sparse vectors. Theorems 32 and 49 indicate that when optimal decoders are used, random sensing matrices achieve the
optimal phase transition threshold in both noiseless and noisy cases. However, with pragmatic suboptimal recovery algorithms, it might be possible to improve the performance by using optimized sensing matrices. Next we consider $\ell_p$-minimization decoders with $p \in [0, 1]$. Given a measurement matrix $A \in \mathbb{R}^{k \times n}$, define the $\ell_p$-minimization decoder as

$$g_p(y) = \arg \min_{z : A z = y} \|z\|_p.$$  

(8.1)

Now we define the following non-asymptotic fundamental limits of $\ell_p$-minimization decoder by allowing to optimize over measurement matrices.

**Definition 25.** A $k \times n$ matrix $A$ is called $(s, n, p)$-successful if using $A$ as the measurement matrix, the $\ell_p$-minimization decoder can recover all $s$-sparse vectors on $\mathbb{R}^n$, i.e., $g_p \circ A = \text{id}$ restricted on $\Sigma_{s,n}$, the collection of all $s$-sparse $n$-dimensional vectors. Define $k^*_p(s, n)$ as the minimum number of measurements that guarantee the success of $\ell_p$-minimization decoder in recovering all $s$-sparse vectors, i.e., $k^*_p(s, n) = \min\{k \in \mathbb{N} : \exists A \in \mathbb{R}^{k \times n} \text{ that is } (s, n, p)\text{-successful}\}$.

From Remark 17 we know that

$$k^*_0(s, n) = \min\{2s, n\}. \quad (8.2)$$

Also, it is trivial to show that for all $p$, $k^*_p(1, n) = \min\{2, n\}$. For the special case of $p = 1$, [132, Proposition 2.3] characterizes a given matrix being $(s, n, 1)$-successful in terms of its null space. However, determining $k^*_1(s, n)$ remains an open question. In the high-dimensional linearly sparse regime, we define

$$R^*_{\ell_p}(\gamma) = \limsup_{n \to \infty} \frac{k^*_p(\lfloor \gamma n \rfloor, n)}{n}. \quad (8.3)$$

Then $R^*_{\ell_p}(\gamma) \in [0, 1]$ for all $p$ and $\gamma$. From (8.2) we have

$$R^*_0(\gamma) = \min\{2\gamma, 1\}, \quad (8.4)$$

while $R^*_p(\gamma)$ is not known for $p \neq 0$.

**Remark 31.** If one relaxes Definition 25 and only requires that all $s$-sparse positive vectors are successfully recovered, it can be shown ([133, Corollary 1.1] and [134]) that $\ell_1$-minimization attains the $\ell_0$ performance in (8.2), achieved by a Fourier or Vandermonde matrix.

### 8.4 Compressive signal processing

The current information system consists of three stages: data acquisition, compression and processing. Compressed sensing permeates compression in the data collection process and achieves drastic reduction of data amount. Extending this rationale, it is more efficient to combine all three stages by directly processing the
information condensed from compressible signals. Fundamental limits of this more general paradigm, namely, compressive signal processing, are largely unknown.

As a concrete example, consider the problem of support recovery from noisy random linear measurements, where the goal is not to recover the unknown sparse vector with high fidelity, but to recover its support faithfully. It has been shown that if the SNR is fixed and sensing matrices are i.i.d., reliable support recovery (vanishing block error rate) requires infinite rate, because number of necessary measurements scales as $\Theta(n \log n)$ [135, 136]. On the other hand, if we tolerate any positive fraction of error (bit-error rate), finite rate can be achieved [9]. Note that the above conclusions apply to random sensing matrices. The performance of optimal sensing matrices in support recovery is a fundamental yet unexplored problem. It is yet to be determined whether asymptotic reliable support recovery is possible with finite SNR and finite measurement rate using optimized sensing matrices and decoders.
Appendix A

Proofs in Chapter 2

A.1 The equivalence of (2.7) to (2.4)

Proof. Let $X$ be a random vector in $\mathbb{R}^n$ and denote its distribution by $\mu$. Due to the equivalence of $\ell_p$-norms, it is sufficient to show (2.7) for $p = \infty$. Recalling the notation for mesh cubes in (3.8), we have

$$H([X]_m) = \mathbb{E} \left[ \log \frac{1}{\mu(C_m(2^m[X]_m))} \right]. \quad (A.1)$$

For any $0 < \epsilon < 1$, there exists $m \in \mathbb{N}$, such that $2^{-m} \leq \epsilon < 2^{m-1}$. Then

$$C_m([x]_m2^m) \subset B_\infty(x, 2^{-m}) \subset B_\infty(x, \epsilon) \quad (A.2)
\subset B_\infty(x, 2^{-(m-1)}) \subset B_\infty([x]_m, 2^{-(m-2)}). \quad (A.3)$$

As a result of (A.2), we have

$$\mathbb{E} \left[ \log \frac{1}{\mu(B_\infty(X, \epsilon))} \right] \leq H([X]_m) \quad (A.4)$$

On the other hand, note that $B_\infty([x]_m, 2^{-(m-2)})$ is a disjoint union of $8^n$ mesh cubes. By (A.3), we have

$$\mathbb{E} \left[ \log \frac{1}{\mu(B_\infty(X, \epsilon))} \right] \geq \mathbb{E} \left[ \log \frac{1}{\mu(B_\infty([X]_m, 2^{-(m-2)}))} \right] \quad (A.5)
\geq H([X]_m) - n \log 8. \quad (A.6)$$

Combining (A.4) and (A.6) yields

$$\frac{H([X]_m) - n \log 8}{m} \leq \frac{\mathbb{E} \left[ \log \frac{1}{\mu(B_\infty(X, \epsilon))} \right]}{\log \frac{1}{\epsilon}} \leq \frac{H([X]_m)}{m - 1} \quad (A.7)$$

By Lemma 1, sending $\epsilon \downarrow 0$ and $m \to \infty$ yields (2.7). \qed
A.2 Proofs of Theorem 1

Lemma 28. For all $p, q \in \mathbb{N}$,
\[
H(\langle X^n \rangle_p) \leq H(\langle X^n \rangle_q) + n \log \left( \left\lceil \frac{p}{q} \right\rceil + 1 \right). \tag{A.8}
\]

Proof. For notational conciseness, we only give the proof for the scalar case ($n = 1$).
\[
\begin{align*}
H(\langle X \rangle_p) &\leq H(\langle X \rangle_p, \langle X \rangle_q) \tag{A.9} \\
&= H(\langle X \rangle_p | \langle X \rangle_q) + H(\langle X \rangle_q). \tag{A.10}
\end{align*}
\]
Note that for any $l \in \mathbb{Z}$,
\[
H \left( \langle X \rangle_p \mid \langle X \rangle_q = \frac{l}{q} \right) = H \left( \langle X \rangle_p \mid \frac{l}{q} \leq X < \frac{l+1}{q} \right) \tag{A.11}
\]
\[
= H \left( \left\lfloor \frac{p}{q} \right\rfloor \leq pX < \frac{p(l+1)}{q} \right). \tag{A.12}
\]
Given $pX \in \left[ \frac{pl}{q}, \frac{p(l+1)}{q} \right)$, the range of $\lfloor pX \rfloor$ is upper bounded by $\left\lceil \frac{p}{q} \right\rceil + 1$. Therefore for all $l \in \mathbb{Z}$,
\[
H \left( \langle X \rangle_p \mid \langle X \rangle_q = \frac{l}{q} \right) \leq \log \left( \left\lceil \frac{p}{q} \right\rceil + 1 \right). \tag{A.13}
\]
Hence $H(\langle X \rangle_p | \langle X \rangle_q)$ admits the same upper bound and (A.8) holds. \hfill \Box

Lemma 29 ([137, p. 2102]). Let $W$ be an $\mathbb{N}$-valued random variable. Then $H(W) < \infty$ if $\mathbb{E}[\log W] < \infty$.

Proof of Theorem 1. Using Lemma 28 with $p = m, q = 1$ and $p = 1, q = m$, we have
\[
H(\lfloor X^n \rfloor) - \log 2 \leq H(\lfloor X^n \rfloor_m) \leq H(\lfloor X^n \rfloor) + \log m. \tag{A.14}
\]

2) $\Rightarrow$ 1): When $H(\lfloor X^n \rfloor)$ is finite, dividing both sides of (A.14) by $\log m$ and letting $m \to \infty$ results in 1).

1) $\Rightarrow$ 2): Suppose $H(\lfloor X^n \rfloor) = \infty$. By (A.14), $H(\lfloor X^n \rfloor_m) = \infty$ for every , and 1) fails. This also proves (2.14).

3) $\Leftrightarrow$ 2): By the equivalence of norms on $\mathbb{R}^n$, we shall consider the $\ell_\infty$ ball. Define
\[
g(X^n, \epsilon) \triangleq \mathbb{E} \left[ \log \frac{1}{P_{X^n}(B_\infty(X^n, \epsilon))} \right], \tag{A.15}
\]
which is decreasing in $\epsilon$. Let $2^{-m} \leq \epsilon < 2^{-m+1}$, where $m \in \mathbb{N}$. By (A.4) and (A.6) (or [23, Lemma 2.3]), we have
\[
g(X^n, 2^{-m}) \leq H(\lfloor X^n \rfloor_m) \leq g(X^n, 2^{-m}) + n \log 8. \tag{A.16}
\]
The equivalence between 3) and 2) then follows from (A.14) and (A.16).
3) ⇔ 4): By Lemma 32 in Appendix A.5.
4) ⇔ 5): For all $\text{snr} > \text{snr}' > 0$

\[
I(\text{snr}) = I(\text{snr}') + \frac{1}{2} \int_{\text{snr}'}^{\text{snr}} \text{mmse}(X, \gamma) d\gamma
\]
\[
\leq I(\text{snr}') + \frac{1}{2} \log \frac{\text{snr}}{\text{snr}'},
\]
where (A.17) and (A.18) are due to (4.58) and (4.8) respectively.

(2.12) ⇒ 2):

\[
E[\log(|X| + 1)] < \infty
\]
\[
\Rightarrow E[\log(|X|) + 1)] < \infty
\]
\[
\Rightarrow H(|X| + 1) < \infty
\]
\[
\Rightarrow H(|X|) < \infty
\]
\[
\Rightarrow H(|X|) < \infty
\]

where
\[
\text{• (A.21): by Lemma 29.}
\]
\[
\text{• (A.23): by}
\]
\[
H(|X|) \leq H(|X|) + H(|X||X|) + \log 2.
\]

A.3 Proofs of Lemmas 1 – 2

Proof of Lemma 1. Fix any $m \in \mathbb{N}$ and $l \in \mathbb{N}$, such that $2^{l-1} \leq m < 2^l$. By Lemma 28, we have

\[
H(|X|_{l-1}) \leq H(<X>_m) + \log 3,
\]
\[
H(<X>_m) \leq H(|X|_l) + \log 3.
\]

Therefore

\[
\frac{H(|X|_{l-1}) - \log 3}{l} \leq \frac{H(<X>_m)}{\log m} \leq \frac{H(|X|_l) + \log 3}{l - 1}
\]

and hence (2.16) and (2.17) follow.
Proof of Lemma 2. Note that
\[ H(\langle X \rangle_m) \leq H\left( \left\lfloor \frac{mX}{m} \right\rfloor \right) + H\left( \langle X \rangle_m \left| \left\lfloor \frac{mX}{m} \right\rfloor \right. \right) \]  
(A.29)
\[ \leq H\left( \left\lfloor \frac{mX}{m} \right\rfloor \right) + \log 2, \]  
(A.30)
\[ H\left( \left\lfloor \frac{mX}{m} \right\rfloor \right) \leq H\left( \langle X \rangle_m \right) + H\left( \left\lfloor \frac{mX}{m} \right\rfloor \left| \langle X \rangle_m \right. \right) \]  
(A.31)
\[ \leq H\left( \langle X \rangle_m \right) + \log 2. \]  
(A.32)

The same bound holds for rounding. \qed

A.4 Proof of Lemma 3

First we present several auxiliary results regarding entropy of quantized random variables:

Lemma 30. Let \( U^n \) and \( V^n \) be integer-valued random vectors. If \(-B_i \leq U_i - V_i \leq A_i\) almost surely, then
\[ |H(U^n) - H(V^n)| \leq \sum_{i=1}^{n} \log(1 + A_i + B_i). \]  
(A.33)

Proof. \( H(U^n) \leq H(V^n) + H(U^n - V^n|V^n) \leq H(V^n) + \sum_{i=1}^{n} \log(1 + A_i + B_i). \) \qed

The next lemma shows that the entropy of quantized linear combinations is close to the entropy of linear combinations of quantized random variables, as long as the coefficients are integers. The proof is a simple application of Lemma 30.

Lemma 31. Let \([ \cdot ]_m\) be defined in (2.15). For any \( a^K \in \mathbb{Z}^K \) and any \( X^n_{1}, \ldots, X^n_{K}, \)
\[ \left| H\left( \sum_{j=1}^{K} a_j [X^n_j]_m \right) - H\left( \left\lfloor \sum_{j=1}^{K} a_j X^n_j \right\rfloor_m \right) \right| \leq n \log \left( 2 + 2 \sum_{j=1}^{K} |a_j| \right). \]  
(A.34)

Proof of Lemma 3. The translation and scale-invariance of \( d(\cdot) \) are immediate consequence of the alternative definition of information dimension in (2.8). To prove (2.20) and (2.21), we apply Lemma 31 to obtain
\[ |H([X + Y]_m) - H([X]_m + [Y]_m)| \leq \log 6. \]  
(A.35)
and note that
\[ \max\{H([X]_m), H([Y]_m)\} \leq H([X]_m + [Y]_m) \leq H([X]_m) + H([Y]_m). \]  
(A.36)
Since (2.22) is a simple consequence of independence, it remains to show (2.23). Let \( U, V, W \) be integer valued. By the data processing theorem for mutual information, we have
\[
I(V; U + V + W) \leq I(V; V + W),
\]
i.e.,
\[
H(U + V + W) - H(V + W) \leq H(U + W) - H(W). 
\tag{A.37}
\]
Replacing \( U, V, W \) by \([X], [Y], [Z] \) respectively and applying Lemma 31, we have
\[
H([X + Y + Z]) - H([Y + Z]) \leq H([X + Y]) - H([Y]) + 9 \log 2.
\tag{A.38}
\]
Dividing both sides by \( m \) and sending \( m \) to \( \infty \) yield (2.23).

A.5 A non-asymptotic refinement of Theorem 9

If \( H([X^n]) = \infty \), then, in view of Theorem 1, we have \( I(X^n, \text{snr}) = \infty \) and \( d(X^n) = \infty \), in which case Theorem 9 holds automatically. Next we assume that \( H([X^n]) < \infty \), then \( I(X^n, \text{snr}) \) and \( g(X^n, \epsilon) \) are both finite for all \( \text{snr} \) and \( \epsilon \), where \( g(X^n, \epsilon) \) is defined in (A.15). Next we prove the following non-asymptotic result, which, in view of the alternative definition of information dimension in (2.7), implies Theorem 9.

**Lemma 32.** Let \( H([X^n]) < \infty \). For any \( \text{snr} > 0 \),
\[
\frac{n}{2} \log \frac{6}{e\pi} \leq I(X^n, \text{snr}) - g(X^n, 2\sqrt{3}\text{snr}^{-1}) \leq n \log 3,
\tag{A.39}
\]
where \( g(X^n, \cdot) \) is defined in (A.15).

**Proof.** First consider the scalar case. Let \( U \) be uniformly distributed on \([-\sqrt{3}, \sqrt{3}]\), which has zero mean and unit variance. Then \[138\]
\[
I(X, \text{snr}) \leq I(X; \sqrt{\text{snr}} X + U) \leq I(X, \text{snr}) + \frac{1}{2} \log \frac{\pi e}{6},
\tag{A.40}
\]
where \( \frac{1}{2} \log \frac{\pi e}{6} = D(P_U || \mathcal{N}(0, 1)) \) is the non-Gaussianity of \( U \).

Next we provide alternative lower and upper bounds to \( I(X; \sqrt{\text{snr}} X + U) \):

*(Lower bound)* Let \( \epsilon = \frac{1}{\sqrt{\text{snr}}} \). Abbreviate the \( \ell_{\infty} \) ball \( B_{\infty}(x, \epsilon) \) by \( B(x, \epsilon) \). Then the density of \( Y = X + \epsilon U \) is given by
\[
p_Y(y) = \frac{p_X(B(y, \sqrt{3}\epsilon))}{2\sqrt{3}\epsilon}.
\tag{A.41}
Then
\[ I(X; \sqrt{\text{snr}}X + U) = D(P_{Y|X} \| P_{Y} | P_{X}) \quad (A.42) \]
\[ = \mathbb{E} \left[ \log \frac{1}{P_{X}(B(X + \epsilon U, \sqrt{3}\epsilon))} \right] \quad (A.43) \]
\[ \geq \mathbb{E} \left[ \log \frac{1}{P_{X}(B(X, 2\sqrt{3}\epsilon))} \right], \quad (A.44) \]

where (A.44) is due to \( B(X + \epsilon U, \sqrt{3}\epsilon) \subset B(X, 2\sqrt{3}\epsilon) \), which follows from \(|U| \leq \sqrt{3}\) and the triangle inequality.

(Upper bound) Let \( Q_{Y} \) denote the distribution of \( X + 3\epsilon U \), whose density is
\[ q_{Y}(y) = \frac{P_{X}(B(y, 3\sqrt{3}\epsilon))}{6\sqrt{3}\epsilon}. \quad (A.45) \]

Then
\[ I(X; \sqrt{\text{snr}}X + U) \leq D(P_{Y|X} \| Q_{Y} | P_{X}) \quad (A.46) \]
\[ = \mathbb{E} \left[ \log \frac{3}{P_{X}(B(X + \epsilon U, 3\sqrt{3}\epsilon))} \right] \quad (A.47) \]
\[ \leq \mathbb{E} \left[ \log \frac{1}{P_{X}(B(X, 2\sqrt{3}\epsilon))} \right] + \log 3, \quad (A.48) \]

where (A.48) is due to \( B(X + \epsilon U, 3\sqrt{3}\epsilon) \supset B(X, 2\sqrt{3}\epsilon) \).

Assembling (A.40), (A.44) and (A.48) yields (A.39). The proof for the vector case follows from entirely analogous fashion.

\[ \square \]

### A.6 Proof of Lemma 5

**Proof.** Let \( U \) be an open interval \((a, b)\). Then \( F_{j}(U) = (w_{j} + ra, w_{j} + rb) \) and
\[ \bigcup_{j} F_{j}(U) \subset U \iff \min_{j} w_{j} + ra \geq a \text{ and } \max_{j} w_{j} + rb \leq b. \quad (A.49) \]

and for \( i \neq j \),
\[ F_{i}(U) \cap F_{j}(U) = \emptyset \iff |w_{i} - w_{j}| \geq r(b - a). \quad (A.50) \]

Therefore, there exist \( a < b \) that satisfy (A.49) and (A.50) if and only if (2.82) holds.

\[ \square \]
A.7 Proof of Lemma 6

Proof. Let $X$ be of the form in (2.80). Let $M = \max_{1 \leq j \leq m} w_j$ and $m_k = \lfloor r^{-k} \rceil$ where $k \in \mathbb{N}$. Then $|X| \leq \frac{rM}{1-r}$. By Lemma 1,

$$d_\alpha(X) = \lim_{k \to \infty} \frac{H_\alpha([m_kX])}{k \log \frac{1}{r}}. \tag{A.51}$$

Since

$$\left| [m_kX] - \sum_{i=0}^{k-1} r^{-i}W_{k-i} \right| \leq \frac{2rM}{1-r}, \tag{A.52}$$

applying Lemma 30 to (A.52) and substituting into (A.51) yield

$$d_\alpha(X) \leq \lim_{k \to \infty} \frac{H_\alpha(\sum_{i=0}^{k-1} r^{-i}W_{k-i})}{k \log \frac{1}{r}} \leq \frac{H_\alpha(P)}{\log \frac{1}{r}}, \tag{A.53}$$

where we have used $H_\alpha(\sum_{i=0}^{k-1} r^{-i}W_{k-i}) \leq H_\alpha(W^k) = kH_\alpha(P)$.

A.8 Proof of Theorem 12

First we present several auxiliary results from sumset theory for entropy.

Lemma 33 (Submodularity [139, Lemma A.2]). If $X_0, X_1, X_2, X_{12}$ are random variables such that $X_0 = f(X_1) = g(X_2)$ and $X_{12} = h(X_1, X_2)$, where $f, g, h$ are deterministic functions. Then

$$H(X_0) + H(X_{12}) \leq H(X_1) + H(X_2). \tag{A.54}$$

In the sequel, $G$ denotes an arbitrary abelian group.

Lemma 34 (Ruzsa’s triangle inequality [139, Theorem 1.7]). Let $X$ and $Y$ be $G$-valued random variables. Define the Ruzsa distance\footnote{\Delta(\cdot, \cdot) is not a metric since $\Delta(X, X) > 0$ unless $X$ is deterministic.} as

$$\Delta(X, Y) \triangleq H(X' - Y') - \frac{1}{2} H(X') - \frac{1}{2} H(Y'), \tag{A.55}$$

where $X'$ and $Y'$ are independent copies of $X$ and $Y$. Then

$$\Delta(X, Z) \leq \Delta(X, Y) + \Delta(Y, Z), \tag{A.56}$$

that is,

$$H(X - Z) \leq H(X - Y) + H(Y - Z) - H(Y). \tag{A.57}$$
The following entropic analogue of Plünnecke-Ruzsa’s inequality [140] is implicitly implied in [141, Proposition 1.3], as pointed out by Tao [142, p. 203].

**Lemma 35.** Let \( X, Y_1, \ldots, Y_m \) be independent \( G \)-valued random variables. Then

\[
H(X + Y_1 + \ldots + Y_m) \leq H(X) + \sum_{i=1}^{m} [H(X + Y_i) - H(X)].
\]  

(A.58)

The following entropy inequality for group-valued random variables is based on results from [143, 144, 145], whose proof can be found in [146, Section II-E].

**Lemma 36.**

\[
\frac{1}{2} \leq \frac{\Delta(X, X)}{\Delta(X, -X)} \leq 2.
\]  

(A.59)

**Lemma 37** (Sum-difference inequality [139, (2.2)]). Let \( X \) and \( Y \) be independent \( G \)-valued random variables. Then \( \Delta(X, Y) \leq 3\Delta(X, -Y) \), i.e.,

\[
H(X - Y) \leq 3H(X + Y) - H(X) - H(Y).
\]  

(A.60)

The foregoing entropy inequalities deal with linear combinations of independent random variables with coefficients being ±1. In Theorem 50 we present a new upper bound on the entropy of the linear combination of independent random variables with general integer coefficients. The following two lemmas lie at the core of the proof, which allow us to reduce the case from \( p \) to either \( p \pm 1 \) (additively) or \( \frac{p}{2} \) (multiplicatively).

**Lemma 38** (Additive descent). Let \( X, Y \) and \( Z \) be independent \( G \)-valued random variables. Let \( p, r \in \mathbb{Z}\setminus\{0\} \). Then

\[
H(pX + Y) \leq H((p - r)X + rZ + Y) + H(X - Z) - H(Z).
\]  

(A.61)

**Proof.** Applying Lemma 33 with \( X_1 = ((p - r)X + rZ + Y, X - Z) \), \( X_2 = (X, Y) \), \( X_0 = pX + Y \) and \( X_{12} = (X, Y, Z) \) yields (A.61).

**Lemma 39** (Multiplicative descent). Let \( X, X' \) and \( Y \) be independent \( G \)-valued random variables where \( X' \) has the same distribution as \( X \). Let \( p \in \mathbb{Z}\setminus\{0\} \). Then

\[
H(pX + Y) \leq H \left( \frac{p}{2}X + Y \right) + H(2X - X') - H(X).
\]  

(A.62)
Proof. By (A.57), we have
\[ H(pX + Y) \leq H\left(\frac{p}{2}X + Y\right) + H\left(pX - \frac{p}{2}X'\right) - H\left(\frac{p}{2}X\right). \]  
(A.63)

\[ = H\left(\frac{p}{2}X + Y\right) + H(2X' - X) - H(X). \]  
(A.64)

Theorem 50. Let \( X \) and \( Y \) be independent \( G \)-valued random variables. Let \( p, q \in \mathbb{Z}\setminus\{0\} \). Then
\[ H(pX + qY) - H(X + Y) \leq 9(l_p + l_q)H(X + Y) - (5l_p + 4l_q)H(Y) - (5l_q + 4l_p)H(X), \]  
(A.65)

where \( l_p \triangleq 1 + \lfloor \log |p| \rfloor \).

It is interesting to compare Theorem 50 and its proof techniques to its additive-combinatorial counterpart [147, Theorem 1.3], which gives an upper bound on the cardinality of the sum of dilated subsets.

Proof of Theorem 50. Let \( \{X_k\} \) and \( \{Y_k\} \) are sequences of independent copies of \( X \) and \( Y \) respectively. By (A.57), we have
\[ H(pX + qY) \leq H(pX - X_1) + H(X + qY) - H(X) \]  
(A.66)

\[ \leq H(pX + Y) + H(qY + X) + H(X + Y) - H(X) - H(Y). \]  
(A.67)

Next we upper bound \( H(pX + Y) \). First we assume that \( p \) is positive. If \( p \) is even, applying (A.62) yields
\[ H(pX + Y) \leq H\left(\frac{p}{2}X + Y\right) + H(2X' - X_1) - H(X). \]  
(A.68)

If \( p \) is odd, applying (A.61) with \( r = 1 \) then applying (A.62), we have
\[ H(pX + Y) \]  
\[ \leq H((p - 1)X + Y_1 + Y) + H(X - Y) - H(Y) \]  
(A.69)

\[ \leq H\left(\frac{p-1}{2}X + Y_1 + Y\right) + H(X - Y) - H(Y) + H(2X - X_1) - H(X) \]  
(A.70)

\[ \leq H\left(\frac{p-1}{2}X + Y_1 + Y\right) + 2H(X - Y) + 2H(X + Y) - 3H(Y) - H(X), \]  
(A.71)

where the last equality holds because
\[ H(2X - X_1) \leq H(X + Y) + H(X - X_1 - Y) - H(Y) \]  
(A.72)

\[ \leq 2H(X + Y) + H(X - Y) - 2H(Y), \]  
(A.73)

where (A.72) and (A.73) are due to (A.61) and Lemma 35 respectively.
Combining (A.68) and (A.71) gives the following upper bound
\[
H(pX + Y) \\
\leq H \left( \frac{p}{2} X + Y_1 + Y \right) + 2H(X - Y) + 2H(X + Y) - 3H(Y) - H(X) \quad (A.74)
\]
and
\[
\leq H \left( \frac{p}{2} X + Y_1 + Y \right) + 8H(X + Y) - 5H(Y) - 3H(X), \quad (A.75)
\]
where (A.75) is due to Lemma 37. Repeating the above procedure with \( p \) replaced by \( \lceil \frac{p}{2} \rceil \), we have
\[
H(pX + Y) \leq H \left( X + \sum_{i=1}^{l_p} Y_i \right) + l_p(8H(X + Y) - 5H(Y) - 3H(X)) \quad (A.76)
\]
and
\[
\leq H(X) + l_p(9H(X + Y) - 5H(Y) - 4H(X)), \quad (A.77)
\]
where (A.77) is due to Lemma 35. For negative \( p \), the above proof remains valid if we apply (A.61) with \( r = -1 \) instead of 1. Then (A.77) holds with \( p \) replaced by \(-p\).

Similarly, we have
\[
H(qY + X) \leq H(Y) + l_q(9H(X + Y) - 5H(Y) - 4H(Y)). \quad (A.78)
\]
Assembling (A.77) – (A.78) with (A.67), we obtain (A.65).

Finally, we prove Theorem 12 by applying Theorem 50.

**Proof.** First we assume that \( p = p' = 1 \). Substituting \([X]_m\) and \([Y]_m\) into (A.65) and applying Lemma 30, we have
\[
H(p[X]_m + q[Y]_m) - H([X]_m + [Y]_m)
\leq 9(l_p + l_q)H([X]_m + [Y]_m) - (5l_p + 4l_q)H([Y]_m) - (5l_q + 4l_p)H([X]_m) + O(1). \quad (A.79)
\]
Dividing both sides by \( m \) and sending \( m \to \infty \) yield
\[
d(pX + qY) - d(X + Y)
\leq 9(l_p + l_q)d(X + Y) - (5l_p + 4l_q)d(Y) - (5l_q + 4l_p)d(X). \quad (A.80)
\]
Then
\[
18(l_p + l_q)[d(pX + qY) - d(X + Y)]
\leq [(5l_p + 4l_q)d(Y) - (5l_q + 4l_p)d(X) - 9(l_p + l_q)d(X + Y)]
+ (5l_p + 4l_q)[d(pX + qY) - d(Y) - d(X + Y)]
+ (5l_q + 4l_p)[d(pX + qY) - d(X) - d(X + Y)] + 9(l_p + l_q)d(pX + qY) \quad (A.81)
\]
and
\[
\leq - [d(pX + qY) - d(X + Y)] + 9(l_p + l_q)d(pX + qY), \quad (A.82)
\]
where (A.82) is due to (A.80), (2.21) and (2.11). Therefore
\[
d(pX + qY) - d(X + Y) \leq \frac{9(l_p + l_q)}{18(l_p + l_q) + 1} = \frac{1}{2} - \frac{1}{36(l_p + l_q) + 2},
\]
which is the desired (2.96).

Finally, by the scale-invariance of information dimension, setting \( Z = \frac{Y}{pp'} \) gives
\[
d(pX + qY) - d(p'X + q'Y) = d(X + p'qZ) - d(X + pq'Z) \leq \frac{1}{2} - \epsilon(p'q, pq').
\]

\(\square\)

**Remark 32.** For the special case of \( p = 2 \) and \( q = 1 \), we proceed as follows:
\[
H(2X + Y) \leq \Delta(X, X) + H(X + X' + Y)
\]
\[
\leq \Delta(X, X) + 2H(X + Y) - H(Y).
\]
\[
\leq 4H(X + Y) - 2H(Y) - H(X).
\]
where
- (A.86): by (A.61);
- (A.87): by Lemma 35;
- (A.88): by triangle inequality \( \Delta(X, X) \leq 2\Delta(X, -Y) \).

By (A.88), we have \( d(2X + Y) - d(X + Y) \leq 3d(X + Y) - d(X) - 2d(Y) \). Consequently, the same manipulation in (A.81) – (A.83) gives
\[
d(2X + Y) - d(X + Y) \leq \frac{3}{7}.
\]

Similarly for \( p = 1 \) and \( q = -1 \), from Lemma 37, we have:
\[
d(X - Y) \leq 3d(X + Y) - d(X) - d(Y),
\]
which implies
\[
d(X - Y) - d(X + Y) \leq \frac{2}{5}.
\]

### A.9 Proof of Theorem 13

The following basic result from the theory of rational approximation and continued fractions ([148, 149]) is instrumental in proving Theorem 13. For every irrational \( x \), there exists a unique \( x_0 \in \mathbb{Z} \) and a unique sequence \( \{x_k\} \subset \mathbb{N} \), such that \( x \) is given
by the infinite continued fraction
\[
x = x_0 + \frac{1}{x_1 + \frac{1}{x_2 + \ldots}} \quad (A.92)
\]

The rational number
\[
\frac{p_k(x)}{q_k(x)} \triangleq x_0 + \frac{1}{x_1 + \frac{1}{x_2 + \frac{1}{x_3 + \ldots}}} \quad (A.93)
\]
is called the \( k^{\text{th}} \)-convergent of \( x \). Convergents provide the best rational approximation to irrationals [149].

**Lemma 40.** Let \( x \) be an irrational real number and \( N \) a positive integer. Define
\[
E_N(x) = \left\{ (p, q) \in \mathbb{Z}^2 : |p - qx| \leq \frac{1}{2q}, |p|, |q| \leq N \right\}. \quad (A.94)
\]
Then
\[
|E_N(x)| \leq 1 + 2 \log N. \quad (A.95)
\]

**Proof.** By [149, Theorem 19, p. 30], \( \frac{p}{q} \) is necessarily a convergent of \( x \). By [149, Theorem 12, p. 13], for any irrational \( x \), the sequence \( \{q_k(x)\} \) formed by denominators of successive convergents grows exponentially: \( q_k(x) \geq 2^k \frac{k}{2} \) for all \( k \geq 1 \), which implies the desired (A.95).

The next lemma shows that convolutions of homogeneous self-similar measures with common similarity ratio are also self-similar (see also [48, p. 1341] and the references therein), but with possible overlaps which might violate the open set conditions. Therefore the formula in (2.85) does not necessarily apply to convolutions.

**Lemma 41.** Let \( X \) and \( X' \) be independently distributed according to \( \mu \) and \( \mu' \) respectively, which are homogeneous self-similar with identical similarity ratio \( r \). Then for any \( a, a' \in \mathbb{R} \), the distribution of \( aX + a'X' \) is also homogeneous self-similar with similarity ratio \( r \).

**Proof.** According to Remark 3, \( X \) and \( X' \) satisfy \( X \overset{D}{=} rX + W \) and \( X' \overset{D}{=} rX' + W' \), respectively, where \( W \) and \( W' \) are both finitely valued and \( \{X, W, X', W'\} \) are independent. Therefore \( aX + a'X' \overset{D}{=} r(aX + a'X') + aW + a'W' \), which implies the desired conclusion. \( \square \)

\(^2\)In fact, \( \lim_{n \to \infty} q_n(x)^{\frac{1}{n}} = \gamma \) for Lebesgue a.e. \( x \), where \( \gamma = e^{\frac{e^{\pi} - e^{-\pi}}{12}} \) is the Khinchin-Lévy constant [149, p. 66].
Proof of Theorem 13. Let \( \lambda \triangleq \frac{p'q}{pq} \) be irrational. In view of the scale-invariance of information dimension, to establish (2.98), it is equivalent to show

\[
\sup_{X \perp Y} d(X + \lambda Y) - d(X + Y) = \frac{1}{2}.
\]

(A.96)

Next we construct a sequence of distributions \( \{\mu_N\} \) such that for \( X \) and \( Y \) are independent and both distributed according to \( \mu_N \), we have

\[
d(X + \lambda Y) - d(X + Y) \geq \frac{1}{2} - O\left(\frac{\log \log N}{\log N}\right), \quad N \to \infty,
\]

(A.97)

which, in view of (2.95), implies the desired (A.96).

Let \( N \geq 2 \) be an integer. Denote by \( \mu_N \) the invariant measure generated by the IFS (2.73) with \( r_j = \frac{1}{N^2}, w_j = N(j - 1) \) and \( p_j = \frac{1}{N}, j = 1, \ldots, N \). Then \( \mu_N \) is homogeneous self-similar and satisfies the open set condition (in fact the strong separation condition), in view of Lemma 5. By Theorem 11, \( d(\mu_N) = \frac{1}{2} \) for all \( N \).

Alternatively, \( \mu_N \) can be defined by the \( N \)-ary expansions as follows: Let \( X \) be distributed according to \( \mu_N \). Then the even digits in the \( N \)-ary expansion of \( X \) are independent and equiprobable, while the odd digits are frozen to be zero. In view of the discussion in Section 2.5, the information dimension of \( \mu_N \) is the normalized entropy rate of the digits, which is equal to \( \frac{1}{2} \).

Let \( X \) and \( Y \) be independently distributed according to \( \mu_N \). Then

\[
X = \sum_{i \geq 1} X_i N^{-2i}, \quad Y = \sum_{i \geq 1} Y_i N^{-2i},
\]

(A.98)

(A.99)

where \( \{X_i\} \) and \( \{Y_i\} \) are both i.i.d. and equiprobable on \( N\{0, \ldots, N-1\} \). Then \( X + Y \) also has a homogeneous self-similar with similarity ratio \( N^{-2} \) and satisfies the open set condition. Applying Theorem 11 yields

\[
d(X + Y) = \frac{H(X_1 + Y_1)}{2 \log N} \leq \frac{\log(2N - 1)}{2 \log N}.
\]

(A.100)

Next we prove that \( d(X + \lambda Y) \) is close to one. By Lemma 41, \( X + \lambda Y \) is self-similar homogeneous with similarity ratio \( \frac{1}{N^2} \). By Theorem 10, \( d(X + \lambda Y) \) exists. Moreover,

\[
d(X + \lambda Y) \geq \frac{H((X + \lambda Y)_{N^2}) - 10}{2 \log N}.
\]

(A.101)
Denote \( X' = \langle X \rangle_{N^2} \) and \( Y' = \langle Y \rangle_{N^2} \). Let \( N' \triangleq 4N^2 \). To further lower bound the entropy in (A.101), note that

\[
H(\langle X + \lambda Y \rangle_{N^2}) \geq H(\langle X + \lambda Y \rangle_{N'}) - \log 5 \quad \text{(A.102)}
\]

\[
\geq H(\langle X' + \lambda Y' \rangle_{N'}) - \log 5 - \log(3 + 2|\lambda|) \quad \text{(A.103)}
\]

\[
= H(X') + H(Y') - H(X', Y'|\langle X' + \lambda Y' \rangle_{N'}) - \log 5 - \log(3 + 2|\lambda|), \quad \text{(A.104)}
\]

where (A.102), (A.103) and (A.104) follow from Lemma 28, Lemma 30 and the independence of \( X' \) and \( Y' \), respectively.

Next we upper bound the conditional entropy in (A.104) using Lemma 40. By the definition of \( \mu_N \), \( X' \) is valued in \( \frac{1}{N}\{0, \ldots, N-1\} \). Fix \( k \in \mathbb{Z} \). Conditioned on the event \( \{\langle X' + \lambda Y' \rangle_{N'} = kN'\} \), define the set of all possible realizations of \( (X', Y') \):

\[
C_k = \left\{ \left( \frac{x}{N}, \frac{y}{N} \right) : \left| \frac{x}{N} + \lambda \frac{y}{N} - \frac{k}{N'} \right| < \frac{1}{N'}, x, y \in \mathbb{Z}_+, x < N, y < N \right\}. \quad \text{(A.105)}
\]

To upper bound \( |C_k| \), note that if \( \left( \frac{x}{N}, \frac{y}{N} \right) \) and \( \left( \frac{u}{N}, \frac{v}{N} \right) \) both belong to \( C_k \), then

\[
\left| \frac{x - x'}{N} + \lambda \frac{y - y'}{N} \right| \leq \frac{2}{N'}, \quad \text{(A.106)}
\]

which, in view of \( |y - y'| < N \) and \( N' = 4N^2 \), implies that

\[
|x - x' + \lambda(y - y')| \leq \frac{2N}{N'} \leq \frac{1}{2|y - y'|}. \quad \text{(A.107)}
\]

In view of (A.94), (A.107) implies that \( (x - x', y - y') \in E_N(\lambda) \). In other words,

\[
C_k - C_k \subset \frac{1}{N} E_N(\lambda). \quad \text{(A.108)}
\]

By assumption, \( \lambda \) is irrational. Consequently, by Lemma 40,

\[
|C_k| \leq |E_N(\lambda)| \leq 1 + 2 \log N. \quad \text{(A.109)}
\]

Since (A.109) holds for all \( k \), we have

\[
H(X', Y'|\langle X' + \lambda Y' \rangle_{N'}) \leq \log(1 + 2 \log N). \quad \text{(A.110)}
\]

Plugging (A.110) into (A.104) yields

\[
H(\langle X + \lambda Y \rangle_{N^2}) \geq H(\langle X \rangle_{N^2}) + H(\langle Y \rangle_{N^2}) - O(\log \log N). \quad \text{(A.111)}
\]
Dividing both sides of (A.111) by $2 \log N$ and substituting into (A.101), we have

\[
d(X + \lambda Y) \geq \frac{H(\langle X \rangle_{N^2})}{2 \log N} + \frac{H(\langle Y \rangle_{N^2})}{2 \log N} - O\left(\frac{\log \log N}{\log N}\right)
\]

(A.112)

\[
= 1 - O\left(\frac{\log \log N}{\log N}\right),
\]

(A.113)

where we have used $H(\langle X \rangle_{N^2}) = H(\langle Y \rangle_{N^2}) = \log N$. Combining (A.100) and (A.113), we obtain the desired (A.96), hence completing the proof of Theorem 13. \qed
Appendix B

Proofs in Chapter 4

B.1 Proof of Theorem 19

Proof. Invariance of the MMSE functional under translation is obvious. Hence for any $\alpha, \beta \neq 0$,

\[
\text{mmse}(\alpha X + \gamma, \beta N + \eta, \text{snr}) = \text{mmse}(\alpha X, \beta N, \text{snr}) = \text{mmse}(\alpha X | \alpha \sqrt{\text{snr}} X + \beta N) \tag{B.1}
\]

\[
= |\alpha|^2 \text{mmse} \left( X \left| \frac{|\alpha|}{|\beta|} \sqrt{\text{snr}} X + \text{sgn}(\alpha \beta)N \right. \right) \tag{B.3}
\]

\[
= |\alpha|^2 \text{mmse} \left( X, \text{sgn}(\alpha \beta)N, \frac{|\alpha|}{|\beta|} \sqrt{\text{snr}} \right) \tag{B.4}
\]

\[
= |\alpha|^2 \text{mmse} \left( \text{sgn}(\alpha \beta) X, N, \frac{|\alpha|}{|\beta|} \sqrt{\text{snr}} \right). \tag{B.5}
\]

Therefore

\[
\mathcal{D}(\alpha X + \gamma, \beta N + \eta) = \liminf_{\text{snr} \to \infty} \frac{\text{snr} \cdot \text{mmse}(\alpha X + \gamma, \beta N + \eta, \text{snr})}{\text{var}(\beta N + \eta)} \tag{B.6}
\]

\[
= \liminf_{\text{snr} \to \infty} \frac{\text{snr} \cdot |\alpha|^2 \text{mmse} \left( X, \text{sgn}(\alpha \beta)N, \frac{|\alpha|}{|\beta|} \sqrt{\text{snr}} \right)}{|\beta|^2 \text{var} N} \tag{B.7}
\]

\[
= \mathcal{D}(X, \text{sgn}(\alpha \beta)N) \tag{B.8}
\]

\[
= \mathcal{D}(\text{sgn}(\alpha \beta)X, N), \tag{B.9}
\]

where (B.8) and (B.9) follow from (B.4) and (B.5) respectively. The claims in Theorem 19 are special cases of (B.8) and (B.9). The proof for $\mathcal{D}$ follows analogously. \qed
B.2 Calculation of \((4.17), (4.18)\) and \((4.93)\)

In this appendix we compute \(\text{mmse}(X, N, \text{snr})\) for three different pairs of \((X, N)\). First we show (4.18), where \(X\) is uniformly distributed in \([0, 1]\) and \(N\) has the density in (4.16) with \(\alpha = 3\). Let \(\epsilon = \frac{1}{\sqrt{\text{snr}}}\). Then \(\mathbb{E}[X|X + \epsilon N = y] = \frac{q_1}{q_0}(y)\), where

\[
q_0(y) = \frac{1}{\epsilon} \mathbb{E} \left[ f_N \left( \frac{y - x}{\epsilon} \right) \right] = \begin{cases} 
1 - \frac{\epsilon^2}{y^2} & \epsilon < y < 1 + \epsilon \\
\frac{\epsilon^2 (-1 + 2y)}{-1 + y)^2 y^2} & y > 1 + \epsilon.
\end{cases}
\] (B.10)

and

\[
q_1(y) = \frac{1}{\epsilon} \mathbb{E} \left[ X f_N \left( \frac{y - x}{\epsilon} \right) \right] = \begin{cases} 
\frac{2\epsilon^\frac{3}{2}}{\sqrt{y}} + y - 3\epsilon & \epsilon < y < 1 + \epsilon \\
\frac{2\epsilon^\frac{3}{2}}{\sqrt{y}} + \frac{(3-2y)\epsilon^\frac{3}{2}}{(y-1)^2} & y > 1 + \epsilon.
\end{cases}
\] (B.11)

Then

\[
\text{mmse}(X, N, \text{snr}) = \mathbb{E}[X^2] - \mathbb{E} \left[ \left( \mathbb{E}[X|X + \epsilon N] \right)^2 \right] = \mathbb{E}[X^2] - \int_0^\infty \frac{q_1^2(y)}{q_0(y)} dy = 2\epsilon^2 \left[ \log \left( 1 + \frac{1}{2\epsilon} \right) - 2 + 8\epsilon \coth^{-1}(1 + 4\epsilon) \right],
\] (B.14)

where we have used \(\mathbb{E}[X^2] = \frac{1}{3}\). Taking Taylor expansion on (B.16) at \(\epsilon = 0\) yields (4.18). For \(\alpha = 2\), (4.17) can be shown in similar fashion.

To show (4.93), where \(X\) and \(N\) are both uniformly distributed in \([0, 1]\), we note that

\[
q_0(y) = \frac{1}{\epsilon} \min\{y, 1\} - (y - \epsilon)^+ \quad \text{and} \quad q_1(y) = \frac{1}{2\epsilon} \min\{y^2, 1\} - ((y - \epsilon)^+)^2,
\] (B.17)

where \((x)^+ \triangleq \max\{x, 0\}\). Then (4.93) can be obtained using (B.15).
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B.3 Proof of Theorem 21

The outline of the proof is as follows. From
\[
\text{mmse}(X, \text{snr}|U) \leq \text{mmse}(X, \text{snr}), \quad (B.19)
\]
we immediately obtain the inequalities in (4.61) and (4.62). Next we prove that equalities hold if \( U \) is discrete. Let \( \mathcal{U} = \{u_i : i = 1, \ldots, n\} \) denote the alphabet of \( U \) with \( n \in \mathbb{N} \cup \{\infty\} \), \( \alpha_i = \mathbb{P}\{U = u_i\} \). Denote by \( \mu_i \) the distribution of \( X \) given \( U = u_i \). Then the distribution of \( X \) is given by the following mixture:
\[
\mu = \sum_{i=1}^{n} \alpha_i \mu_i. \quad (B.20)
\]

Our goal is to establish
\[
\mathcal{D}(\mu) = \sum_{i=1}^{n} \alpha_i \mathcal{D}(\mu_i), \quad (B.21)
\]
\[
\mathcal{D}(\mu) = \sum_{i=1}^{n} \alpha_i \mathcal{D}(\mu_i). \quad (B.22)
\]

After recalling an important lemma due to Doob in Appendix B.3.1, we decompose the proof of (B.21) and (B.22) into four steps, which are presented in Appendices B.3.2 – B.3.5 respectively:

1. We prove the special case of \( n = 2 \) and \( \mu_1 \perp \mu_2 \);
2. We consider \( \mu_1 \ll \mu_2 \);
3. Via the Hahn-Lebesgue decomposition and induction on \( n \), the conclusion is extended to any finite mixture;
4. We prove the most general case of countable mixture (\( n = \infty \)).

B.3.1 Doob’s relative limit theorem

The following lemma is a combination of [35, Exercise 2.9, p.243] and [150, Theorem 1.6.2, p.40]:

**Lemma 42.** Let \( \mu \) and \( \nu \) be two Radon measures on \( \mathbb{R}^n \). Define the density of \( \mu \) with respect to \( \nu \) by
\[
\frac{D\mu}{D\nu}(x) = \lim_{\varepsilon \downarrow 0} \frac{\mu(B(x,\varepsilon))}{\nu(B(x,\varepsilon))}, \quad (B.23)
\]
where \( B(x,\varepsilon) \) denotes the open ball of radius \( \varepsilon \) centered at \( x \). If \( \mu \perp \nu \), then
\[
\frac{D\mu}{D\nu} = 0, \quad \nu\text{-a.e.} \quad (B.24)
\]
If $\mu \ll \nu$, then
\[ \frac{D\mu}{D\nu} = \frac{d\mu}{d\nu}, \quad \mu\text{-a.e.} \] (B.25)

The Lebesgue-Besicovitch differentiation theorem is a direct consequence of Lemma 42:

**Lemma 43** ([150, Corollary 1.7.1]). Let $\nu$ be a Radon measure on $\mathbb{R}^n$ and $g \in L^1_{\text{loc}}(\mathbb{R}^n, \nu)$. Then
\[ \lim_{\epsilon \downarrow 0} \frac{1}{\nu(B(x, \epsilon))} \int_{B(x, \epsilon)} |g(y) - g(x)| \nu(dy) = 0 \] (B.26)
holds for $\nu$-a.e. $x \in \mathbb{R}^n$.

It is instructive to reformulate Lemma 42 in a probabilistic context: Suppose $\mu$ and $\nu$ are probability measures and $X$ and $Z$ are random variables distributed according to $\mu$ and $\nu$ respectively. Let $N$ be uniformly distributed in $[-1, 1]$ and independent of $\{X, Z\}$. Then $X + \epsilon N$ has the following density:
\[ f_{X+\epsilon N}(x) = \frac{1}{2\epsilon} \mu(B(x, \epsilon)), \] (B.27)
hence the density of $\mu$ with respect to $\nu$ can be written as
\[ \frac{D\mu}{D\nu}(x) = \lim_{\epsilon \downarrow 0} \frac{f_{X+\epsilon N}(x)}{f_{Z+\epsilon N}(x)}. \] (B.28)

A natural question is whether (B.28) still holds if $N$ has a non-uniform distribution. In [151, Theorem 4.1], Doob gave a sufficient condition for this to be true, which is satisfied in particular by Gaussian-distributed $N$ [151, Theorem 5.2]:

**Lemma 44.** For any $z \in \mathbb{R}$, let $\varphi_z(\cdot) = \varphi(z + \cdot)$. Under the assumption of Lemma 42, if
\[ \int \varphi_z \left( \frac{y-x}{\epsilon} \right) \mu(dy), \int \varphi_z \left( \frac{y-x}{\epsilon} \right) \nu(dy) \] (B.29)
are finite for all $\epsilon > 0$ and $x \in \mathbb{R}$, then
\[ \frac{D\mu}{D\nu}(x) = \lim_{\epsilon \downarrow 0} \frac{\int \varphi_z \left( \frac{y-x}{\epsilon} \right) \mu(dy)}{\int \varphi_z \left( \frac{y-x}{\epsilon} \right) \nu(dy)} \] (B.30)
holds for $\nu$-a.e. $x$.

Consequently we have counterparts of Lemmas 42 and 43:

**Lemma 45.** Under the condition of Lemma 42, if $\mu \perp \nu$, then
\[ \lim_{\epsilon \downarrow 0} \frac{\int \varphi_z \left( \frac{y-x}{\epsilon} \right) \mu(dy)}{\int \varphi_z \left( \frac{y-x}{\epsilon} \right) \nu(dy)} = 0, \quad \nu\text{-a.e.} \] (B.31)
If $\mu \ll \nu$, then
\[
\lim_{\epsilon \downarrow 0} \int \varphi_z \left( \frac{y-x}{\epsilon} \right) \mu(\,d\,y) = \frac{d\mu}{d\nu}, \text{ } \mu\text{-a.e.} \tag{B.32}
\]

Lemma 46. Under the condition of Lemma 43,
\[
\lim_{\epsilon \downarrow 0} \int |g(y) - g(x)| \varphi_z \left( \frac{y-x}{\epsilon} \right) \nu(\,d\,y) = 0 \tag{B.33}
\]
holds for $\nu$-a.e. $x$.

B.3.2 Mixture of two mutually singular measures

We first present a lemma which enables us to truncate the input or the noise. The point of this result is that the error term depends only on the truncation threshold but not on the observation.

Lemma 47. For $K > 0$ define $X_K = X \mathbf{1}_{\{|X| \leq K\}}$ and $\bar{X}_K = X - X_K$. Then for all $Y$,
\[
|\operatorname{mmse}(X_K|Y) - \operatorname{mmse}(X|Y)| \leq 3 \|\bar{X}_K\|_2 \|X\|_2. \tag{B.34}
\]

Proof.
\[
\operatorname{mmse}(X_K|Y) = \|X_K - \mathbb{E}[X_K|Y]\|_2^2 \tag{B.35}
\leq (\|X - \mathbb{E}[X|Y]\|_2 + \|\bar{X}_K - \mathbb{E}[\bar{X}_K|Y]\|_2)^2 \tag{B.36}
\leq \left( \operatorname{mmse}(X|Y)^{\frac{1}{2}} + \sqrt{\text{var} \bar{X}_K} \right)^2 \tag{B.37}
= \operatorname{mmse}(X|Y) + \text{var} \bar{X}_K + 2 \sqrt{\text{var} \bar{X}_K \operatorname{mmse}(X|Y)} \tag{B.38}
\leq \operatorname{mmse}(X|Y) + 3 \|\bar{X}_K\|_2 \|X\|_2. \tag{B.39}
\]
The other direction of (B.34) follows in entirely analogous fashion. \qed

Let $X_i$ be a random variable with distribution $\mu_i$, for $i = 1, 2$. Let $U$ be a random variable independent of $\{X_1, X_2\}$, taking values on $\{1, 2\}$ with probability $0 < \alpha_1 < 1$ and $\alpha_2 = 1 - \alpha_2$ respectively. Then the distribution of $X_U$ is
\[
\mu = \alpha_1 \mu_1 + \alpha_2 \mu_2. \tag{B.40}
\]
Fixing $M > 0$, we define
\[
g_{u,\epsilon}(y) = \mathbb{E} \left[ \varphi \left( \frac{y-X_u}{\epsilon} \right) \right], \tag{B.41}
\]
\[
f_{u,\epsilon}(y) = \mathbb{E} \left[ \frac{y-X_u}{\epsilon} \varphi \left( \frac{y-X_u}{\epsilon} \right) \mathbf{1}_{\{|\frac{y-X_u}{\epsilon}| \leq M\}} \right]. \tag{B.42}
\]
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and

\[ g_\epsilon = \alpha_1 g_{1,\epsilon} + \alpha_2 g_{2,\epsilon}, \quad (B.43) \]
\[ f_\epsilon = \alpha_1 f_{1,\epsilon} + \alpha_2 f_{2,\epsilon}. \quad (B.44) \]

Then the densities of \( Y_u = X_u + \epsilon N \) and \( Y_U = X_U + \epsilon N \) are respectively given by

\[ q_{u,\epsilon}(y) = \frac{1}{\epsilon} g_{u,\epsilon}(y) \quad (B.45) \]
\[ q_\epsilon(y) = \frac{1}{\epsilon} g_\epsilon(y). \quad (B.46) \]

We want to show

\[ \text{mmse}(X_U, \text{snr}) - \text{mmse}(X_U, \text{snr}|U) = o \left( \frac{1}{\text{snr}} \right), \quad (B.47) \]

i.e., the benefit of knowing the true distribution is merely \( o \left( \frac{1}{\text{snr}} \right) \) in the high-SNR regime. To this end, let \( \epsilon = \frac{1}{\sqrt{\text{snr}}} \) and define

\[ W = N_G 1_{|N_G| \leq M}, \quad (B.48) \]
\[ A_M(\epsilon) = \text{mmse}(W|Y_U) - \text{mmse}(W|Y_U, U) \geq 0. \quad (B.49) \]

By the orthogonality principle,

\[ A_M(\epsilon) = \mathbb{E}[(W - \hat{W}(Y_U))^2] - \mathbb{E}[(W - \hat{W}(Y_U, U))^2] \quad (B.50) \]
\[ = \mathbb{E}[(\hat{W}(Y_U) - \hat{W}(Y_U, U))^2] \quad (B.51) \]

where

\[ \hat{W}(y, u) = \mathbb{E}[W|Y_U = y, U = u] = \frac{f_{u,\epsilon}(y)}{g_{u,\epsilon}(y)} \quad (B.52) \]

and

\[ \hat{W}(y) = \mathbb{E}[W|Y_U = y] = \frac{f_\epsilon(y)}{g_\epsilon(y)}. \quad (B.53) \]
Therefore

\[
A_M(\epsilon) = \sum_{u=1}^{2} \alpha_u \mathbb{E}[\hat{W}(Y_U, u) - \hat{W}(Y_U)]^2 | U = u] \tag{B.54}
\]

\[
= \sum_{u=1}^{2} \alpha_u \mathbb{E} \left[ \left( \frac{f_{u,\epsilon}}{g_{u,\epsilon}} - \frac{f_{\epsilon}}{g_{\epsilon}} \right)^2 (Y_U) \right] | U = u \tag{B.55}
\]

\[
= \alpha_1 \alpha_2 \mathbb{E} \left[ \left( \frac{f_{1,\epsilon} g_{2,\epsilon} - f_{2,\epsilon} g_{1,\epsilon}}{g_{1,\epsilon} g_{\epsilon}} \right)^2 (Y_1) \right] + \tag{B.56}
\]

\[
= \frac{\alpha_1 \alpha_2}{\epsilon} \int \left( \frac{f_{1,\epsilon} g_{2,\epsilon} - f_{2,\epsilon} g_{1,\epsilon}}{g_{1,\epsilon} g_{2,\epsilon}} \right)^2 \, dy \tag{B.57}
\]

\[
= \alpha_1 \alpha_2 \mathbb{E} \left[ \frac{g_{1,\epsilon}(Y_U) g_{2,\epsilon}(Y_U)}{g_{\epsilon}^2(Y_U)} (\hat{W}(Y_U, 1) - \hat{W}(Y_U, 2))^2 \right] \tag{B.58}
\]

where

- (B.55): by (B.52) and (B.53).
- (B.56): by (B.43) and (B.44).
- (B.57): by (B.45) and (B.46).

Next we show that as \( \epsilon \to 0 \), the quantity defined in (B.49) vanishes:

\[
A_M(\epsilon) = o(1). \tag{B.59}
\]

Indeed,

\[
A_M(\epsilon) \leq 4M^2 \alpha_1 \alpha_2 \mathbb{E} \left[ \frac{g_{1,\epsilon} g_{2,\epsilon}}{g_{\epsilon}^2} \circ Y_U \right] \tag{B.60}
\]

\[
\leq 4M^2 \alpha_1 \alpha_2 \left( \mathbb{E} \left[ \frac{g_{2,\epsilon}}{g_{\epsilon}} \circ Y_1 \right] + \mathbb{E} \left[ \frac{g_{1,\epsilon}}{g_{\epsilon}} \circ Y_2 \right] \right), \tag{B.61}
\]

where

- (B.60): by (B.58) and \(|\hat{W}(y, u)| \leq M \) \tag{B.62}
- (B.61): by (B.43) and (B.44), we have for \( u = 1, 2 \),

\[
\frac{g_{u,\epsilon}}{g_{\epsilon}} \leq \frac{1}{\alpha_u}. \tag{B.63}
\]

Write

\[
\mathbb{E} \left[ \frac{g_{2,\epsilon}}{g_{\epsilon}} \circ Y_1 \right] = \int \varphi(z) dz \int \frac{g_{2,\epsilon}}{g_{\epsilon}} (x + \epsilon z) \mu_1(dx). \tag{B.64}
\]
Fix $z$. Since
\[ \frac{g_{1,\epsilon}}{g_{2,\epsilon}}(x + \epsilon z) = \frac{\E \left[ \varphi_2 \left( \frac{y-X_1}{\epsilon} \right) \right]}{\E \left[ \varphi_2 \left( \frac{y-X_2}{\epsilon} \right) \right]}, \] (B.65)
and $\mu_1 \perp \mu_2$, applying Lemma 45 yields
\[ \lim_{\epsilon \downarrow 0} \frac{g_{2,\epsilon}}{g_{1,\epsilon}}(x + \epsilon z) = 0, \] (B.66)
for $\mu_1$-a.e. $x$. Therefore
\[ \frac{g_{2,\epsilon}}{g_{\epsilon}}(x + \epsilon z) = o(1) \] (B.67)
for $\mu_1$-a.e. $x$. In view of (B.64) and (B.63), we have
\[ E \left[ \frac{g_{2,\epsilon}}{g_{\epsilon}} \circ Y_1 \right] = o(1) \] (B.68)
by the dominated convergence theorem, and in entirely analogous fashion:
\[ E \left[ \frac{g_{1,\epsilon}}{g_{\epsilon}} \circ Y_2 \right] = o(1). \] (B.69)
Substituting (B.68) and (B.69) into (B.61), we obtain (B.59).

By Lemma 47,
\[ \limsup_{\epsilon \downarrow 0} [\text{mmse}(N_G|Y_U) - \text{mmse}(N_G|Y_U, U)] \]
\[ \leq \lim_{\epsilon \downarrow 0} A_M(\epsilon) + 6 \|N_G\|_2 \|N_G 1_{\{|N_G|>M\}}\|_2 \]
\[ = 6 \|N_G 1_{\{|N_G|>M\}}\|_2. \] (B.70)

By the arbitrariness of $M$, letting $\epsilon = \frac{1}{\sqrt{\text{snr}}}$ yields
\[ 0 = \limsup_{\epsilon \downarrow 0} [\text{mmse}(N_G|Y_U) - \text{mmse}(N_G|Y_U, U)] \]
\[ = \limsup_{\text{snr} \downarrow 0} \text{snr} [\text{mmse}(X_U, \text{snr}) - \text{mmse}(X_U, \text{snr}|U)], \] (B.72)
which gives the desired result (B.47).

**B.3.3 Mixture of two absolutely continuous measures**

Now we assume $\mu_1 \ll \mu_2$. In view of the proof in Appendix B.3.2, it is sufficient to show (B.59). Denote the Radon-Nikodym derivative of $\mu_1$ with respect to $\mu_2$ by
\[ h = \frac{d\mu_1}{d\mu_2}, \] (B.74)
where $h : \mathbb{R} \rightarrow \mathbb{R}_+$ satisfies $\int hd\mu_2 = 1$.
From (B.57), we have
\[
A_M(\epsilon) = \alpha_1 \alpha_2 \mathbb{E} \left[ \frac{g_{1,\epsilon}}{g_{\epsilon}} \left( \frac{f_{1,\epsilon}}{g_{1,\epsilon}} - \frac{f_{2,\epsilon}}{g_{2,\epsilon}} \right)^2 \circ Y_2 \right] \tag{B.75}
\]
\[
= \alpha_1 \alpha_2 \int \varphi(z) dz \int F^c g_{1,\epsilon} \left( \frac{f_{1,\epsilon}}{g_{1,\epsilon}} - \frac{f_{2,\epsilon}}{g_{2,\epsilon}} \right)^2 (x + \epsilon z) \mu_2(dx) \tag{B.76}
\]
\[
+ \alpha_1 \alpha_2 \int \varphi(z) dz \int F g_{1,\epsilon} \left( \frac{f_{1,\epsilon} g_{2,\epsilon} - f_{2,\epsilon} g_{1,\epsilon}}{g_{\epsilon} g_{1,\epsilon} g_{2,\epsilon}} \right)^2 (x + \epsilon z) \mu_2(dx), \tag{B.77}
\]
where
\[
F = \{ x : h(x) > 0 \}. \tag{B.78}
\]

If \( h(x) = 0 \), applying Lemma 45 we obtain
\[
\frac{g_{1,\epsilon}}{g_{\epsilon}} (x + \epsilon z) = o(1) \tag{B.79}
\]
for \( \mu_2 \)-a.e. \( x \) and every \( z \). In view of (B.62), we conclude that the integrand in (B.76) is also \( o(1) \).

If \( h(x) > 0 \), then
\[
|f_{1,\epsilon} g_{2,\epsilon} - f_{2,\epsilon} g_{1,\epsilon}|(x + \epsilon z)| = \int y - x_1 \varphi_z \left( \frac{y - x_1}{\epsilon} \right) 1_{\{|y - x_1| \leq M\}} h(x_1) \mu_2(\text{d}x_1) \int \varphi_z \left( \frac{y - x_2}{\epsilon} \right) \mu_2(\text{d}x_2) \tag{B.80}
\]
\[
- \int y - x_1 \varphi_z \left( \frac{y - x_1}{\epsilon} \right) 1_{\{|y - x_1| \leq M\}} \mu_2(\text{d}x_1) \int \varphi_z \left( \frac{y - x_2}{\epsilon} \right) h(x_2) \mu_2(\text{d}x_2) \tag{B.81}
\]
\[
\leq M \int \int |h(x_1) - h(x_2)| \varphi_z \left( \frac{y - x_1}{\epsilon} \right) \varphi_z \left( \frac{y - x_2}{\epsilon} \right) \mu_2(\text{d}x_1) \mu_2(\text{d}x_2) \tag{B.82}
\]
\[
\leq 2M g_{2,\epsilon}(x + \epsilon z) \int |h(x_1) - h(x)| \varphi_z \left( \frac{y - x_1}{\epsilon} \right) \mu_2(\text{d}x_1) \tag{B.83}
\]
\[
= o \left( g_{2,\epsilon}^2(x + \epsilon z) \right) \tag{B.84}
\]
for \( \mu_2 \)-a.e. \( x \) and every \( z \), which follows from applying Lemma 46 to \( h \in L^1(\mathbb{R}, \mu_2) \). By Lemma 45, we have
\[
\lim_{\epsilon \downarrow 0} \frac{g_{2,\epsilon}^2}{g_{1,\epsilon} g_{\epsilon}}(x) = \frac{1}{h(x)(\alpha_1 + \alpha_2 h(x))} \tag{B.85}
\]
Combining (B.85) and (B.86) yields that the integrand in (B.77) is \( o(1) \). Since the integrand is bounded by \( \frac{4M^2}{\alpha_1} \), (B.47) follows from applying the dominated convergence theorem to (B.75).
B.3.4 Finite Mixture

Dealing with the more general case where \( \mu_1 \) and \( \mu_2 \) are arbitrary probability measures, we perform the Hahn-Lebesgue decomposition \([150, \text{Theorem 1.6.3}]\) on \( \mu_1 \) with respect to \( \mu_2 \), which yields

\[
\mu_1 = \beta_1 \nu_c + \beta_2 \nu_s, \tag{B.87}
\]

where \( 0 \leq \beta_1 = 1 - \beta_2 \leq 1 \) and \( \nu_c \) and \( \nu_s \) are two probability measures such that \( \nu_c \ll \mu_2 \) and \( \nu_s \perp \mu_2 \). Consequently, \( \nu_s \perp \nu_c \).

Then

\[
D(\mu) = \beta_1 D(\mu^*) + \beta_2 D(\nu^*) \tag{B.93}
\]

where

\[
\begin{align*}
\mu^* &= \alpha_1 \nu_c + \alpha_2 \mu_2, \tag{B.91} \\
\nu^* &= \alpha_1 \nu_s + \alpha_2 \mu_2. \tag{B.92}
\end{align*}
\]

Then

\[
\begin{align*}
\mathfrak{D}(\mu) &= \beta_1 \mathfrak{D}(\mu^*) + \beta_2 \mathfrak{D}(\nu^*) \\
&= \beta_1 [\alpha_1 \mathfrak{D}(\nu_c) + \alpha_2 \mathfrak{D}(\mu_2)] + \beta_2 [\alpha_1 \mathfrak{D}(\nu_s) + \alpha_2 \mathfrak{D}(\mu_2)] \\
&= \alpha_1 [\beta_1 \mathfrak{D}(\nu_c) + \beta_2 \mathfrak{D}(\nu_s)] + \alpha_2 \mathfrak{D}(\mu_2) \\
&= \alpha_1 \mathfrak{D}(\beta_1 \nu_c + \beta_2 \nu_s) + \alpha_2 \mathfrak{D}(\mu_2) \\
&= \alpha_1 \mathfrak{D}(\mu_1) + \alpha_2 \mathfrak{D}(\mu_2), \tag{B.97}
\end{align*}
\]

where

- (B.93): applying the results in Appendix B.3.3 to (B.90), since by assumption \( \alpha_2 > 0 \), we have \( \mu^* \ll \nu^* \).
- (B.94), (B.96): applying the results in Appendix B.3.2 to (B.91), (B.92) and (B.87), since \( \nu_c \ll \mu_2 \), \( \nu_s \perp \mu_2 \) and \( \nu_s \perp \nu_c \).

Similarly, \( \mathfrak{D}(\mu) = \alpha_1 \mathfrak{D}(\mu_1) + \alpha_2 \mathfrak{D}(\mu_2) \). This completes the proof of (B.21) and (B.22) for \( n = 2 \).
Next we proceed by induction on $n$: Suppose that (B.21) holds for $n = N$. For $n = N + 1$, assume that $\alpha_{N+1} < 1$, then
\[
\mathcal{D} \left( \sum_{i=1}^{N+1} \alpha_i \mu_i \right) = \mathcal{D} \left( (1 - \alpha_{N+1}) \sum_{i=1}^{N} \frac{\alpha_i}{1 - \alpha_{N+1}} \mu_i + \alpha_{N+1} \mu_{N+1} \right) \tag{B.98}
\]
\[
= (1 - \alpha_{N+1}) \mathcal{D} \left( \sum_{i=1}^{N} \frac{\alpha_i}{1 - \alpha_{N+1}} \mu_i \right) + \alpha_{N+1} \mathcal{D} (\mu_{N+1}) \tag{B.99}
\]
\[
= \sum_{i=1}^{N+1} \alpha_i \mathcal{D} (\mu_i), \tag{B.100}
\]
where (B.99) and (B.100) follow from the induction hypothesis. Therefore, (B.21) and (B.22) hold for any $n \in \mathbb{N}$.

**B.3.5 Countable Mixture**

Now we consider $n = \infty$: without loss of generality, assume that $\sum_{i=1}^{N} \alpha_i < 1$ for all $N \in \mathbb{N}$. Then
\[
\mathcal{D} (\mu) = \sum_{i=1}^{N} \alpha_i \mathcal{D} (\mu_i) + (1 - \sum_{i=1}^{N} \alpha_i) \mathcal{D} (\nu_N) \tag{B.101}
\]
\[
\leq \sum_{i=1}^{N} \alpha_i \mathcal{D} (\mu_i) + (1 - \sum_{i=1}^{N} \alpha_i), \tag{B.102}
\]
where
- (B.101): we have denoted $\nu_N = \frac{\sum_{i=N+1}^{\infty} \alpha_i \mu_i}{1 - \sum_{i=1}^{N} \alpha_i}$.
- (B.102): by Theorem 18.

Sending $N \to \infty$ yields $\mathcal{D} (\mu) \leq \sum_{i=1}^{\infty} \alpha_i \mathcal{D} (\mu_i)$, and in entirely analogous fashion, $\mathcal{D} (\mu) \geq \sum_{i=1}^{\infty} \alpha_i \mathcal{D} (\mu_i)$. This completes the proof of Theorem 21.

**Remark 33.** Theorem 21 also generalizes to non-Gaussian noise. From the above proof, we see that (B.47) holds for all noise densities that satisfy Doob’s relative limit theorems, in particular, those meeting the conditions in [151, Theorem 4.1], e.g., uniform (by (B.28)) and exponential and Cauchy density ([151, Theorems 5.1]).

More generally, notice that Lemma 44 deals with convolutional kernels which correspond to additive-noise channels. In [151, Theorem 3.1], Doob also gave a result for general kernels. Therefore, it is possible to extend the results in Theorem 21 to general channels.
B.4 Proof of Theorem 22

Proof. Let \( p_i = \mathbb{P}\{X = x_i\} \), \( \epsilon = \frac{1}{\sqrt{\text{snr}}} \) and \( Y_\epsilon = X + \epsilon N \). In view of (4.45), it is equivalent to show that

\[
\text{mmse}(N|Y_\epsilon) = o(1). \tag{B.103}
\]

Fix \( \delta > 0 \). Since \( N \in L^2 \), there exists \( K > 0 \), such that

\[
\mathbb{E}[N^21_{\{|N|>K\}}] < \delta/2. \tag{B.104}
\]

Since \( f_N(N) < \infty \) a.s., we can choose \( J > 0 \) such that

\[
\mathbb{P}\{f_N(N) > J\} < \frac{\delta}{2K^2}. \tag{B.105}
\]

Define

\[
E_\delta = \{z : f_N(z) \leq J, |z| \leq K\}. \tag{B.106}
\]

and \( N_\delta = N1_{E_\delta}(N) \). Then we have

\[
\mathbb{E}\left[(N - N_\delta)^2\right] \leq K^2\mathbb{P}\{f_N(N) > J\} + \mathbb{E}[N^21_{\{|N|>K\}}] \tag{B.107}
\]

\[
\leq \delta, \tag{B.108}
\]

where (B.108) follows from (B.104) and (B.105).

The optimal estimator for \( N_\delta \) based on \( Y_\epsilon \) is given by

\[
\hat{N}_\delta(y) = \sum_j p_j \frac{y-x_j}{\epsilon} 1_{E_\delta} \left( \frac{y-x_j}{\epsilon} \right) f_N \left( \frac{y-x_j}{\epsilon} \right) \tag{B.109}
\]

Then the MMSE of estimating \( N_\delta \) based on \( Y_\epsilon \) is

\[
\text{mmse}(N_\delta|Y_\epsilon) = \sum_i p_i \mathbb{E}\left[(N_\delta - \hat{N}_\delta(x_i + N))^2\right] \tag{B.110}
\]

\[
= \sum_i p_i \int_{E_\delta} (z - \hat{N}_\delta(x_i + z))^2 f_N(z)dz 
+ \sum_i p_i \int_{E_\delta} \hat{N}_\delta(x_i + z)^2 f_N(z)dz \tag{B.111}
\]

\[
\leq \sum_i p_i \int_{E_\delta} g_{z,i}(\epsilon)f_N(z)dz + K^2\mathbb{P}\{N \notin E_\delta\} \tag{B.112}
\]

\[
\leq J \sum_i p_i \int_{-K}^K g_{z,i}(\epsilon)dz + \delta \tag{B.113}
\]

where

- (B.112): by \( |\hat{N}_\delta(y)| \leq K \), since \( N_\delta \leq K \) a.s. We have also defined

\[
g_{z,i}(\epsilon) = (z - \hat{N}_\delta(x_i + z))^2. \tag{B.114}
\]
• (B.113): by (B.106) and

\[ K^2 \mathbb{P} \{ N \notin E_\delta \} \]
\[ \leq K^2 \mathbb{P} \{ f_N(N) > J \} + K^2 \mathbb{P} \{|N| > K \} \quad \text{(B.115)} \]
\[ \leq K^2 \mathbb{P} \{ f_N(N) > J \} + \mathbb{E} \left[ N^2 1_{|N|>K} \right] \quad \text{(B.116)} \]
\[ \leq \delta, \quad \text{(B.117)} \]

where (B.117) follows from (B.104) and (B.105).

Next we show that for all \( i \) and \( z \in E_\delta \), as \( \varepsilon \to 0 \), we have

\[ g_{z,i}(\varepsilon) = o(1). \quad \text{(B.118)} \]

Indeed, using (B.109),

\[ g_{z,i}(\varepsilon) = \left[ \sum_j p_j \frac{x_i - x_j}{\varepsilon} 1_{E_\delta} \left( \frac{x_i - x_j}{\varepsilon} + z \right) f_N \left( \frac{x_i - x_j}{\varepsilon} + z \right) \right]^2 \quad \text{(B.119)} \]
\[ \leq \left[ \sum_{j \neq i} p_j \frac{x_i - x_j}{\varepsilon} 1_{E_\delta} \left( \frac{x_i - x_j}{\varepsilon} + z \right) f_N \left( \frac{x_i - x_j}{\varepsilon} + z \right) \right]^2 \quad \text{(B.120)} \]
\[ \leq \frac{J^2(K + |z|)^2}{p_i^2 f_N(z)^2} \left[ \sum_{j \neq i} p_j 1_{E_{\delta_i}} \left( \frac{x_i - x_j}{\varepsilon} + z \right) \right]^2 \quad \text{(B.121)} \]
\[ \leq \frac{J(K + |z|)}{p_i f_N(z)} \mathbb{P} \left\{ X \neq x_i, \left| \frac{x_i - X}{\varepsilon} + z \right| \leq K \right\}^2 \quad \text{(B.122)} \]
\[ = o(1), \quad \text{(B.123)} \]

where

• (B.121): by (B.106).
• (B.123): by the boundedness of \( E_\delta \) and the dominated convergence theorem.

By definition in (B.114), we have

\[ g_{z,i}(\varepsilon) \leq (z + K)^2. \quad \text{(B.124)} \]

In view of (B.113) and dominated convergence theorem, we have

\[ \limsup_{\varepsilon \to 0} \text{mmse}(N_\delta|Y_\varepsilon) \leq \delta \quad \text{(B.125)} \]

Then

\[ \limsup_{\varepsilon \to 0} \sqrt{\text{mmse}(N|Y_\varepsilon)} \leq \limsup_{\varepsilon \to 0} \left\| N - \hat{N}_\delta(Y_\varepsilon) \right\|_2 \quad \text{(B.126)} \]
\[ \leq \limsup_{\varepsilon \to 0} \sqrt{\text{mmse}(N_\delta|Y_\varepsilon)} + \left\| N - N_\delta \right\|_2 \quad \text{(B.127)} \]
\[ \leq 2 \sqrt{\delta} \quad \text{(B.128)} \]
where

- (B.126): by the suboptimality of $\hat{N}_\delta$.
- (B.126): by the triangle inequality.
- (B.128): by (B.108) and (B.125).

By the arbitrariness of $\delta$, the proof of (B.103) is completed. $\square$

B.5 Proof of Theorems 23 – 25

We first compute the optimal MSE estimator under absolutely continuous noise $N$. Let $\epsilon = \frac{1}{\sqrt{\text{snr}}}$. The density of $Y_\epsilon = X + \epsilon N$ is

$$q_0(y) = \frac{1}{\epsilon} \mathbb{E} \left[ f_N \left( \frac{y - X}{\epsilon} \right) \right].$$  \hspace{1cm} (B.129)

Denote

$$q_1(y) = \frac{1}{\epsilon} \mathbb{E} \left[ X f_N \left( \frac{y - X}{\epsilon} \right) \right].$$  \hspace{1cm} (B.130)

Then the MMSE estimator of $X$ given $Y_\epsilon$ is given by

$$\hat{X}(y) = \mathbb{E}[X|Y_\epsilon = y] = \frac{q_1(y)}{q_0(y)} = \frac{\mathbb{E} [X f_N \left( \frac{y - X}{\epsilon} \right)]}{\mathbb{E} [f_N \left( \frac{y - X}{\epsilon} \right)]}. $$  \hspace{1cm} (B.131)

B.5.1 Proof of Theorem 24

Proof. By (4.44), we have

$$\text{snr} \cdot \text{mmse}(X, N, \text{snr}) = \text{mmse}(N|Y_\epsilon),$$  \hspace{1cm} (B.132)

Due to Theorem 18, we only need to show

$$\mathcal{D}(X, N) \geq 1,$$  \hspace{1cm} (B.133)

which, in view of (B.132), is equivalent to

$$\liminf_{\epsilon \downarrow 0} \text{mmse}(N|Y_\epsilon) \geq \text{var}N.$$  \hspace{1cm} (B.134)

The optimal estimator for $N$ given $Y_\epsilon$ is given by

$$\mathbb{E}[N|Y_\epsilon = y] = \frac{\mathbb{E}[N f_X(y - \epsilon N)]}{\mathbb{E}[f_X(y - \epsilon N)]}.$$  \hspace{1cm} (B.135)

Fix an arbitrary positive $\delta$. Since $N \in L^2(\Omega)$, there exists $M > 0$, such that

$$\mathbb{E} \left[ N^2 1_{\{|N| > M\}} \right] < \delta^2.$$  \hspace{1cm} (B.136)
Then

\[ \sqrt{\text{mmse}(N|Y_\epsilon)} = \sqrt{\mathbb{E}[(N - \mathbb{E}[N|Y_\epsilon])^2]} \]  

(B.137)

\[ \geq \sqrt{\mathbb{E}[(N - \mathbb{E}[N1_{|N|\leq M}|Y_\epsilon])^2]} - \sqrt{\mathbb{E}[(\mathbb{E}[N1_{|N|> M}|Y_\epsilon])^2]} \]  

(B.138)

\[ \geq \sqrt{\mathbb{E}[(N - \mathbb{E}[N1_{|N|\leq M}|Y_\epsilon])^2]} - \sqrt{\mathbb{E}[N^21_{|N|> M}]} \]  

(B.139)

\[ \geq \sqrt{E_{M,\epsilon}} - \delta \]  

(B.140)

where

- (B.138): by writing \( \mathbb{E}[N|Y_\epsilon] = \mathbb{E}[N1_{|N|\leq M}|Y_\epsilon] + \mathbb{E}[N1_{|N|> M}|Y_\epsilon] \) and the triangle inequality.
- (B.139): by \( \mathbb{E}[(\mathbb{E}[U|V])^2] \leq \mathbb{E}[U^2] \) for all \( U, V \in L^2(\Omega) \).
- (B.140): by (B.136) and \( E_{M,\epsilon} = \mathbb{E}[(N - \mathbb{E}[N1_{|N|\leq M}|Y_\epsilon])^2] \).

Define

\[ p_M(y; \epsilon) = \mathbb{E}[N\mathbb{1}_{1_{|N|\leq M}} f_X(y - \epsilon N)] \]  

(B.142)

\[ q(y; \epsilon) = \mathbb{E}[f_X(y - \epsilon N)] \]  

(B.143)

\[ \hat{N}_M(y; \epsilon) = \mathbb{E}[N\mathbb{1}_{1_{|N|\leq M}}|Y_\epsilon = y] = \frac{p_M(y; \epsilon)}{q(y; \epsilon)}. \]  

(B.144)

Suppose \( f \in C_b \). Then by the bounded convergence theorem,

\[ \lim_{\epsilon \downarrow 0} p_M(x + \epsilon z; \epsilon) = \mathbb{E}[N\mathbb{1}_{1_{|N|\leq M}}] f_X(x), \]  

(B.145)

\[ \lim_{\epsilon \downarrow 0} q(x + \epsilon z; \epsilon) = f_X(x) \]  

(B.146)

hold for all \( x, z \in \mathbb{R} \). Since \( f_X(X) > 0 \) a.s.,

\[ \lim_{\epsilon \downarrow 0} \mathbb{E}[N\mathbb{1}_{1_{|N|\leq M}}|Y_\epsilon] = \lim_{\epsilon \downarrow 0} \hat{N}_M(X + \epsilon N; \epsilon) \]  

(B.147)

\[ = \mathbb{E}[N\mathbb{1}_{1_{|N|\leq M}}] \]  

(B.148)

holds a.s. Then by Fatou’s lemma:

\[ \lim \inf_{\epsilon \downarrow 0} E_{M,\epsilon} \geq \mathbb{E} [N - \mathbb{E}[N\mathbb{1}_{1_{|N|\leq M}}]]^2 \geq \text{var} N. \]  

(B.149)
By (B.140),

\[
\liminf_{\epsilon \downarrow 0} \sqrt{\text{mmse}(N|Y_\epsilon)} \geq \liminf_{\epsilon \downarrow 0} \sqrt{E_{M,\epsilon}} - \delta \geq \sqrt{\text{var} N} - \delta.
\]

By the arbitrariness of \(\delta\), we conclude that

\[
\liminf_{\epsilon \downarrow 0} \text{mmse}(N|Y_\epsilon) \geq \text{var} N,
\]

hence (B.133) holds.

\[\square\]

### B.5.2 Proof of Theorem 23

Now we are dealing with \(X\) whose density is not necessarily continuous or bounded. In order to show that (B.145) and (B.146) continue to hold under the assumptions of the noise density in Theorem 23, we need the following lemma from [152, Section 3.2]:

**Lemma 48** ([152, Theorem 3.2.1]). *Suppose the family of functions \(\{K_\epsilon : \mathbb{R}^d \to \mathbb{R}\}_{\epsilon > 0}\) satisfies the following conditions: for some constant \(\eta > 0\) and \(C \in \mathbb{R}\),

\[
\int_{\mathbb{R}^d} K_\epsilon(x) dx = C \quad \text{(B.153)}
\]

\[
sup_{x \in \mathbb{R}^d, \epsilon > 0} \epsilon |K_\epsilon(x)| < \infty \quad \text{(B.154)}
\]

\[
\sup_{x \in \mathbb{R}^d, \epsilon > 0} \frac{|x|^{1+\eta}}{\epsilon^\eta} |K_\epsilon(x)| < \infty \quad \text{(B.155)}
\]

hold for all \(\epsilon > 0\) and \(x \in \mathbb{R}^d\). Then for all \(f \in L^1_{\text{loc}}(\mathbb{R}^d)\),

\[
\lim_{\epsilon \downarrow 0} f \ast K_\epsilon(x) = Cf(x) \quad \text{(B.156)}
\]

holds for Lebesgue-a.e. \(x\).

Note that in the original version of Lemma 48 in [152, Section 3.2] \(C = 1\), and \(K_\epsilon\) is dubbed *approximation of the identity*. For \(C \neq 0\) or \(1\), the same conclusion follows from scaling. The case of \(C = 0\) can be shown as follows: take some kernel \(G_\epsilon\) which is an approximation to the identity. Then \(G + K\) is also an approximation to the identity. Then the conclusion for \(K\) follows by applying Lemma 48 to both \(G\) and \(G + K\) and then subtracting the corresponding (B.156) limits.

**Proof of Theorem 23.** Based on the proof of Theorem 24, it is sufficient to show that (B.145) and (B.146) hold for Lebesgue-a.e. \(x\) and \(z\). Fix \(z\). First look at (B.146): introduce the following kernel which corresponds to the density of \(\epsilon(N - z)\)

\[
K_\epsilon(x) = \frac{1}{\epsilon} f_N \left( \frac{x}{\epsilon} + z \right).
\]

(B.157)
We check that $K_\epsilon$ is an approximation to the identity by verifying:

- (B.153): $\int_R K_\epsilon(x)dx = \int_R f_N(u)du = 1$.
- (B.154): $\sup_{x\in R, \epsilon > 0} \epsilon |K_\epsilon(x)| = \sup_{u\in R} f_N(u) < \infty$, since $f_N$ is bounded.
- (B.155): by boundedness of $f_N$ and (4.69), we have: for some $\eta > 0$,

\[
\sup_{u \in R} |u|^{1+\eta} f_N(u) < \infty \quad \text{(B.158)}
\]

then

\[
\left( \sup_{x \in R, \epsilon > 0} \frac{|x|^{1+\eta}}{\epsilon^{\eta}} |K_\epsilon(x)| \right)^{\frac{1}{1+\eta}} = \sup_{u \in R} |u|^{\frac{1}{1+\eta}} f_N^{\frac{1}{1+\eta}}(u + z) \leq \sup_{u \in R} |u|^{\frac{1}{1+\eta}} f_N^{\frac{1}{1+\eta}}(u) + |z| \sup_{u \in R} f_N^{\frac{1}{1+\eta}}(u) < \infty. \quad \text{(B.159)}
\]

Note that

\[
q(x + \epsilon z; \epsilon) = f_X \ast K_\epsilon(x). \quad \text{(B.162)}
\]

Since $f_X \in L^1(\mathbb{R})$, by Lemma 48, (B.146) holds for Lebesgue-a.e. $x$. Similarly, we define

\[
G_\epsilon(x) = \left( \frac{x}{\epsilon} + z \right) \mathbf{1}_{\{|\frac{x}{\epsilon} + z| \leq M\}} \frac{1}{\epsilon} f_N \left( \frac{x}{\epsilon} + z \right). \quad \text{(B.163)}
\]

Then it is verifiable that $G_\epsilon$ satisfies (B.153) – (B.155), with

\[
\int G_\epsilon(x)dx = \mathbb{E}[N \mathbf{1}_{\{|N| \leq M\}}]. \quad \text{(B.164)}
\]

Since

\[
p_M(x + \epsilon z; \epsilon) = f_X \ast G_\epsilon(x), \quad \text{(B.165)}
\]

Lemma 48 implies that (B.145) holds for Lebesgue-a.e. $x$.

\[\square\]

### B.5.3 Proof of Theorem 25

**Proof.** Without loss of generality, we shall assume that $\mathbb{E}N = 0$. Following the notation in the proof of Theorem 24, similar to $q(y; \epsilon)$ in (B.143), we define

\[
p(y; \epsilon) = \mathbb{E}[N f_X(y - \epsilon N)]. \quad \text{(B.166)}
\]

Then

\[
\mathbb{E}[N |Y_\epsilon = y] = \frac{p(y; \epsilon)}{q(y; \epsilon)}. \quad \text{(B.167)}
\]

161
Fix $x, z \in \mathbb{R}$. Since $f_X, f'_X$ and $f''_X$ are all bounded, we can interchange derivatives with integrals \cite[Theorem 2.27]{101} and write

$$q(x + \epsilon z; \epsilon) = \mathbb{E}[f_X(x + \epsilon(z - N))]$$

(B.168)

$$= f_X(x) + \epsilon f'_X(x) \mathbb{E}(z - N) + \frac{\epsilon^2}{2} f''_X(x) \mathbb{E}(z - N)^2 + o(\epsilon^2)$$

(B.169)

$$= f_X(x) + \epsilon f'_X(x) (z + \frac{\epsilon^2}{2} f''_X(x) (z^2 + \text{var} N) + o(\epsilon^2).$$

(B.170)

Similarly, since $\mathbb{E}[|N|] < \infty$, we have

$$p(x + \epsilon z; \epsilon) = \mathbb{E}[N f_X(x + \epsilon(z - N))]$$

(B.171)

$$= -\epsilon f'_X(x) \text{var} N + \frac{\epsilon^2}{2} f''_X(x) (\mathbb{E}[N^3] - 2 \text{var} N) + o(\epsilon^2).$$

(B.172)

Define the score function $\rho(x) = \frac{f'_X}{f_X}(x)$. Since $f_X(X) > 0$ a.s., by (B.167),

$$\mathbb{E}[N|Y_\epsilon] = \frac{\epsilon^2}{2} \left[ \frac{f''_X(X)}{f_X(X)} (\mathbb{E}[N^3] - 2 \text{var} N) + 2 N \rho^2(X) \text{var} N \right]$$

$$- \epsilon \rho(X) \text{var} N + o(\epsilon^2).$$

(B.173)

holds a.s. Then

$$\text{mmse}(N|Y_\epsilon) = \mathbb{E}[N - \mathbb{E}[N|Y_\epsilon]]^2$$

(B.174)

$$= \text{var} N - \epsilon \mathbb{E}[N] \mathbb{E}[\rho(X)] \text{var} N + \epsilon^2 (\text{var} N)^2 \mathbb{E}[\rho^2(X)] - 2 \epsilon^2 (\text{var} N)^2 J(X)$$

$$+ \epsilon^2 (\mathbb{E}[N] \mathbb{E}[N^3] - 2 \text{var}^2 N) \mathbb{E} \left[ \frac{f''_X(X)}{f_X(X)} \right] + o(\epsilon^2)$$

(B.175)

$$= \text{var} N - \epsilon^2 (\text{var} N)^2 J(X) + o(\epsilon^2),$$

(B.176)

where

- (B.175): by the bounded convergence theorem, because the ratio between the $o(\epsilon^2)$ term in (B.173) and $\epsilon^2$ is upper bounded by $\rho^2(X)$ and $\frac{f''_X(X)}{f_X(X)}$, which are integrable by assumption.
- (B.176): by $\mathbb{E}[\rho(X)] = 0$, $\mathbb{E}[\rho^2(X)] = J(X)$ and $\mathbb{E} \left[ \frac{f''_X(X)}{f_X(X)} \right] = 0$, in view of (4.84).
B.6 Proof of Theorem 28

By Remark 7, Theorem 28 holds trivially if \( P\{X = 0\} = 1 \) or \( P\{X = 1\} = 1 \). Otherwise, since \( X = 0 \) if and only if \((X)_j = 0\) for all \( j \in \mathbb{N} \), but \{(X)_j\} are i.i.d., therefore \( P\{X = 0\} = 0 \). Similarly, \( P\{X = 1\} = 0 \). Hence \( 0 < X < 1 \) a.s.

To prove (4.105), we define the function \( G : \mathbb{R} \to \mathbb{R}_+ \)

\[
G(b) = M^{2b} \cdot \text{mmse}(X, N, M^{2b})
\]

(B.177)

\[
= \text{mmse}(N, X, M^{-2b}),
\]

(B.178)

where (B.178) follows from (4.44). The oscillatory behavior of \( G \) is given in the following lemma:

**Lemma 49.**

1. For any \( b \in \mathbb{R} \), \( \{G(k + b) : k \in \mathbb{N}\} \) is an nondecreasing nonnegative sequence bounded from above by \( \text{var} N \).

2. Define a function \( \Psi : \mathbb{R} \to \mathbb{R}_+ \) by

\[
\Psi(b) = \lim_{k \to \infty} G(k + b).
\]

(B.179)

Then \( \Psi \) is a 1-periodic function, and the convergence in (B.179) is uniform in \( b \in [0, 1] \). Therefore as \( b \to \infty \),

\[
G(b) = \Psi(b) + o(1)
\]

(B.180)

In view of Lemma 49, we define a \( 2 \log M \)-periodic function \( \Phi_{X,N} : \mathbb{R} \to [0, 1] \) as follows:

\[
\Phi_{X,N}(t) = \frac{1}{\text{var} N} \Psi \left( \frac{t}{2 \log M} \right).
\]

(B.181)

Having defined \( \Phi_{X,N} \), (4.105), (4.106) and (4.107) readily follow from (B.180).

Next we prove (4.108) in the case of Gaussian \( N \): in view of (B.181), it is equivalent to show

\[
\int_0^1 \Psi(b) db = d(X).
\]

(B.182)

Denote

\[
\text{snr} = M^{2b}.
\]

(B.183)

Recalling \( G(b) \) defined in (B.178), we have

\[
\int_0^b G(\tau) d\tau = \int_1^{\text{snr}} \gamma \text{mmse}(X, \gamma) \frac{1}{2\gamma \log M} d\gamma
\]

(B.184)

\[
= \frac{I(\text{snr}) - I(1)}{2 \log M},
\]

(B.185)
where (B.185) follows from (4.49) and $I(n)$ is defined in (4.50).

Since $d(X)$ exists, in view of (2.66) and (2.67), we have

$$\lim_{b \to \infty} \frac{1}{b} \int_0^b G(\tau) d\tau = \lim_{\text{snr} \to \infty} \frac{2I(\text{snr})}{\log \text{snr}} = d(X). \quad (B.186)$$

Since the convergence in (B.179) is uniform in $b \in [0, 1]$, for all $\epsilon > 0$, there exists $k_0$ such that for all $k \geq k_0$ and $b \in [0, 1],

$$|G(k + b) - \Phi_{X,N_{c}}(b)| \leq \epsilon. \quad (B.187)$$

Then for all integers $k \geq k_0$, we have

$$\left| \frac{1}{k} \int_0^k G(\tau) d\tau - \int_0^1 \Psi(\tau) d\tau \right| \leq \frac{2k_0}{k} + \frac{1}{k} \sum_{j=k_0}^{k-1} \int_0^1 |G(j + \tau) - \Psi(\tau)| d\tau \quad (B.188)$$

$$\leq \frac{2k_0}{k} + \frac{k - k_0}{k} \epsilon \quad (B.189)$$

where

- (B.188): $G$ and $\Psi$ map into $[0, 1]$.
- (B.189): by (B.187).

By the arbitrariness of $\epsilon$ and (B.186), we have

$$\int_0^1 \Psi(\tau) d\tau = \lim_{k \to \infty} \frac{1}{k} \int_0^k G(\tau) d\tau = d(X). \quad (B.190)$$

To finish the proof, we prove Lemma 49. Note that

$$G(k + 1 + b) = \text{mmse}(N, X, M^{-2(k+1+b)}) \quad (B.191)$$

$$= \text{mmse}(N|N + \sqrt{\text{snr}}M^{k+1}X) \quad (B.192)$$

$$= \text{mmse}(N|N + \sqrt{\text{snr}}M^{k}(U + V)) \quad (B.193)$$

$$\geq \text{mmse}(N|N + \sqrt{\text{snr}}M^{k}V) \quad (B.194)$$

$$= \text{mmse}(N|N + \sqrt{\text{snr}}M^{k}X) \quad (B.195)$$

$$= G(k + b) \quad (B.196)$$

where

- (B.191): by (B.178);
- (B.192): by (4.43) and (B.183);
- (B.193): by the $M$-ary expansion of $X$ in (2.47) and we have defined

$$U = (X)_1, \quad (B.197)$$

$$V = \sum_{j=1}^{\infty} (X)_{j+1} M^{-j}; \quad (B.198)$$
• (B.194): by the data-processing inequality of MMSE [87], since $U$ is independent of $V$;
• (B.195): by $V \overset{D}{=} X$ since $\{(X)_j\}$ is an i.i.d. sequence.

Therefore for fixed $b$, $G(k+b)$ is an nondecreasing sequence in $k$. By (B.191),

$$G(k+b) \leq \var N,$$  \hfill (B.199)

hence $\lim_{k \to \infty} G(k+b)$ exists, denoted by $\Psi(b)$. The 1-periodicity of $\Psi$ readily follows.

To prove (B.180), we show that there exist two functions $c_1, c_2 : \mathbb{R} \to \mathbb{R}_+$ depending on the distribution of $X$ and $N$ only, such that

$$\lim_{b \to \infty} c_i(b) = 0, \quad i = 1, 2 \quad \hfill (B.200)$$

and

$$0 \leq \Psi(b) - G(b) \leq c_1^2(b) + c_2(b) + 2c_1(b)\sqrt{\var N} + c_2(b). \quad \hfill (B.202)$$

Then (B.180) follows by combining (B.200) – (B.202) and sending $b \to \infty$. Inequalities (B.201) and (B.202) also show that the convergence in (B.179) is uniform in $b \in [0, 1]$.

To conclude this proof, we proceed to construct the desired functions $c_1$ and $c_2$ and prove (B.201) and (B.202): by monotonicity, for all $b \in \mathbb{R}$,

$$G(b) \leq \Psi(b). \quad \hfill (B.203)$$

Hence (B.201) follows. To prove (B.202), fix $k \in \mathbb{N}$ and $K > 0$ to be specified later. Define

$$N_K = N1_{\{|N| \leq K\}} \quad \hfill (B.204)$$

$$\bar{N}_K = N - N_K \quad \hfill (B.205)$$

We use a suboptimal estimator to bound $G(k+b) - G(b)$. To streamline the proof, introduce the following notation:

$$W = M^k[X]_k \quad \hfill (B.206)$$

$$Z = M^k(X - [X]_k) \quad \hfill (B.207)$$

$$Y = \sqrt{\text{snr}}X + N \quad \hfill (B.208)$$

$$Y' = \sqrt{\text{snr}}M^kX + N \quad \hfill (B.209)$$

$$= \sqrt{\text{snr}}W + \sqrt{\text{snr}}Z + N \quad \hfill (B.210)$$

where $W$ is integer-valued. Note that since $X$ has i.i.d. $M$-ary expansion, $\{N, W, Z\}$ are independent, and

$$Z \overset{D}{=} X, \quad \hfill (B.211)$$
hence
\[ Y' \overset{D}{=} Y + \sqrt{\text{snr}}W. \]  
\[(B.212)\]

Based on \(Y'\), we use the following two-stage suboptimal estimator \(\tilde{N}_K\) for \(N_K\): first estimate \(W\) (the first \(k\) bits of \(X\)) based on \(Y'\) according to
\[ \tilde{w}(y) = \left\lfloor \frac{y}{\sqrt{\text{snr}}} \right\rfloor. \]
\[(B.213)\]
Then peel off \(\tilde{W} = \tilde{w}(Y')\) from \(Y'\) and plug it into the optimal estimator for \(X\) based on \(\hat{N}_K(y) = E[N_K|Y = y]\)
\[(B.214)\]
to estimate \(X\), i.e.,
\[ \tilde{N}_K(y) = \hat{N}_K(y - \sqrt{\text{snr}}\tilde{w}(y)). \]
\[(B.215)\]
Next we bound the probability of choosing the wrong \(W\):
\[ \mathbb{P}\left\{ \tilde{W} \neq W \right\} = 1 - \mathbb{P}\left\{ \left[ \frac{N}{\sqrt{\text{snr}}} + W + Z \right] = W \right\} \]
\[(B.216)\]
\[= 1 - \mathbb{P}\left\{ W \leq \frac{N}{\sqrt{\text{snr}}} + W + Z < W + 1 \right\} \]
\[(B.217)\]
\[= 1 - \mathbb{P}\left\{ -\sqrt{\text{snr}}X \leq N < \sqrt{\text{snr}}(1 - X) \right\} \]
\[(B.218)\]
\[= \int_{(0,1)} P_X(dx)[1 - \mathbb{P}\left\{ -\sqrt{\text{snr}}x \leq N < \sqrt{\text{snr}}(1 - x) \right\}] \]
\[(B.219)\]
\[\triangleq \kappa(\text{snr}) \to 0, \]
\[(B.220)\]
where
- (B.216): by (B.210) and (B.213);
- (B.217): by the fact that \([x] = n\) if and only if \(n \leq x < n + 1\);
- (B.218): by (B.211);
- (B.219): by the assumption that \(X \in (0,1)\) a.s.;
- (B.220): by the bounded convergence theorem.

Note that \(\kappa(\text{snr})\) is a nonincreasing nonnegative function depending only on the distribution of \(X\) and \(N\).

Finally we choose \(K\) and analyze the performance of \(\tilde{N}_K\). Observe from (B.216) that the probability of choosing the wrong \(W\) does not depend \(k\). This allows us to choose \(K\) independent of \(k\):
\[ K = [\kappa(\text{snr})]^{-\frac{1}{2}}. \]
\[(B.221)\]
Therefore,
\[ \sqrt{G(k + b)} = \sqrt{\text{mmse}(N|Y')} \]
\[\leq \| N - N_K + N_K - \tilde{N}_K(Y')\|_2 \]
\[(B.222)\]
\[\leq \| \tilde{N}_K\|_2 + \| N_K - \tilde{N}_K(Y' - \sqrt{\text{snr}}\tilde{W})\|_2 \]
\[(B.223)\]
where

- (B.222): by (B.178) and (B.210);
- (B.223): by the suboptimality of \( \hat{N}_K \);
- (B.224): by (B.215).

Now

\[
\mathbb{E} \left[ (N_K - \hat{N}_K(Y' - \sqrt{\text{snr}} W))^2 \right] \leq \mathbb{E} \left[ (N_K - \hat{N}_K(Y'))^2 \right] + \mathbb{E} \left[ (N_K - \hat{N}_K(Y'))^2 \mathbb{1}_{\tilde{W} \neq W} \right]
\]

(B.225)

\[
\leq \text{mmse}(N_K|Y) + 4K^2 \mathbb{P} \left\{ \tilde{W} \neq W \right\}
\]

(B.226)

\[
\leq G(b) + 3 \| \hat{N}_K \|_2 \| N \|_2 + 4\kappa(\text{snr})^{\frac{1}{2}}
\]

(B.227)

where

- (B.225): by (B.212);
- (B.226): by \( |\hat{N}_K(y)| = |\mathbb{E}[\hat{N}_K|Y = y]| \leq K \) for all \( y \), since \( |N_K| \leq K \) a.s.;
- (B.227): by Lemma 47, (B.220), (B.221) and \( \text{mmse}(N|Y) = G(b) \).

Define

\[
c_1(b) = \| \hat{N}_K \|_2
\]

(B.228)

\[
c_2(b) = 3 \| \hat{N}_K \|_2 \| N \|_2 + 4\kappa(\text{snr})^{\frac{1}{2}}
\]

(B.229)

where \( b \) and \( K \) are related to \( \text{snr} \) through (B.183) and (B.221), respectively. Then substituting (B.227) into (B.224) yields

\[
\sqrt{G(b)} \leq c_1(b) + \sqrt{G(b)} + c_2(b).
\]

(B.230)

Note that the right hand side of (B.230) does not depend on \( k \). By (B.179), sending \( k \to \infty \) we obtain

\[
\sqrt{\Psi(b)} \leq c_1(b) + \sqrt{G(b)} + c_2(b).
\]

(B.231)

In view of (B.203), squaring\(^{1}\) (B.231) on both sides and noticing that \( G(b) \leq \text{var} N \) for all \( b \), we have

\[
\Psi(b) - G(b) \leq c_1^2(b) + c_2(b) + 2c_1(b)\sqrt{\text{var} N} + c_2(b).
\]

(B.232)

By (B.220) and (B.221), \( K \to \infty \) as \( b \to \infty \). Since \( \mathbb{E}[N^2] < \infty \), \( c_1(b) \) and \( c_2(b) \) both tend to zero as \( b \to \infty \), and (B.202) follows.

\(^{1}\)In this step it is essential that \( G(b) \) be bounded, because in general \( \sqrt{a_n} = \sqrt{b_n} + o(1) \) does not imply that \( a_n = b_n + o(1) \). For instance, \( a_n = n + 1, b_n = n \).
B.7 Proof for Remark 8

We show that for any singular $X$ and any binary-valued $N$,

$$\mathcal{Q}(X, N) = 0.$$  \hfill (B.233)

To this end, we need the following auxiliary results:

**Lemma 50** (Mutually singular hypothesis). The optimal test for the binary hypothesis testing problem

$$\begin{align*}
H_0 : & \ P \\
H_1 : & \ Q
\end{align*}$$

with prior $P \{H_0\} \in (0, 1)$ has zero error probability if and only if $P \perp Q$.

*Proof.* By definition, $P \perp Q$ if and only if there exists an event $A$ such that $P(A) = 1$ and $Q(A) = 0$. Then the test that decides $H_0$ if and only if $A$ occurs yields zero error probability. \hfill \square

**Lemma 51** ([153, Theorem 10]). Let $\mu$ be a probability measure on $(\mathbb{R}, \mathcal{B})$ that is mutually singular with respect to Lebesgue measure. Then there exists a Borel set $E$ with $\mu(E) = 1$ and a non-empty perfect set $C$ such that $\{c + E : c \in C\}$ is a family of disjoint sets.

*Proof of (B.233).* In view of Theorem 19, we may assume that $N$ is $\{0, 1\}$-valued without loss of generality. For any input $X$ whose distribution $\mu$ is mutually singular to the Lebesgue measure, we show that there exists a vanishing sequence $\{\epsilon_n\}$, such that for all $n$,

$$\text{mmse}(X|X + \epsilon_n N) = 0.$$  \hfill (B.235)

which implies that $\mathcal{Q}(X, N) = 0$.

By Lemma 51, there exists a Borel set $E$ and a perfect set $C$, such that $\mu(E) = 1$ and $\{c + E : c \in C\}$ is a family of disjoint sets. Pick any $a \in C$. Since $C$ is perfect, there exists $\{a_n\} \subset C$, such that $a_n \to a$ and $\epsilon_n \overset{\Delta}{=} a_n - a > 0$. Since $X$ and $X + \epsilon_n$ are supported on disjoint subsets $E$ and $E + \epsilon_n$ respectively, their distributions are mutually singular. By Lemma 50, the optimal test for $N$ based on $X + \epsilon_n N$ succeeds with probability one, which implies (B.235). \hfill \square
Appendix C
Proofs in Chapter 5

C.1 Injectivity of the cosine matrix

We show that the cosine matrix defined in Remark 17 is injective on $\Sigma_k$. We consider a more general case. Let $l = 2k \leq n$ and $\{\omega_1, \ldots, \omega_n\} \subset \mathbb{R}$. Let $H$ be an $l \times n$ matrix where $H_{ij} = \cos((i-1)\omega_j)$. We show that each $l \times l$ submatrix formed by columns of $H$ is non-singular if and only if $\{\cos(\omega_1), \ldots, \cos(\omega_n)\}$ are distinct.

Let $G$ be the submatrix consisting of the first $l$ columns of $H$. Then $G_{ij} = T_i - 1(x_j)$ where $x_j = \cos(\omega_j)$ and $T_m$ denotes the $m$th order Chebyshev polynomial of the first kind [154]. Note that $\det(G)$ is a polynomial in $(x_1, \ldots, x_l)$ of degree $l(l-1)/2$. Also $\det(G) = 0$ if $x_i = x_j$ for some $i \neq j$. Therefore $\det(G) = C \prod_{1 \leq i < j \leq l}(x_i - x_j)$. The constant $C$ is given by the coefficient of the highest order term in the contribution from the main diagonal $\prod_{i=1}^{l} T_i - 1(x_i)$. Since the leading coefficient of $T_j$ is $2^{j-1}$, we have $C = 2^{(l-1)(l-2)/2}$. Therefore,

$$\det(G) = 2^{(l-1)(l-2)/2} \prod_{1 \leq i < j \leq l} [\cos(\omega_i) - \cos(\omega_j)] \neq 0. \quad (C.1)$$

C.2 Proof of Lemma 9

Proof. Since $\|\cdot\|_p$-norms are equivalent, it is sufficient to only consider $p = \infty$. Observe that $\epsilon \mapsto N_A(\epsilon)$ is non-increasing. Hence for any $2^{-m} \leq \epsilon < 2^{-(m-1)}$, we have

$$\frac{\log N_A(2^{-(m-1)})}{m} \leq \frac{\log N_A(\epsilon)}{\log \frac{1}{\epsilon}} \leq \frac{\log N_A(2^{-m})}{m-1}. \quad (C.2)$$

Therefore it is sufficient to restrict to $\epsilon = 2^{-m}$ and $m \to \infty$ in (3.2) and (3.3). To see the equivalence of covering by mesh cubes, first note that $\tilde{N}_A(2^{-m}) \geq N_A(2^{-m})$.

On the other hand, any $\ell_\infty$-ball of radius $2^{-m}$ is contained in the union of $3^n$ mesh cubes of size $2^{-m}$ (by choosing a cube containing some point in the set together with its neighboring cubes). Thus $\tilde{N}_A(2^{-m}) \leq 3^n N_A(2^{-m})$. Hence the limits in (3.2) and (3.3) coincide with those in (3.12) and (3.13). \qed
C.3 Proof of Lemma 11

Proof. By Pinsker’s inequality,
\[
D(P||Q) \geq \frac{1}{2} d^2(P, Q) \log e,
\]
where \(d(P, Q)\) is the total variation distance between \(P\) and \(Q\) and \(0 \leq d(P, Q) \leq 2\). In this case where \(\mathcal{X}\) is countable,
\[
d(P, Q) = \sum_{x \in \mathcal{X}} |P(x) - Q(x)|.
\]
By \([55, Lemma 2.7, p. 33]\), when \(d(P, Q) \leq \frac{1}{2}\),
\[
|H(P) - H(Q)| \leq d(P, Q) \log \frac{|\mathcal{X}|}{d(P, Q)} \leq d(P, Q) \log |\mathcal{X}| + e^{-1} \log e.
\]
When \(d(P, Q) \geq \frac{1}{2}\), by (C.3), \(D(P||Q) \geq \frac{1}{8} \log e\); when \(0 \leq d(P, Q) < 1/2\), by (C.6),
\[
d(P, Q) \geq \frac{(|H(P) - H(Q)| - e^{-1} \log e)^+}{\log |\mathcal{X}|}.
\]
Using (C.3) again,
\[
D(P||Q) \geq \frac{1}{2} \left[\frac{(|H(P) - H(Q)| - e^{-1} \log e)^+}{\log |\mathcal{X}|}\right]^2 \log e.
\]
Since \(|H(P) - H(Q)| \geq \delta\) holds in the minimization of (3.26) and (3.28), (3.30) is proved.

C.4 Proof of Lemma 19

Lemma 52. Let \(A \subset \mathbb{R}^k\) be compact, and let \(g : A \to \mathbb{R}^n\) be continuous. Then, there exists a Borel measurable function \(f : g(A) \to A\) such that \(g(f(x)) = x\) for all \(x \in g(A)\).

Proof. For all \(x \in g(A)\), \(g^{-1}(\{x\})\) is nonempty and compact since \(g\) is continuous. For each \(i \in \{1, \ldots, k\}\), let the \(i^{\text{th}}\) component of \(f\) be
\[
f_i(x) = \min\{t_i : t^k \in g^{-1}(\{x\})\},
\]
where \(t_i\) is the \(i^{\text{th}}\) coordinate of \(t^k\). This defines \(f : g(A) \to A\) which satisfies \(g(f(x)) = x\) for all \(x \in g(A)\). Now we claim that each \(f_i\) is lower semicontinuous, which implies that \(f\) is Borel measurable. To this end, we show that for any \(a \in A\), \(f^{-1}((a, \infty))\) is open. Assume the opposite, then there exists a sequence \(\{y_m\}\) in
Proof of Lemma 19. Let $S^n \subset \mathbb{R}^n$ be $[Rn]$-rectifiable and assume that (5.99) holds for all $n \geq N$. Then by definition there exists a bounded subset $T^n \subset \mathbb{R}^{[Rn]}$ and a Lipschitz function $g_n : T^n \to \mathbb{R}^n$, such that $S^n = g_n(T^n)$. By continuity, $g_n$ can be extended to the closure $\overline{T^n}$, and $\overline{S^n} = g_n(\overline{T^n})$. Since $\overline{T^n}$ is compact, by Lemma 52, there exists a Borel function $f_n : \mathbb{R}^n \to \mathbb{R}^{[Rn]}$, such that $g_n(f_n(x^n)) = x^n$ for all $x^n \in \overline{S^n}$. By Kirszbraun’s theorem [104, 2.10.43], $g_n$ can be extended to a Lipschitz function on the whole $\mathbb{R}^{[Rn]}$. Then

$$\mathbb{P}\{g_n(f_n(X^n)) = X^n\} \geq \mathbb{P}\{X^n \in \overline{S^n}\} \geq 1 - \epsilon \quad (C.10)$$

for all $n \geq N$, which proves the $\epsilon$-achievability of $R$. \hfill \square

C.5 Proof of Lemma 21

Proof. Suppose we can construct a mapping $\tau : [0,1]^k \to [0,1]^{k+1}$ such that

$$\|\tau(x^k) - \tau(y^k)\|_\infty \geq M^{-k}\hat{d}(x^k, y^k) \quad (C.11)$$

holds for all $x^k, y^k \in [0,1]^k$. By (C.11), $\tau$ is injective. Let $W' = \tau(W)$ and $g' = g \circ \tau^{-1}$. Then by (C.11) and the $L$-Lipschitz continuity of $g$,

$$\|g'(x^k) - g'(y^k)\|_\infty = \|g(\tau^{-1}(x^k)) - g(\tau^{-1}(y^k))\|_\infty \quad (C.12)$$

$$\leq L\hat{d}(\tau^{-1}(x^k), \tau^{-1}(y^k)) \quad (C.13)$$

$$\leq LM^k \|\tau^{-1}(x^k) - \tau^{-1}(y^k)\|_\infty \quad (C.14)$$

holds for all $x^k, y^k \in W'$. Hence $g' : W' \to \mathbb{R}^n$ is Lipschitz with respect to the $\ell_\infty$ distance, and it satisfies $g'(W') = g(W)$.

To complete the proof of the lemma, we proceed to construct the required $\tau$. The essential idea is to puncture the $M$-ary expansion of $x^k$ such that any component has at most $k$ consecutive nonzero digits. For notational convenience, define $r : \mathbb{N} \to \{0, \ldots, k\}$ and $\eta_j : \mathbb{Z}_M^* \to \mathbb{Z}_M^{k+1}$ for $j = 0, \ldots, k$ as follows:

$$r(i) = i - \left\lfloor \frac{i}{k+1} \right\rfloor (k + 1), \quad (C.15)$$

$$\eta_j(b^k) = (b_1, \ldots, b_j, 0, b_{j+1}, \ldots, b_k)^T. \quad (C.16)$$
Define
\[ \tau(x^k) = \sum_{i \in \mathbb{N}} \eta_{r(i)}((x^k)_i)M^{-i}. \] (C.17)

A schematic illustration of \( \tau \) in terms of the \( M \)-ary expansion is given in Fig. C.1.

\[ x^k = \begin{pmatrix} (x_1)_1 & (x_2)_1 & \ldots \\ \vdots & \vdots & \vdots \\ (x_k)_1 & (x_k)_1 & \ldots \end{pmatrix} \mapsto \tau \]

\[ \tau(x^k) = \begin{pmatrix} (x_{k-1})_1 & (x_{k-1})_2 & \ldots & (x_k)_k & (x_{k-1})_{k+1} & \ldots \\ (x_1)_1 & 0 & \ldots & (x_2)_k & (x_1)_{k+1} & \ldots \\ (x_2)_1 & (x_2)_2 & \ldots & (x_3)_k & (x_2)_{k+1} & \ldots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ (x_{k-1})_1 & (x_{k-1})_2 & \ldots & (x_k)_k & (x_{k-1})_{k+1} & \ldots \end{pmatrix} \]

Figure C.1: A schematic illustration of \( \tau \) in terms of \( M \)-ary expansions.

Next we show that \( \tau \) satisfies the expansiveness condition in (C.11). For any \( x^k \neq y^k \in [0,1]^k \), let \( \hat{d}(x^k,y^k) = M^{-l} \). Then by definition, for some \( m \in \{1,\ldots,k\} \), \( \hat{d}(x_m,y_m) = M^{-l} \) and \( l = \min \{i \in \mathbb{N} : (x_m)_i \neq (y_m)_i \} \). Without loss of generality, assume that \( (x_m)_i = 1 \) and \( (y_m)_i = 0 \). Then by construction of \( \tau \), there are no more than \( k \) consecutive nonzero digits in \( \tau(x) \) or \( \tau(y) \). Since the worst case is that \( (x_m)_i \) and \( (y_m)_i \) are followed by \( k \) 0’s and \( k(M-1) \)'s respectively, we have
\[ \|\tau(x^k) - \tau(x^k)\|_\infty \geq M^{-(k+l+1)} \]
\[ = M^{-(1+k)\hat{d}(x^k,y^k)} \] (C.18)
\[ = M^{-1+k} \hat{d}(x^k,y^k) \] (C.19)
which completes the proof of (C.11).

\[ \square \]

C.6 Proof of Lemma 26

**Proof.** Recall that \( l = k + j \) where
\[ j = \lceil \delta n \rceil. \] (C.20)

Let us write \( q : [S]_m \to [0,1]^l \) as
\[ q = \begin{bmatrix} p \\ \tau \end{bmatrix}, \] (C.21)

where \( p : [S]_m \to [0,1]^k \) and \( \tau : [S]_m \to [0,1]^j \). The idea to construct \( q \) that satisfies (5.197) is the following: for those sufficiently separated \( x \) and \( y \) in \([S]_m\), their images under \( p \) will be kept separated accordingly. For those \( x \) and \( y \) that are close together,
they can be resolved by the mapping $\tau$. Suppose $p$ and $\tau$ are constructed so that
\[ \|p(x) - p(y)\|_\infty \geq 2^{-m} \] (C.22)
holds for all $x, y$ such that $\|x - y\|_\infty > 2^{-m}$ and
\[ \|\tau(x) - \tau(y)\|_\infty \geq 2^{-1/6} \] (C.23)
holds for all $x, y$ such that $\|x - y\|_\infty = 2^{-m}$. Then by (C.21),
\[ \|q(x)\|_\infty = \max\{\|p(x)\|_\infty, \|\tau(x)\|_\infty\}, \] (C.24)
we arrive at a $q$ that satisfies the required (5.190) for all distinct $x$ and $y$ in $[S]_m$.

First construct $p$. For $x \in [S]_m$, define
\[ D(x) = \{y \in S : [y]_m = x\} \neq \emptyset. \] (C.25)

Then we could choose\footnote{The set $D(x)$ is, in general, uncountable. Hence this construction of $p$ is valid by adopting the Axiom of Choice.} one vector in $D(x)$ to correspond with $x$ and denote it by $\tilde{x}$. Since $g : T \to S$ is bijective, let the inverse of $g$ be $f : S \to T$. By the $2^{-m}$-stability of $g$ on $T$,
\[ \|a - b\|_\infty \leq 2^{-m} \Rightarrow \|g(a) - g(b)\|_\infty \leq 2^{-m} \] (C.26)
holds for all $a, b \in T$. By contraposition,
\[ \|u - v\|_\infty > 2^{-m} \Rightarrow \|f(u) - f(v)\|_\infty > 2^{-m} \] (C.27)
holds for all $u, v \in S$.

Define $p(x) = f(\tilde{x})$. Consider $x \neq y \in [S]_m$. Note that $\|x - y\|_\infty$ is an integer multiple of $2^{-m}$ and $\|x - y\|_\infty \geq 2^{-m}$. If $\|x - y\|_\infty > 2^{-m}$, i.e., $\|x - y\|_\infty \geq 2^{-(m-1)}$, we have $|x_i - y_i| \geq 2^{-(m-1)}$ for some $i \in \{1, \ldots, n\}$. Without loss of generality, assume that
\[ y_i \geq x_i + 2^{-(m-1)} \] (C.28)
Also notice that by the choice of $\tilde{x}$ and $\tilde{y}$,
\[ x_i \leq \tilde{x}_i < x_i + 2^{-m}, \] (C.29)
\[ y_i \leq \tilde{y}_i < y_i + 2^{-m}, \] (C.30)

Then
\[ \|\tilde{x} - \tilde{y}\|_\infty \geq |\tilde{x}_i - \tilde{y}_i| \geq \tilde{y}_i - y_i + y_i - x_i + x_i - \tilde{x}_i > 2^{-m}. \] (C.31)
where the last inequality follows from (C.28) – (C.30). Hence by (C.27), (C.22) holds for all \(x, y\) such that \(\|x - y\|_\infty > 2^{-m}\).

We proceed to construct \(\tau : [S]^m \to [0, 1]^j\) by a graph-theoretical argument: consider a undirected graph \((G, E)\) where the vertex set is \(G = [S]^m\), and the edge set \(E \subset [S]^m \times [S]^m\) is formed according to

\[
(x, y) \in E \iff \|x - y\|_\infty = 2^{-m}
\]  

(C.34)

Note that for any \(x\) in \(G\), the number of possible \(y\)'s such that \((x, y) \in E\) is at most \(2^n - 1\), since each component of \(y\) and \(x\) differ by at most the least significant bit. Therefore the maximum degree of this graph is upper bounded by \(2^n - 1\), i.e.

\[
\Delta(G) \leq 2^n - 1.
\]  

(C.35)

The mapping \(\tau\) essentially assigns a different \(j\)-dimensional real vector to each of the vertices in \(G\). We choose these vectors from the following “grid”:

\[
\mathcal{L}_M = \left\{ \frac{1}{M} z^j : z^j \in \mathbb{Z}_M^j \right\} \subset [0, 1]^j,
\]  

(C.36)

that is, the grid obtained by dividing each dimension of \([0, 1]^j\) uniformly into \(M\) segments, where \(M \in \mathbb{N}\). Hence \(|\mathcal{L}_M| = M^j\). Choose \(M = \lceil 2^{1/\delta} \rceil\), then by (C.20) and (C.35),

\[
|\mathcal{L}_M| = \Delta(G) + 1.
\]  

(C.37)

We define \(\tau\) by coloring the graph \(G\) using colors from \(\mathcal{L}_M\), such that neighboring vertices have different colors. This is possible in view of Lemma 27 and (C.37). Denote by \(\tau(x)\) the color of \(x \in G\). Since the vectors in \(\mathcal{L}_M\) are separated by at least \(M^{-1}\) in \(\ell_\infty\) distance, by the construction of \(\tau\) and \(G\), (C.23) holds for all \(x, y\) such that \(\|x - y\|_\infty = 2^{-m}\). This finishes the construction of \(\tau\) and the proof of the lemma. \(\square\)
Appendix D

Distortion-rate tradeoff of Gaussian inputs

In this appendix we show the expressions (6.30) – (6.32) for the minimal distortion, thereby completing the proof of Theorem 46.

D.1 Optimal encoder

Plugging the rate-distortion function of standard Gaussian

\[ R_{X_c}(D) = \frac{1}{2} \log^+ \frac{1}{D} \]  \hspace{1cm} (D.1)

into (6.6) yields the equality in (6.30).

D.2 Optimal linear encoder

We compute the minimal distortion \( D^*_L(X, R, \sigma^2) \) achievable with the optimal linear encoder. Let the sensing matrix by \( H \). Since \( X^n \) and \( Y^k = HX^n + \sigma N^k \) are jointly Gaussian, the conditional distribution of \( X^n \) given \( Y^k \) is \( \mathcal{N}(X^n, \Sigma_{X^n|Y^k}) \), where

\[ \hat{X}^n = H^T(HH^T + \sigma^2 I_k)^{-1}Y^k \]  \hspace{1cm} (D.2)

\[ \Sigma_{X^n|Y^k} = I_n - H^T(HH^T + \sigma^2 I_k)^{-1}H \]  \hspace{1cm} (D.3)

\[ = (I_n + \sigma^{-2}H^TH)^{-1}. \]  \hspace{1cm} (D.4)

where we used the matrix inversion lemma. Therefore, the optimal estimator is linear, given by (D.2). Moreover,

\[ \text{mmse}(X^n|Y^k) = \text{Tr}(\Sigma_{X^n|Y^k}) \]

\[ = \text{Tr}((I_n + \sigma^{-2}H^TH)^{-1}). \]  \hspace{1cm} (D.5)

\[ = \text{Tr}((I_n + \sigma^{-2}H^TH)^{-1}). \]  \hspace{1cm} (D.6)
Choosing the best encoding matrix $\mathbf{H}$ boils down to the following optimization problem:

$$\begin{align*}
\min & \quad \text{Tr}((\mathbf{I}_n + \sigma^{-2}\mathbf{H}^\top\mathbf{H})^{-1}) \\
\text{s.t.} & \quad \text{Tr}(\mathbf{H}^\top\mathbf{H}) \leq k \\
& \quad \mathbf{H} \in \mathbb{R}^{k \times n}
\end{align*}$$

Let $\mathbf{H}^\top\mathbf{H} = \mathbf{U}^\top\mathbf{\Lambda}\mathbf{U}$, where $\mathbf{U}$ is an $n \times n$ orthogonal matrix and $\mathbf{\Lambda}$ is a diagonal matrix consisting of the eigenvalues of $\mathbf{H}^\top\mathbf{H}$, denoted by $\{\lambda_1, \ldots, \lambda_n\} \subset \mathbb{R}_+$. Then

$$\text{Tr}((\mathbf{I}_n + \sigma^{-2}\mathbf{H}^\top\mathbf{H})^{-1}) = \sum_{i=1}^{n} \frac{1}{1 + \sigma^{-2}\lambda_i}$$  

(D.8)

$$\geq \frac{n}{1 + \sigma^{-2} \text{Tr}(\mathbf{H}^\top\mathbf{H})}$$  

(D.9)

$$\geq \frac{n}{1 + \frac{k}{n}\sigma^{-2}}$$  

(D.10)

$$= \frac{n}{1 + R\sigma^{-2}}.$$  

(D.11)

where

- (D.9): by the strict convexity of $x \mapsto \frac{1}{1 + \sigma^{-2}x}$ on $\mathbb{R}_+$ and $\text{Tr}(\mathbf{H}^\top\mathbf{H}) = \sum_{i=1}^{n} \lambda_i$;
- (D.10): due to the energy constraint.

Hence

$$D^*_L(X_G, R, \sigma^2) \geq \frac{1}{1 + R\sigma^{-2}}.$$  

(D.12)

Next we consider two cases separately:

1. $R \geq 1(k \geq n)$: the lower bound in (D.12) can be achieved by

$$\mathbf{H} = \begin{bmatrix} \sqrt{R}\mathbf{I}_n \\ 0 \end{bmatrix}.$$  

(D.13)

2. $R < 1(k < n)$: the lower bound in (D.12) is not achievable. This is because to achieve equality in (D.9), all $\lambda_i$ be equal to $R$; however, $\text{rank}(\mathbf{H}^\top\mathbf{H}) \leq k < n$ implies that at least $n - k$ of them are zero. Therefore the lower bound (D.11) can be further improved to:

$$\text{Tr}((\mathbf{I}_n + \sigma^{-2}\mathbf{H}^\top\mathbf{H})^{-1}) = n - k + \sum_{\lambda_i > 0} \frac{1}{1 + \sigma^{-2}\lambda_i}$$  

(D.14)

$$\geq n - k + \frac{k}{1 + \sigma^{-2} \text{Tr}(\mathbf{H}^\top\mathbf{H})}$$  

(D.15)

$$\geq n - \frac{k}{1 + \sigma^{-2}}.$$  

(D.16)
Hence when $R < 1$,
\[
D_L^*(X_G, R, \sigma^2) \geq 1 - \frac{R}{1 + \sigma^2}, \tag{D.17}
\]
which can be achieved by
\[
H = [I_k, 0], \tag{D.18}
\]
that is, simply keeping the first $k$ coordinates of $X^n$ and discarding the rest.

Therefore the equality in (6.31) is proved.

### D.3 Random linear encoder

We compute the distortion $D_L(X, R, \sigma^2)$ achievable with random linear encoder $A$. Recall that $A$ has i.i.d. entries with zero mean and variance $\frac{1}{n}$. By (D.6),
\[
\frac{1}{n} \text{mmse}(X^n|AX^n + \sigma N^k, A) = \frac{1}{n} \mathbb{E} \left[ \text{Tr}((I_n + \sigma^{-2}A^TA)^{-1}) \right] \tag{D.19}
\]
\[
= \frac{1}{n} \mathbb{E} \left[ \sum_{i=1}^n \frac{1}{1 + \sigma^{-2} \lambda_i} \right], \tag{D.20}
\]
where $\{\lambda_1, \ldots, \lambda_n\}$ are the eigenvalues of $A^TA$.

As $n \to \infty$, the empirical distribution of the eigenvalues of $\frac{1}{R}A^TA$ converges weakly to the Marčenko-Pastur law almost surely [34, Theorem 2.35]:
\[
\nu_R(dx) = (1 - R)^+\delta_0(dx) + \frac{\sqrt{(x - a)(x - b)}}{2\pi cx} 1_{[a,b]}(x)dx \tag{D.21}
\]
where
\[
c = \frac{1}{R}, a = (1 - \sqrt{c})^2, b = (1 + \sqrt{c})^2. \tag{D.22}
\]
Since $\lambda \mapsto \frac{1}{1+\sigma^{-2}\lambda}$ is continuous and bounded, applying the dominated convergence theorem to (D.20) and integrating with respect to $\nu_R$ gives
\[
D_L(X_G, R, \sigma^2) = \lim_{n \to \infty} \frac{1}{n} \text{mmse}(X^n|AX^n + \sigma N^k, A)
\]
\[
= \int \frac{1}{1 + \sigma^{-2}R x} \nu_R(dx) \tag{D.23}
\]
\[
= \frac{1}{2} \left( 1 - R - \sigma^2 + \sqrt{(1 - R)^2 + 2(1 + R)\sigma^2 + \sigma^4} \right), \tag{D.24}
\]
where (D.24) follows from [34, (1.16)].

Next we verify that the formula in Claim 1 which was based on replica calculations coincides with (D.24) in the Gaussian case. Since in this case $\text{mmse}(X_G, \text{snr}) = \frac{1}{1+\text{snr}}$, 

177
\[(6.13)\) becomes
\[
\frac{1}{\eta} = 1 + \frac{1}{\sigma^2 \text{mmse}(X, \eta R \sigma^{-2})} \tag{D.25}
\]
\[
= 1 + \frac{1}{\sigma^2 + \eta R} \tag{D.26}
\]
whose unique positive solution is given by
\[
\eta_\sigma = \frac{R - 1 - \sigma^2 + \sqrt{(1 - R)^2 + 2(1 + R)\sigma^2 + \sigma^4}}{2R} \tag{D.27}
\]
which lies in \((0, 1)\). According to \((6.12)\),
\[
D_L(X_G, R, \sigma^2) = \text{mmse}(X_G, \sigma^{-2} \eta_\sigma) \tag{D.28}
\]
\[
= \frac{1}{1 + \sigma^{-2} \eta_\sigma} \tag{D.29}
\]
\[
= \frac{2\sigma^2}{R - 1 + \sigma^2 + \sqrt{(1 - R)^2 + 2(1 + R)\sigma^2 + \sigma^4}} \tag{D.30}
\]
which can be verified, after straightforward algebra, to coincide with \((D.24)\).
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