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## Preface

We study principal component analyses in multivariate random and mixed effects linear models. These models are commonly used in quantitative genetics to decompose the variation of phenotypic traits into consistuent variance components. Applications arising in evolutionary biology require understanding the eigenvalues and eigenvectors of these components in high-dimensional multivariate settings. However, these quantities may be difficult to estimate from limited samples when the number of traits is large.

We describe several phenomena concerning sample eigenvalues and eigenvectors of classical MANOVA estimators in the presence of high-dimensional noise, including dispersion of the bulk eigenvalue distribution, bias and aliasing of outlier eigenvalues and eigenvectors, and Tracy-Widom fluctuations at the spectral edges. A common theme is that the spectral properties of the MANOVA estimate for one component may be influenced by the other components. In the setting of a simple spiked covariance model, we introduce alternative estimators for the leading eigenvalues and eigenvectors that correct for this problem in a high-dimensional asymptotic regime.

The contents of this thesis are drawn from three manuscripts. Section 2.2, Chapter 3, and Appendix A are drawn, with minor modification, from the manuscript "Tracy-Widom at each edge of real covariance estimators," jointly authored with Iain M. Johnstone [FJ17]. Sections 2.1, 2.3, 2.4, (parts of) 2.6, and Chapter 4 are drawn, with minor modification, from a manuscript "Spiked covariances and principal components analysis in high-dimensional random effects models," in preparation and jointly authored with Iain M. Johnstone and Yi Sun. Sections 2.5, (parts of) 2.6, Chapter 5, and Appendix B are drawn, with minor modification, from a manuscript "Eigenvalue distributions of variance components estimators in high-dimensional random effects models," jointly authored with Iain M. Johnstone [FJ16].
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## Chapter 1

## Introduction

We study multivariate random and mixed effects linear models. As a simple example, consider a twin study measuring $p$ quantitative traits in $n$ individuals, consisting of $n / 2$ pairs of identical twins. We may model the observed traits of the $j^{\text {th }}$ individual in the $i^{\text {th }}$ pair as

$$
\begin{equation*}
\mathbf{y}_{i, j}=\boldsymbol{\mu}+\boldsymbol{\alpha}_{i}+\varepsilon_{i, j} \in \mathbb{R}^{p} . \tag{1.1}
\end{equation*}
$$

Here, $\boldsymbol{\mu}$ is a deterministic vector of mean trait values in the population, and

$$
\boldsymbol{\alpha}_{i} \stackrel{i i d}{\sim}\left(0, \Sigma_{1}\right), \quad \varepsilon_{i, j} \stackrel{i i d}{\sim}\left(0, \Sigma_{2}\right)
$$

are unobserved, independent random vectors modeling trait variation at the pair and individual levels. Assuming the absence of shared environment, the covariance matrices $\Sigma_{1}, \Sigma_{2} \in \mathbb{R}^{p \times p}$ may be interpreted as the genetic and environmental components of variance.

Since the pioneering work of R. A. Fisher [Fis18], such models have been widely used to decompose the variation of quantitative traits into constituent variance components. The genetic variance is commonly further decomposed into that of additive effects from individual alleles, dominance effects between alleles at the same locus, and epistatic effects between alleles at different loci [Wri35]. Environmental components of variance may be individual-specific, as above, or potentially also shared within families or batches of an experimental protocol. In many applications, for example measuring the heritability of traits, predicting evolutionary response to selection, and correcting for confounding variation from experimental procedures, it is of interest to estimate the individual variance components [FM96, LW98, VHW08].

Classically, variance components may be estimated by examining the resemblance between relatives [Fis18]. In plant and animal populations, this is commonly performed using breeding designs. For example, the additive genetic variance may be estimated via a "half-sib" design corresponding
to the one-way model (1.1). Each group $i$ consists of individuals $j$ bearing a half-sibling relationship, and $4 \Sigma_{1}$ corresponds to the additive genetic variance in the absence of shared environment and epistatis [LW98]. Additional variance due to dominance may be estimated using more complex designs: In the North Carolina I design corresponding to the two-way nested model

$$
\begin{equation*}
\mathbf{y}_{i, j, k}=\boldsymbol{\mu}+\boldsymbol{\alpha}_{i}+\boldsymbol{\beta}_{i, j}+\boldsymbol{\varepsilon}_{i, j, k}, \quad \boldsymbol{\alpha}_{i} \stackrel{i i d}{\sim}\left(0, \Sigma_{1}\right), \quad \boldsymbol{\beta}_{i, j} \stackrel{i i d}{\sim}\left(0, \Sigma_{2}\right), \quad \boldsymbol{\varepsilon}_{i, j, k} \stackrel{i i d}{\sim}\left(0, \Sigma_{3}\right), \tag{1.2}
\end{equation*}
$$

groups $i$ consist of half-siblings (sharing the father) which are further divided into sub-groups $j$ of full-siblings (sharing also the mother). Comparing $\Sigma_{1}$ and $\Sigma_{2}$ provides a measure of variance due to dominance plus shared maternal environment. Variance due to these two effects may, in turn, be disentangled using the North Carolina II design corresponding to the crossed model

$$
\begin{equation*}
\mathbf{y}_{j, k, l}=\boldsymbol{\mu}+\boldsymbol{\beta}_{j}+\boldsymbol{\gamma}_{k}+\boldsymbol{\delta}_{j, k}+\boldsymbol{\varepsilon}_{j, k, l} \tag{1.3}
\end{equation*}
$$

where fathers $j$ are cross-bred to mothers $k$, and $\mathbf{y}_{j, k, l}$ are the traits in the $l^{\text {th }}$ offspring of the mating pair $(j, k)$ [CR48].

The modern era of genome-wide association studies has witnessed a resurgence of mixed effects modeling, where contributions of single-nucleotide polymorphisms (SNPs) to highly polygenic traits are modeled as independent and unobserved random effects [YLGV11, ZCS13, MLH ${ }^{+}$15, LTBS $^{+}$15]. Letting $\mathbf{y}_{i}$ denote the observed traits of individual $i$ with genotypes $\left(u_{i 1}, \ldots, u_{i m}\right)$ at $m$ measured SNPs, the basic infinitesimal model represents $\mathbf{y}_{i}$ as

$$
\begin{equation*}
\mathbf{y}_{i}=\boldsymbol{\mu}+\sum_{j=1}^{m} u_{i j} \boldsymbol{\alpha}_{j}+\boldsymbol{\varepsilon}_{i}, \quad \boldsymbol{\alpha}_{j} \stackrel{i i d}{\sim}\left(0, \Sigma_{1}\right), \quad \boldsymbol{\varepsilon}_{i} \stackrel{i i d}{\sim}\left(0, \Sigma_{2}\right) \tag{1.4}
\end{equation*}
$$

where $\Sigma_{1}$ determines the genetic contribution to trait variation from the measured SNPs. Extensions of this model may divide the SNPs into functional categories, for example corresponding to coding regions or various histone methylation states, and attribute a different covariance $\Sigma_{r}$ to the effects of SNPs in each category $\left[\mathrm{FBSG}^{+} 15\right]$.

These types of mixed effects models are often applied in univariate contexts, $p=1$, to study variation and heritability of individual traits. However, certain questions arising in evolutionary biology require an understanding of the joint variation of multiple, and oftentimes many, phenotypic traits. For example, the evolutionary response of a population to selection is predicted by the breeder's equation [Lus37, Lan79, LA83]

$$
\begin{equation*}
\Delta \boldsymbol{\mu}=G\left(\Sigma^{-1} \mathbf{s}\right) \tag{1.5}
\end{equation*}
$$

Here, $\mathbf{s} \in \mathbb{R}^{p}$ is the selection differential quantifying the effect of selection on each trait in the current generation, $\Delta \boldsymbol{\mu} \in \mathbb{R}^{p}$ is the change in mean trait values inherited in the next generation, $\Sigma$ is the
total population trait covariance, and $G$ is its additive genetic component. Correlation between traits is common at both the genetic and environmental levels [Bar90, WB09], indicating that $G$ and $\Sigma$ are often not diagonal. Hence selection on one trait may cause a response in a correlated trait, and a full understanding of the evolutionary process will likely require an understanding of the variation of high-dimensional multivariate phenotypes [Blo07, Hou10, HGO10]. For studies involving gene-expression phenotypes, trait dimensionality in the several thousands is common $\left[\mathrm{MCM}^{+} 14\right.$, $\left.\mathrm{CMA}^{+} 18\right]$.

In settings of large $p$, important properties of the variance component matrices $\Sigma_{r}$ in the above models are dictated by their spectral structure, and it is often natural to interpret these matrices in terms of their principal component decompositions [Blo07, BM15]. For example, the largest eigenvalues and effective rank of the additive genetic component of covariance indicate the extent to which evolutionary response to natural selection is genetically constrained to a lower dimensional phenotypic subspace, and the principal eigenvectors indicate likely directions of phenotypic response [MH05, HB06, WB09, HMB14, BAC ${ }^{+}$15]. Similar interpretations apply to the spectral structure of variance components that capture variation due to genetic mutation [MAB15, $\mathrm{CMA}^{+} 18$ ].

## Contributions

We study a general multivariate mixed effects linear model with $k$ variance components $\Sigma_{1}, \ldots, \Sigma_{k}$. Classical procedures for estimating these components may be unbiased and asymptotically consistent entrywise as an estimate for the variance of each trait and covariance of each trait pair. However, this does not imply desirable properties for the estimated eigenvalues and eigenvectors when $p$ is large.

To illustrate the problems that may arise, Figure 1.1 depicts the eigenvalues and principal eigenvector of the multivariate analysis of variance (MANOVA) [SR74, SCM09] and multivariate restricted maximum likelihood (REML) [KP69, Mey91] estimates of $\Sigma_{1}$ in the balanced one-way model (1.1). REML estimates were computed by the post-processing procedure described in [Ame85]. In this example, the true group covariance $\Sigma_{1}$ has rank one, representing a single direction of variation. The true error covariance $\Sigma_{2}$ also represents a single true direction of variation which is partially aligned with that of $\Sigma_{1}$, plus additional isotropic noise. Partial alignment of eigenvectors of $\Sigma_{2}$ with those of $\Sigma_{1}$ may be common, for example, in sibling designs where the additive genetic covariance contributes both to $\Sigma_{1}$ and $\Sigma_{2}$. We observe in this setting several problematic phenomena concerning either the MANOVA or REML estimate $\widehat{\Sigma}_{1}$ :

Eigenvalue dispersion. The eigenvalues of $\widehat{\Sigma}_{1}$ are widely dispersed, even though all but one true eigenvalue of $\Sigma_{1}$ is non-zero. In particular, this dispersion causes the MANOVA estimate $\widehat{\Sigma}_{1}$ to not be positive semi-definite.


Figure 1.1: Eigenvalues and principal eigenvector of the MANOVA and REML estimates of $\Sigma_{1}$ in a one-way design with $I=300$ groups of size $J=2$ and $p=300$ traits. The true group covariance is $\Sigma_{1}=6 \mathbf{e}_{1} \mathbf{e}_{1}^{\prime}$ (rank one), and the true error covariance is $\Sigma_{2}=29 \mathbf{v} \mathbf{v}^{\prime}+$ Id where $\mathbf{v}=\frac{1}{2} \mathbf{e}_{1}+\frac{\sqrt{3}}{2} \mathbf{e}_{2}$. Histograms display eigenvalues averaged across 100 simulations. The rightmost plot displays the empirical mean and $90 \%$ ellipsoids for the first two coordinates of the unit-norm principal eigenvector (MANOVA in red and REML in blue), with $\mathbf{e}_{1}$ and $\mathbf{v}$ shown in black.

Eigenvalue aliasing. The estimate $\widehat{\Sigma}_{1}$ exhibits multiple outlier eigenvalues which indicate significant directions of variation, even though the true matrix $\Sigma_{1}$ has rank one.

Eigenvalue bias. The largest eigenvalue of $\widehat{\Sigma}_{1}$ is biased upwards from the true eigenvalue of $\Sigma_{1}$.

Eigenvector aliasing. The principal eigenvector of $\widehat{\Sigma}_{1}$ is not aligned with the true eigenvector of $\Sigma_{1}$, but rather is biased in the direction of the eigenvector of $\Sigma_{2}$.

Several eigenvalue shrinkage and rank-reduced estimation procedures have been proposed to address some of these shortcomings, with associated simulation studies of their performance in low-to-moderate dimensions [HH81, KM04, MK05, MK08, MK10]. In this thesis, we focus on higher-dimensional applications and study these phenomena theoretically and from an asymptotic viewpoint.

We restrict attention to MANOVA-type estimators, and do not further address REML estimation in this work. We impose throughout an assumption of Gaussianity. As a model for the highdimensional applications of interest, we study the asymptotic regime where $n, p \rightarrow \infty$ proportionally. Motivated by the specific models (1.1-1.4), we assume also that the number of realizations of each random effect increases proportionally with $n$ and $p$. Our results are summarized in Chapter 2, and the remaining three chapters are dedicated to the mathematical proofs.

We show that in the presense of high-dimensional noise, the eigenvalues of a MANOVA estimator
$\widehat{\Sigma}$ exhibit a dispersion pattern that is well-approximated by a non-degenerate spectral law $\mu_{0}$. When the noise represented by each variance component is isotropic, a simple reduction to the MarcenkoPastur model [MP67] shows that $\mu_{0}$ is characterized by the Marcenko-Pastur equation (cf. Section 2.2). When the noise is non-isotropic, $\mu_{0}$ may be characterized by the solution of a more general system of fixed-point equations, which we describe in Section 2.5. In both cases, this law $\mu_{0}$ may depend on variance components other than the one estimated by $\widehat{\Sigma}$.

Assuming isotropic noise, we study in greater detail the spiked covariance model of [Joh01] that encapsulates the example of Figure 1.1. In this model, each true variance component $\Sigma_{r}$ may have a small number of spike eigenvalues representing signal directions of variation beyond the isotropic noise. In Section 2.2 , we verify that outlier eigenvalues of $\widehat{\Sigma}$ should not appear under the null hypothesis when such signal eigenvalues are absent, and we establish Tracy-Widom asymptotics for the eigenvalues of $\widehat{\Sigma}$ at the edges of the support of $\mu_{0}$ as a means of testing this null hypothesis.

When signal eigenvalues are present, we show in Section 2.3 that the outlier eigenvalues of the estimate $\widehat{\Sigma}$ may represent a combination of signal eigenvalues and eigenvectors in different variance components. More specifically, each outlier eigenvalue $\hat{\lambda}$ of $\widehat{\Sigma}$ is close to an eigenvalue of a surrogate linear combination of $\Sigma_{1}, \ldots, \Sigma_{k}$, and the corresponding eigenvector is partially aligned with the eigenvector of the surrogate. We use this insight in Section 2.4 to develop a novel procedure for estimating the spike eigenvalues and eigenvectors of any component $\Sigma_{r}$, by identifying alternative matrices $\widehat{\Sigma}$ where the surrogate depends only on the single component $\Sigma_{r}$. We prove that the resulting eigenvalue estimates are asymptotically consistent, while the eigenvector estimates are asymptotically void of aliasing effects.

Our results pertain to general mixed effects models, although we focus special attention on the classical setting of balanced classification designs. This encompasses the models (1.1), (1.2), and (1.3) when group sizes are equal. In such designs, MANOVA estimators are canonically defined, and they coincide with REML estimators if the likelihood is maximized over symmetric matrices $\Sigma_{1}, \ldots, \Sigma_{k}$ without positive definite constraints. Our results and assumptions are more explicit in this setting, and we discuss these specializations in Section 2.6.

## Proof techniques and related literature

Chapters 3, 4, and 5 are devoted to the mathematical proofs of these results, and each may be read independently. Our analyses use techniques of asymptotic random matrix theory, and we provide a necessarily partial summary of related literature here.

In the setting of a global sphericity null hypothesis, Section 2.2 and Chapter 3, our model is closely related to the sample covariance model with a general population covariance matrix $\Sigma$. The eigenvalue distribution of this matrix model in the regime $n, p \rightarrow \infty$ has been studied by many authors, including [MP67, Yin86, Sil95, SB95]. When $\Sigma=\mathrm{Id}$, the limiting eigenvalue law is
commonly called the Marcenko-Pastur distribution. For purposes of hypothesis testing, we focus attention on the extreme eigenvalues at the edges of the spectrum, which were shown to converge to the endpoints of the limiting spectral support for $\Sigma=$ Id in [Gem80, YBK88, BY93] and for general positive semi-definite $\Sigma$ in [BS98]. For $\Sigma=$ Id and complex and real Gaussian data, respectively, [Joh00] and [Joh01] showed that the largest eigenvalue exhibits fluctuations described by the GUE and GOE Tracy-Widom laws of [TW94, TW96]. Generalizations to non-Gaussian data and to the smallest eigenvalue were established in [Sos02, Péc09, FS10, PY14]. For $\Sigma \neq \mathrm{Id}$, the works [Kar07, Ona08] established GUE Tracy-Widom fluctuations of the largest eigenvalue in the complex Gaussian case, under a regularity condition for the rightmost edge introduced in [Kar07]. This was extended to each regular edge of the support in [HHN16]. GOE Tracy-Widom fluctuations for the largest eigenvalue in the real Gaussian setting was proven in [LS16], using techniques different from those of [Kar07, Ona08, HHN16] and based on earlier work for the deformed Wigner model in [LS15]. Universality of these results with respect to the Gaussian assumptions was proven in [BPZ15, KY17]. We generalize the result of [LS16] to establish GOE Tracy-Widom fluctuations at each regular edge of the spectral support, extending the proof to use a discrete Lindeberg swapping argument in place of a continuous flow. We also extend the notion of edge regularity and associated analysis to a model where the analogue of $\Sigma$ may not be positive semi-definite.

In settings where variance components have a spiked structure, Sections 2.3, 2.4, and Chapter 4, our probabilistic results are analogous to those regarding outlier eigenvalues and eigenvectors for the spiked sample covariance model, studied in [BBP05, BS06, Pau07, Nad08, BY08], and our proofs use the matrix perturbation approach of [Pau07] which is related also to the approaches of [BGN11, BGGM11, BY12]. An extra ingredient needed in our proof is a deterministic approximation for arbitrary linear and quadratic functions of entries of the resolvent in the Marcenko-Pastur model. We establish this for spectral arguments separated from the limiting support, building on the local laws for this setting in $\left[\mathrm{BEK}^{+} 14, \mathrm{KY17}\right]$ and using a fluctuation averaging idea inspired by [EYY11, EYY12, EKYY13a, EKYY13b]. We note that new qualitative phenomena emerge in our model which are not present in the setting of spiked sample covariance matrices-outliers may depend on the alignments between population spike eigenvectors in different variance components, and a single spike may generate multiple outliers. This latter phenomenon was observed in a different context in $\left[\mathrm{BBC}^{+} 17\right]$, which studied sums and products of independent unitarily invariant matrices in spiked settings. Our predictions for outlier eigenvalue locations and eigenvector alignments may be shown to coincide with those of $\left[\mathrm{BBC}^{+} 17\right]$ in certain scenarios where the spike eigenvectors of $\Sigma_{1}, \ldots, \Sigma_{k}$ are asymptotically unaligned.

Finally, for general variance components $\Sigma_{1}, \ldots, \Sigma_{k}$, our matrix model is similar to the model of MIMO channels studied in [MS07, DL11] and also has some points of contact with the models studied in [Lix06, CDS11]. We extend the convergence in mean of the empirical spectral measure in [DL11] to almost-sure convergence, and the fixed-point equations which we derive may be shown to coincide
with those of [Lix06, MS07, CDS11, DL11] in common special cases. We formulate our result in terms of a deterministic equivalent spectral law, following [HLN07, CDS11]. However, our proof deviates from the analytical proofs in these works and instead employs a free probability argument inspired by [SV12], which separates the asymptotic approximation from the computation of the fixed-point equations. The approximation argument follows a long line of work establishing asymptotic freeness of large random matrices [Voi91, Dyk95, Voi98, HP00, Col03, CŚ06], in particular in a context of conditional freeness for rectangular matrix models [BG09]. We extend the results of [BG09, SV12] to an asymptotic freeness theorem required for the study of our model. Our computation of the fixed-point equations uses relations between conditional moments, free cumulants, and Cauchy and $\mathcal{R}$-transforms over various sub-algebras, developed in [Spe98, NSS02, SV12].

## Notational conventions

For a square matrix $X, \operatorname{spec}(X)$ is its multiset of eigenvalues (counting multiplicity). For a law $\mu_{0}$ on $\mathbb{R}$, we denote its closed support

$$
\operatorname{supp}\left(\mu_{0}\right)=\left\{x \in \mathbb{R}: \mu_{0}([x-\varepsilon, x+\varepsilon])>0 \text { for all } \varepsilon>0\right\}
$$

$\mathbf{e}_{i}$ is the $i^{\text {th }}$ standard basis vector, Id is the identity matrix, and $\mathbf{1}$ is the all-1's column vector, where dimensions are understood from context. We use $\mathrm{Id}_{n}$ and $\mathbf{1}_{n}$ to explicitly emphasize the dimension $n$.
$\|\cdot\|$ is the Euclidean norm for vectors and the Euclidean operator norm for matrices. $\|\cdot\|_{\text {HS }}$ is the matrix Hilbert-Schmidt norm. $X^{\prime}$ and $X^{*}$ are the transpose and conjugate-transpose of $X . \operatorname{col}(X)$ is the column span of $X$, and $\operatorname{ker}(X)$ is its kernel or null space.
$A \otimes B$ is the matrix tensor product. When $Y$ and $M$ are matrices, $Y \sim \mathcal{N}(M, A \otimes B)$ is shorthand for $\operatorname{vec}\left(Y^{\prime}\right) \sim \mathcal{N}\left(\operatorname{vec}\left(M^{\prime}\right), A \otimes B\right)$, where $\operatorname{vec}\left(Y^{\prime}\right)$ and $\operatorname{vec}\left(M^{\prime}\right)$ are the row-wise vectorizations of $Y$ and $M . \operatorname{diag}\left(A_{1}, \ldots, A_{k}\right)$ is the block-diagonal matrix with diagonal blocks $A_{1}, \ldots, A_{k}$.

For subspaces $U$ and $V, \operatorname{dim}(U)$ is the dimension of $U, U \oplus V$ is the orthogonal direct sum, and $V \ominus U$ is the orthogonal complement of $U$ in $V$.
$\mathbb{C}^{+}$and $\overline{\mathbb{C}^{+}}$are the open and closed upper-half complex planes. For $z \in \mathbb{C}, \operatorname{Im} z$ and $\operatorname{Re} z$ are the real and imaginary parts of $z$. We typically write $z=E+i \eta$ where $E=\operatorname{Re} z$ and $\eta=\operatorname{Im} z$. For $A \subset \mathbb{C}, \operatorname{dist}(z, A)=\inf \{|y-z|: y \in A\}$ is the distance from $z$ to $A$.

## Chapter 2

## Main results

### 2.1 Model

We consider observations $Y \in \mathbb{R}^{n \times p}$ of $p$ traits in $n$ individuals, modeled by a Gaussian mixed effects linear model

$$
\begin{equation*}
Y=X \beta+U_{1} \alpha_{1}+\ldots+U_{k} \alpha_{k}, \quad \alpha_{r} \sim \mathcal{N}\left(0, \operatorname{Id}_{m_{r}} \otimes \Sigma_{r}\right) \quad \text { for } r=1, \ldots, k \tag{2.1}
\end{equation*}
$$

The matrices $\alpha_{1}, \ldots, \alpha_{k}$ are independent, with each matrix $\alpha_{r} \in \mathbb{R}^{m_{r} \times p}$ having independent rows, representing $m_{r}$ (unobserved) realizations of a $p$-dimensional random effect with distribution $\mathcal{N}\left(0, \Sigma_{r}\right)$. The incidence matrix $U_{r} \in \mathbb{R}^{n \times m_{r}}$, which is known from the experimental protocol, determines how the random effect contributes to the observations $Y$. The first term $X \beta$ models possible additional fixed effects, where $X \in \mathbb{R}^{n \times q}$ is a known design matrix of $q$ regressors and $\beta \in \mathbb{R}^{q \times p}$ contains the corresponding regression coefficients.

This model is usually written with an additional residual error term $\varepsilon \in \mathbb{R}^{n \times p}$. We incorporate this by allowing the last random effect to be $\alpha_{k}=\varepsilon$ and $U_{k}=\mathrm{Id}_{n}$. For example, the one-way model (1.1) corresponds to (2.1) where $k=2$. Supposing there are $I$ groups of equal size $J$, we set $m_{1}=I$, $m_{2}=n=I J$, stack the vectors $\mathbf{y}_{i, j}, \boldsymbol{\alpha}_{i}$, and $\varepsilon_{i, j}$ as the rows of $Y, \alpha_{1}$, and $\alpha_{2}$, and identify

$$
X=\mathbf{1}_{n}, \quad \beta=\boldsymbol{\mu}^{\prime}, \quad U_{1}=\operatorname{Id}_{I} \otimes \mathbf{1}_{J}=\left(\begin{array}{ccc}
\mathbf{1}_{J} & &  \tag{2.2}\\
& \ddots & \\
& & \mathbf{1}_{J}
\end{array}\right), \quad U_{2}=\operatorname{Id}_{n}
$$

Here, $X$ is a single all-1's regressor, and $U_{1}$ has $I$ columns indicating the $I$ groups. Similarly, the SNP model (1.4) is an example where $k=2$ and $U_{1} \in \mathbb{R}^{n \times m}$ contains the genotype values. The models (1.2) and (1.3), and extensions of (1.4) to different functional categories for SNPs, correspond
to examples where $k \geq 3$.
Under the general model (2.1), $Y$ has the multivariate normal distribution

$$
\begin{equation*}
Y \sim \mathcal{N}\left(X \beta, U_{1} U_{1}^{\prime} \otimes \Sigma_{1}+\ldots+U_{k} U_{k}^{\prime} \otimes \Sigma_{k}\right) \tag{2.3}
\end{equation*}
$$

The unknown parameters of the model are $\left(\beta, \Sigma_{1}, \ldots, \Sigma_{k}\right)$. We study estimators of $\Sigma_{1}, \ldots, \Sigma_{k}$ which are invariant to $\beta$ and take the form

$$
\begin{equation*}
\widehat{\Sigma}=Y^{\prime} B Y \tag{2.4}
\end{equation*}
$$

where the estimation matrix $B \in \mathbb{R}^{n \times n}$ is symmetric and satisfies $B X=0$. To obtain an estimate of $\Sigma_{r}$, observe that $\mathbb{E}\left[\alpha_{r}^{\prime} M \alpha_{r}\right]=(\operatorname{Tr} M) \Sigma_{r}$ for any matrix $M$. Then, as $\alpha_{1}, \ldots, \alpha_{k}$ are independent with mean 0 ,

$$
\begin{equation*}
\mathbb{E}\left[Y^{\prime} B Y\right]=\sum_{r=1}^{k} \mathbb{E}\left[\alpha_{r}^{\prime} U_{r}^{\prime} B U_{r} \alpha_{r}\right]=\sum_{r=1}^{k} \operatorname{Tr}\left(U_{r}^{\prime} B U_{r}\right) \Sigma_{r} \tag{2.5}
\end{equation*}
$$

So $\widehat{\Sigma}$ is an unbiased estimate of $\Sigma_{r}$ when $B$ satisfies $\operatorname{Tr} U_{r}^{\prime} B U_{r}=1$ and $\operatorname{Tr} U_{s}^{\prime} B U_{s}=0$ for all $s \neq r$.
In balanced classification designs, discussed in greater detail in Section 2.6, the classical MANOVA estimators are obtained by setting $B$ to be combinations of projections onto subspaces of $\mathbb{R}^{n}$. For example, in the one-way model corresponding to (2.2), defining $\pi_{1}, \pi_{2} \in \mathbb{R}^{n \times n}$ as the orthogonal projections onto $\operatorname{col}\left(U_{1}\right) \ominus \operatorname{col}\left(\mathbf{1}_{n}\right)$ and $\mathbb{R}^{n} \ominus \operatorname{col}\left(U_{1}\right)$, the MANOVA estimators of $\Sigma_{1}$ and $\Sigma_{2}$ are given by

$$
\begin{equation*}
\widehat{\Sigma}_{1}=Y^{\prime}\left(\frac{1}{J} \cdot \frac{\pi_{1}}{I-1}-\frac{1}{J} \cdot \frac{\pi_{2}}{n-I}\right) Y, \quad \widehat{\Sigma}_{2}=Y^{\prime} \frac{\pi_{2}}{n-I} Y \tag{2.6}
\end{equation*}
$$

In unbalanced designs and more general models, various alternative choices of $B$ lead to estimators in the generalized MANOVA [SCM09] and MINQUE/MIVQUE families [Rao72, LaM73, SS78].

Motivated by the applications discussed in the introduction, we study spectral properties of the matrix (2.4) in a high-dimensional asymptotic regime.

Assumption 2.1. The number of effects $k$ is fixed while $n, p, m_{1}, \ldots, m_{k} \rightarrow \infty$. There are constants $C, c>0$ such that
(a) (Number of traits) $c<p / n<C$.
(b) (Model design) $c<m_{r} / n<C$ and $\left\|U_{r}\right\|<C$ for each $r=1, \ldots, k$.
(c) (Estimation matrix) $B=B^{\prime}, B X=0$, and $\|B\|<C / n$.
(d) (Covariance) $0 \leq\left\|\Sigma_{r}\right\|<C$ for each $r=1, \ldots, k$.

Assumption 2.1(a) models the high-dimensional setting of interest. In classification designs, Assumption 2.1(b) holds when the number of outer-most groups is proportional to $n$, and groups (and sub-groups) are bounded in size. This encompasses usual implementations of (1.1) and (1.2)
for reasons of optimal experimental design [Rob59a, Rob59b], as well as usual implementations of the crossed design (1.3) where the numbers of fathers, mothers, and offspring in each cross are kept small and $n$ is increased by performing independent replicates (see Example 2.23). In models such as (1.4) where $U_{r}$ is a matrix of genotype values at $m_{r}$ SNPs, Assumption 2.1(b) holds if $m_{r} \asymp n$ and $U_{r}$ is entrywise bounded by $C / \sqrt{n}$. This latter condition is satisfied if genotypes at each SNP are normalized to mean 0 and variance $1 / n$, and SNPs with minor allele frequency below a constant threshold are removed. Under Assumption 2.1(b), the scaling $\|B\|<1 / n$ in Assumption 2.1(c) is then natural to ensure $\operatorname{Tr} U_{r}^{\prime} B U_{r}$ is bounded for each $r=1, \ldots, k$, and hence $\mathbb{E}\left[Y^{\prime} B Y\right]$ is on the same scale as $\Sigma_{1}, \ldots, \Sigma_{k}$. Assumption 2.1(d) fixes the global scaling of the model.

In Sections 2.2-2.5, we discuss results under various further structural assumptions for $\Sigma_{1}, \ldots, \Sigma_{k}$.

### 2.2 Edge fluctuations under sphericity

Consider first the following null hypothesis of "global sphericity", in which each random effect is distributed as isotropic Gaussian noise.

Assumption 2.2. There is a constant $C>0$ such that for each $r=1, \ldots, k$,

$$
\Sigma_{r}=\sigma_{r}^{2} \mathrm{Id}, \quad 0 \leq \sigma_{r}^{2}<C .
$$

In this setting, by a simple observation, the eigenvalue distribution of $\widehat{\Sigma}$ is well-approximated by a law $\mu_{0}$ satisfying the Marcenko-Pastur equation. We show that, under a regularity condition which guarantees uniform square-root density decay at an edge of $\mu_{0}$, the extremal eigenvalue of $\widehat{\Sigma}$ near that edge exhibits real Tracy-Widom fluctuations. This is depicted for an example of the one-way design in Figure 2.1.

The observed eigenvalue near a regular edge may be compared with the quantiles of the TracyWidom law to yield a significance test of the above null hypothesis of global sphericity. Such a test may be performed either for the simple null hypothesis where $\sigma_{1}^{2}, \ldots, \sigma_{k}^{2}$ are fixed and known, or for a composite hypothesis by substituting a $1 / n$-consistent estimate $\hat{\sigma}_{r}^{2}$ for any unknown $\sigma_{r}^{2}$. To yield power against non-isotropic alternatives for a particular covariance $\Sigma_{r}$, we suggest performing the test based on the largest eigenvalue (at the rightmost edge) of the MANOVA estimator for $\Sigma_{r}$.

The study of $\widehat{\Sigma}$ under Assumption 2.2 is simplified by the following observation. Set $N=p$ and $M=m_{1}+\ldots+m_{k}$, and define

$$
F_{r s}=N \sigma_{r} \sigma_{s} U_{r}^{\prime} B U_{s} \in \mathbb{R}^{m_{r} \times m_{s}}, \quad F=\left(\begin{array}{ccc}
F_{11} & \cdots & F_{1 k}  \tag{2.7}\\
\vdots & \ddots & \vdots \\
F_{k 1} & \cdots & F_{k k}
\end{array}\right) \in \mathbb{R}^{M \times M}
$$



Figure 2.1: Eigenvalue fluctuations at the edges of the spectrum for a one-way design. Left: Empirical non-zero eigenvalues of the MANOVA estimate $\widehat{\Sigma}_{1}$, overlaid with the density of the law $\mu_{0}$ (with the point mass at 0 removed). Right: Fluctuations of the largest eigenvalue and smallest positive eigenvalue of $\widehat{\Sigma}_{1}$ across 10000 simulations, compared with the density function and quantiles of the Tracy-Widom law. Center and scale for the Tracy-Widom law are computed as in Theorem 2.6. The setting is $I=150$ groups of size $J=2$ and $p=600$ traits, with $\Sigma_{1}=0$ and $\Sigma_{2}=$ Id.

Proposition 2.3. Under Assumption 2.2, $\widehat{\Sigma} \stackrel{L}{=} X^{\prime} F X$ where $X \in \mathbb{R}^{M \times N}$ has i.i.d. $\mathcal{N}(0,1 / N)$ entries.

Proof. We may represent $\alpha_{r}=\sqrt{N} \sigma_{r} X_{r}$, where $X_{r} \in \mathbb{R}^{m_{r} \times N}$ has i.i.d. $\mathcal{N}(0,1 / N)$ entries. Then, applying $B X=0$,

$$
\widehat{\Sigma}=Y^{\prime} B Y=\sum_{r, s=1}^{k} \alpha_{r}^{\prime} U_{r}^{\prime} B U_{s} \alpha_{s}=\sum_{r, s=1}^{k} X_{r}^{\prime}\left(N \sigma_{r} \sigma_{s} U_{r}^{\prime} B U_{s}\right) X_{s}=\sum_{r, s=1}^{k} X_{r}^{\prime} F_{r s} X_{s}
$$

The result follows upon stacking $X_{1}, \ldots, X_{k}$ row-wise as $X \in \mathbb{R}^{M \times N}$.
Let us call $\widehat{\Sigma}=X^{\prime} F X$ the "Marcenko-Pastur model" [MP67]. If $F$ were positive semi-definite, then $\widehat{\Sigma}$ would have the same non-zero eigenvalues as the sample covariance matrix $F^{1 / 2} X X^{\prime} F^{1 / 2}$, where $F$ represents the population covariance. The matrices $B$ and $F$ in (2.7) may not be positive
semi-definite. However, many spectral properties of this model are nonetheless well-understood-we review this in greater detail in Chapter 3.

It is known that the asymptotic spectrum of $\widehat{\Sigma}$ is described by the Marcenko-Pastur equation:
Theorem 2.4. Let $F \in \mathbb{R}^{M \times M}$ be symmetric, and suppose there are constants $C, c>0$ such that $c<M / N<C$ and $\|F\|<C$. Let $\widehat{\Sigma}=X^{\prime} F X$ where $X \in \mathbb{R}^{M \times N}$ has i.i.d. $\mathcal{N}(0,1 / N)$ entries. Let $\mu_{\widehat{\Sigma}}=N^{-1} \sum_{i=1}^{N} \delta_{\lambda_{i}(\widehat{\Sigma})}$ be its empirical spectral distribution.

Then for each $z \in \mathbb{C}^{+}$, there is a unique value $m_{0}(z) \in \mathbb{C}^{+}$which satisfies

$$
\begin{equation*}
z=-\frac{1}{m_{0}(z)}+\frac{1}{N} \operatorname{Tr}\left(F\left[\operatorname{Id}+m_{0}(z) F\right]^{-1}\right) \tag{2.8}
\end{equation*}
$$

This function $m_{0}: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$defines the Stieltjes transform of a probability distribution $\mu_{0}$ on $\mathbb{R}$. As $N, M \rightarrow \infty, \mu_{\widehat{\Sigma}}-\mu_{0} \rightarrow 0$ weakly almost surely.

Proof. See [MP67, Sil95, SB95] in the setting where $M / N$ converges to a positive constant and the spectral distribution of $F$ converges to a limit distribution. The above formulation follows from Prohorov's theorem and a subsequence argument.

Denote the $\delta$-neighborhood of the support of $\mu_{0}$ by

$$
\operatorname{supp}\left(\mu_{0}\right)_{\delta}=\left\{x \in \mathbb{R}: \operatorname{dist}\left(x, \operatorname{supp}\left(\mu_{0}\right)\right)<\delta\right\}
$$

(Let us emphasize that $\mu_{0}$ and its support depend on $N, M, F$, although we suppress this dependence notationally.) Then all eigenvalues of $\widehat{\Sigma}$ fall within $\operatorname{supp}\left(\mu_{0}\right)_{\delta}$ with high probability:

Theorem 2.5. Fix any constants $\delta, D>0$. Under the assumptions of Theorem 2.4, for a constant $N_{0}(\delta, D)>0$ and all $N \geq N_{0}(\delta, D)$,

$$
\mathbb{P}\left[\operatorname{spec}(\widehat{\Sigma}) \subset \operatorname{supp}\left(\mu_{0}\right)_{\delta}\right]>1-N^{-D}
$$

Proof. See [BS98, KY17] for positive definite $F$, and Appendix A for an extension of the proof to general $F$.

Call $E_{*} \in \mathbb{R}$ a (left or right) edge of $\mu_{0}$ if it is a (left or right) boundary point of $\operatorname{supp}\left(\mu_{0}\right)$. Under a certain regularity condition, quantified by a constant $\tau>0$ and stated precisely in Definition 3.5, $E_{*}$ has uniform separation from other edges of $\mu_{0}$, and $\mu_{0}$ admits a density $f_{0}(x)$ in a neighborhood of $E_{*}$ which exhibits uniform square-root decay. For such an edge $E_{*}$, there is a value $\gamma>0$ such that $f_{0}(x) \sim(\gamma / \pi) \sqrt{\left(E_{*}-x\right)_{+}}$as $x \rightarrow E_{*}$ if $E_{*}$ is a right edge, or $f_{0}(x) \sim(\gamma / \pi) \sqrt{\left(x-E_{*}\right)_{+}}$if $E_{*}$ is a left edge. We call $\gamma$ the associated scale of $E_{*}$. In this setting, we prove the following result, where $\mu_{T W}$ is the GOE Tracy-Widom law [TW96].

Theorem 2.6. Under the assumptions of Theorem 2.4, suppose $E_{*}$ is an edge of $\mu_{0}$ that is $\tau$-regular in the sense of Definition 3.5 for a constant $\tau>0$. Let $\gamma$ be the scale of $E_{*}$. Then there exists a ( $\tau$-dependent) constant $\delta$ such that as $N, M \rightarrow \infty$,
(a) If $E_{*}$ is a right edge and $\lambda_{\max }$ is the largest eigenvalue of $\widehat{\Sigma}$ in $\left[E_{*}-\delta, E_{*}+\delta\right]$, then

$$
(\gamma N)^{2 / 3}\left(\lambda_{\max }-E_{*}\right) \xrightarrow{L} \mu_{T W} .
$$

(b) If $E_{*}$ is a left edge and $\lambda_{\min }$ is the smallest eigenvalue of $\widehat{\Sigma}$ in $\left[E_{*}-\delta, E_{*}+\delta\right]$, then

$$
(\gamma N)^{2 / 3}\left(E_{*}-\lambda_{\min }\right) \xrightarrow{L} \mu_{T W} .
$$

Chapter 3 is devoted to the proof of this result. Convergence in law here is interpreted as follows: Let $F_{1}$ denote the cumulative distribution function of $\mu_{T W}$, and fix $x \in \mathbb{R}$. Then

$$
\left|\mathbb{P}\left[(\gamma N)^{2 / 3}\left(\lambda_{\max }-E_{*}\right) \leq x\right]-F_{1}(x)\right| \leq o(1)
$$

where $o(1)$ denotes an $(x, \tau)$-dependent error term which vanishes to 0 as $N, M \rightarrow \infty$.
Theorem 2.6 provides a method of testing the global sphericity null hypothesis in Assumption 2.2 using the observed eigenvalues of $\widehat{\Sigma}=Y^{\prime} B Y$, for any fixed estimation matrix $B$. In detail, a test based on the largest eigenvalue of $\widehat{\Sigma}$ may be performed as follows:

1. Construct the matrix $F$ in (2.7), where $N=p$.
2. Plot the function

$$
\begin{equation*}
z_{0}(m)=-\frac{1}{m}+\frac{1}{N} \operatorname{Tr}\left(F[\operatorname{Id}+m F]^{-1}\right) \tag{2.9}
\end{equation*}
$$

over $m \in \mathbb{R}$, and locate the value $m_{*}$ closest to 0 such that $z_{0}^{\prime}\left(m_{*}\right)=0$ and $m_{*}<0$.
3. Compute $E_{*}$ and $\gamma$ as $E_{*}=z_{0}\left(m_{*}\right)$ and $\gamma=\sqrt{2 / z_{0}^{\prime \prime}\left(m_{*}\right)}$.
4. Reject the sphericity null hypothesis at level $\alpha$ if $(\gamma N)^{2 / 3}\left(\lambda_{\max }-E_{*}\right)$ exceeds the $1-\alpha$ quantile of the real Tracy-Widom law $\mu_{T W}$.

Proposition 3.3 in Chapter 3 verifies that $E_{*}$ and $\gamma$ are the rightmost edge of $\mu_{0}$ and its associated scale. Regularity of this edge is a mild assumption, which holds, for example, under the following condition.

Proposition 2.7. Under the assumptions of Theorem 2.4, suppose there exists a constant $c>0$ such that the largest eigenvalue of $F$ is at least $c$ and has multiplicity at least $c M$. Then the rightmost edge $E_{*}$ of $\mu_{0}$ is $\tau$-regular for a constant $\tau>0$.

We will verify this condition for balanced classification designs in Section 2.6. In more general settings, a diagnostic check of edge regularity may be performed by visual inspection of the plot of $z_{0}(m)$, and we refer to Definition 3.5 for details.

Example 2.8. The below table displays the accuracy of the Tracy-Widom approximation for several instances of the one-way design with $n=I J$ individuals and $J$ individuals per group, in the setting $\sigma_{1}^{2}=0$ and $\sigma_{2}^{2}=1$.

|  | $n=p$ |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $F_{1}$ | $J=2$ | $J=5$ | $J=10$ | $J=2$ | $J=5$ | $J=10$ | $2 \times \mathrm{SE}$ |
| $p=20$ | 0.90 | 0.941 | 0.949 | 0.959 | 0.931 | 0.934 | 0.940 | $(0.005)$ |
|  | 0.95 | 0.973 | 0.977 | 0.983 | 0.968 | 0.969 | 0.971 | $(0.003)$ |
|  | 0.99 | 0.995 | 0.997 | 0.997 | 0.994 | 0.994 | 0.993 | $(0.002)$ |
| $p=100$ | 0.90 | 0.926 | 0.928 | 0.934 | 0.920 | 0.916 | 0.919 | $(0.005)$ |
|  | 0.95 | 0.964 | 0.967 | 0.968 | 0.960 | 0.958 | 0.961 | $(0.004)$ |
|  | 0.99 | 0.993 | 0.995 | 0.995 | 0.992 | 0.991 | 0.992 | $(0.002)$ |
|  | 0.90 | 0.914 | 0.920 | 0.919 | 0.916 | 0.915 | 0.921 | $(0.006)$ |
| $p=500$ | 0.95 | 0.958 | 0.961 | 0.960 | 0.957 | 0.957 | 0.962 | $(0.004)$ |
|  | 0.99 | 0.992 | 0.993 | 0.993 | 0.992 | 0.992 | 0.993 | $(0.002)$ |

Displayed are the empirical cumulative probabilities for $(\gamma N)^{2 / 3}\left(\lambda_{\max }-E_{*}\right)$ at the theoretical 90th, 95th, and 99th percentiles of the Tracy-Widom law, estimated across 10000 simulations. Here, $\lambda_{\max }$ is the largest eigenvalue of the MANOVA estimate $\widehat{\Sigma}_{1}$, and $E_{*}$ and $\gamma$ are the center and scale for the rightmost edge of $\mu_{0}$. The final column gives approximate standard errors based on binomial sampling. We observe a conservative bias, particularly at small values of $n$ and $p$.

Constructing $F$ and computing $z_{0}(m)$ requires knowledge of $\sigma_{1}^{2}, \ldots, \sigma_{k}^{2}$. To test a composite hypothesis in which any $\sigma_{r}^{2}$ is unknown, it may be replaced by a $1 / n$-consistent estimate $\hat{\sigma}_{r}^{2}$ :

Proposition 2.9. Fix $r \in\{1, \ldots, k\}$ and let $\widehat{\Sigma}=Y^{\prime} B Y$ be an unbiased estimator for $\Sigma_{r}$. Let $\hat{\sigma}^{2}=p^{-1} \operatorname{Tr} \widehat{\Sigma}$. Then under Assumptions 2.1 and 2.2 , for any $\varepsilon, D>0$ and all $n \geq n_{0}(\varepsilon, D)$,

$$
\mathbb{P}\left[\left|\hat{\sigma}^{2}-\sigma_{r}^{2}\right|>n^{-1+\varepsilon}\right]<n^{-D}
$$

Proof. Note that $\mathbb{E}\left[\hat{\sigma}^{2}\right]=\sigma_{r}^{2}$. Writing $\widehat{\Sigma}=X^{\prime} F X$ where $X$ has $\mathcal{N}(0,1 / N)$ entries and $F$ is defined by (2.7), we have

$$
\hat{\sigma}^{2}=N^{-1} \operatorname{Tr} X^{\prime} F X=\operatorname{vec}(X)^{\prime} A \operatorname{vec}(X)
$$

where $A=N^{-1} \operatorname{Id}_{N} \otimes F$ and $\operatorname{vec}(X)$ is the column-wise vectorization of $X$. The condition $\mathbb{E}\left[\hat{\sigma}^{2}\right]=\sigma_{r}^{2}$ implies $N^{-1} \operatorname{Tr} A=\sigma_{r}^{2}$. We have $\|A\|_{\mathrm{HS}}^{2}=N^{-1}\|F\|_{\mathrm{HS}}^{2}<C$ for a constant $C>0$, so the result follows
from the Hanson-Wright inequality (see Lemma 4.6).
Consequently, letting $\widehat{E}_{*}$ and $\hat{\gamma}$ be the rightmost edge and associated scale of the law $\hat{\mu}_{0}$ defined by replacing any of $\sigma_{1}^{2}, \ldots, \sigma_{k}^{2}$ by $\hat{\sigma}_{1}^{2}, \ldots, \hat{\sigma}_{k}^{2}$, one may check that when $E_{*}$ is regular,

$$
\mathbb{P}\left[\left|\widehat{E}_{*}-E_{*}\right|>n^{-1+\varepsilon}\right]<n^{-D}, \quad \mathbb{P}\left[|\hat{\gamma}-\gamma|>n^{-1+\varepsilon}\right]<n^{-D}
$$

Then the conclusion of Theorem 2.6 remains asymptotically valid using $\widehat{E}_{*}$ and $\hat{\gamma}$.

### 2.3 Outliers in the spiked model

We next consider spiked perturbations of the sphericity null hypothesis in Assumption 2.2.
Assumption 2.10. There are constants $C, \bar{C}>0$ such that for each $r=1, \ldots, k$,

$$
\Sigma_{r}=\sigma_{r}^{2} \mathrm{Id}+V_{r} \Theta_{r} V_{r}^{\prime}
$$

where $V_{r} \in \mathbb{R}^{p \times l_{r}}$ has orthonormal columns, $\Theta_{r} \in \mathbb{R}^{l_{r} \times l_{r}}$ is diagonal, $0 \leq \sigma_{r}^{2}<C, 0 \leq l_{r}<C$, and $\left\|\Theta_{r}\right\|<\bar{C}$. (We set $V_{r} \Theta_{r} V_{r}^{\prime}=0$ when $l_{r}=0$.)

Hence each $\Sigma_{r}$ has an isotropic noise level $\sigma_{r}^{2}$ (possibly 0 if $\Sigma_{r}$ is low-rank) and a bounded number of signal eigenvalues greater than this noise level. We allow $\sigma_{r}^{2}, l_{r}, V_{r}$, and $\Theta_{r}$ to vary with $n$ and $p$. We will be primarily interested in scenarios where at least one variance $\sigma_{1}^{2}, \ldots, \sigma_{k}^{2}$ is of size $O(1)$, although let us remark that setting $\sigma_{1}^{2}=\ldots=\sigma_{k}^{2}=0$ also recovers the classical low-dimensional asymptotic regime where the true dimension of the data is bounded as $n \rightarrow \infty$.

In this setting, Theorem 2.5 implies that only a constant number of eigenvalues of $\widehat{\Sigma}$ should fall far from $\operatorname{supp}\left(\mu_{0}\right)$. Let us call these eigenvalues the outliers. We show that there is a family of matrices

$$
\begin{equation*}
t(\lambda) \cdot \Sigma=t_{1}(\lambda) \Sigma_{1}+\ldots+t_{k}(\lambda) \Sigma_{k} \tag{2.10}
\end{equation*}
$$

such that each outlier eigenvalue $\hat{\lambda} \in \operatorname{spec}(\hat{\Sigma})$ is close to a value $\lambda$ that is an eigenvalue of $t(\lambda) \cdot \Sigma$. When $\widehat{\Sigma}$ is the MANOVA estimator of a variance component $\Sigma_{r}$, we may interpret this matrix as a "surrogate" for the true matrix $\Sigma_{r}$ of interest. If $\hat{\lambda}$ is separated from other eigenvalues of $\widehat{\Sigma}$, we show furthermore that its eigenvector $\hat{\mathbf{v}}$ is partially aligned with the eigenvector of $t(\lambda) \cdot \Sigma$, and $\hat{\lambda}$ has asymptotic Gaussian fluctuations on the scale $n^{-1 / 2}$. Proofs of these results are contained in Chapter 4.

Let $\mathcal{S} \subset \mathbb{R}^{p}$ be the combined column span of $V_{1}, \ldots, V_{k}$, where $\mathcal{S}=\emptyset$ if $l_{1}=\ldots=l_{k}=0$. Set

$$
L=\operatorname{dim} \mathcal{S}, \quad N=p-L, \quad M=m_{1}+\ldots+m_{k}
$$

and define $F$ as in (2.7) with the above values $N$ and $M$. Let $m_{0}(z)$ be the Stieltjes transform of the law $\mu_{0}$ in Theorem 2.4, defined for all $z \in \mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$ via

$$
\begin{equation*}
m_{0}(z)=\int_{\mathbb{R}} \frac{1}{x-z} \mu_{0}(d x) \tag{2.11}
\end{equation*}
$$

Let $\operatorname{Tr}_{r}$ denote the trace of the $(r, r)$ block in the $k \times k$ block decomposition of $\mathbb{C}^{M \times M}$ corresponding to $M=m_{1}+\ldots+m_{k}$. For $z \in \mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$, define

$$
\begin{equation*}
T(z)=z \operatorname{Id}-\sum_{r=1}^{k} t_{r}(z) \Sigma_{r}, \quad t_{r}(z)=\frac{1}{N \sigma_{r}^{2}} \operatorname{Tr}_{r}\left(F\left[\operatorname{Id}+m_{0}(z) F\right]^{-1}\right) \tag{2.12}
\end{equation*}
$$

Here, if $\sigma_{r}^{2}=0$, then $t_{r}(z)$ remains well-defined by the identity

$$
\begin{equation*}
F\left[\operatorname{Id}+m_{0}(z) F\right]^{-1}=-m_{0}(z) F\left[\operatorname{Id}+m_{0}(z) F\right]^{-1} F+F \tag{2.13}
\end{equation*}
$$

and the definition of $F$ in (2.7). Let

$$
\begin{equation*}
\Lambda_{0}=\left[\lambda \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right): 0=\operatorname{det}(T(\lambda))\right] \tag{2.14}
\end{equation*}
$$

be the multiset of real roots of the function $z \mapsto \operatorname{det}(T(z))$, counted with their analytic multiplicities. We record here the following alternative definition of $T(z)$, and properties of $T(z)$ and $\Lambda_{0}$.

Proposition 2.11 (Properties of $T(z)$ ).
(a) The matrix $T(z)$ is equivalently defined as

$$
\begin{equation*}
T(z)=-\frac{1}{m_{0}(z)} \operatorname{Id}-\sum_{r=1}^{k} t_{r}(z) V_{r} \Theta_{r} V_{r}^{\prime} \tag{2.15}
\end{equation*}
$$

(b) For each $z \in \mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$, $\operatorname{ker} T(z) \subseteq \mathcal{S}$.
(c) For $\lambda \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right), \partial_{\lambda} T(\lambda)-\operatorname{Id}$ is positive semi-definite.
(d) For $\lambda \in \Lambda_{0}$, its multiplicity as a root of $0=\operatorname{det}(T(\lambda))$ is equal to $\operatorname{dim} \operatorname{ker} T(\lambda)$.

Proof. By conjugation symmetry and continuity, the Marcenko-Pastur identity (2.8) holds for each $z \in \mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$. Part (a) then follows from substituting $\Sigma_{r}=\sigma_{r}^{2} \operatorname{Id}+V_{r} \Theta_{r} V_{r}^{\prime}$ and applying (2.8). Part (b) follows from (a), as $T(z)$ is the direct sum of an operator on $\mathcal{S}$ and a non-zero multiple of Id on the orthogonal complement $\mathcal{S}^{\perp}$. Differentiating (2.11), $\partial_{\lambda} m_{0}(\lambda)>0$ for each $\lambda \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$, so $\partial_{\lambda} t_{r}=-\left(N \sigma_{r}^{2}\right)^{-1}\left(\partial_{\lambda} m_{0}\right) \operatorname{Tr}_{r} F\left(\operatorname{Id}+m_{0} F\right)^{-2} F \leq 0$. Then part (c) follows from (2.12). For $\lambda \in \Lambda_{0}$, this implies each eigenvalue $\mu_{i}(\lambda)$ of $T(\lambda)$ satisfies $\mu_{i}(\lambda)-\mu_{i}\left(\lambda^{\prime}\right) \asymp\left(\lambda-\lambda^{\prime}\right)$ as $\lambda^{\prime} \rightarrow \lambda$, so $\left|\operatorname{det} T\left(\lambda^{\prime}\right)\right| \asymp\left|\lambda-\lambda^{\prime}\right|^{d}$ for $d=\operatorname{dim} \operatorname{ker} T(\lambda)$. This yields (d).


Figure 2.2: Outlier predictions for the MANOVA estimate $\widehat{\Sigma}_{1}$ in a one-way design. The population covariances are $\Sigma_{1}=6 \mathbf{e}_{1} \mathbf{e}_{1}^{\prime}$ and $\Sigma_{2}=29 \mathbf{v} \mathbf{v}^{\prime}+\mathrm{Id}$, where $\mathbf{v}=\frac{1}{2} \mathbf{e}_{1}+\frac{\sqrt{3}}{2} \mathbf{e}_{2}$. Left: Mean eigenvalue locations of $\widehat{\Sigma}_{1}$ across 10000 simulations, with black dots on the axis indicating the predicted values $\lambda \in \Lambda_{0}$. Right: Means and $90 \%$ ellipsoids for the projections of the three outlier eigenvectors onto $\mathcal{S}=\operatorname{col}\left(\mathbf{e}_{1}, \mathbf{e}_{2}\right)$, with black dots indicating the predictions of Theorem 2.13. The simulated setting is $I=300$ groups of size $J=2$, and $p=300$ traits.

For two finite multisets $A, B \subset \mathbb{R}$, define

$$
\text { ordered-dist }(A, B)= \begin{cases}\infty & \text { if }|A| \neq|B| \\ \max _{i}\left(\left|a_{(i)}-b_{(i)}\right|\right) & \text { if }|A|=|B|\end{cases}
$$

where $a_{(i)}$ and $b_{(i)}$ are the ordered values of $A$ and $B$ counting multiplicity. The following shows that the outlier eigenvalues of $\widehat{\Sigma}$ are close to the elements of $\Lambda_{0}$. Note that by (2.12), each $\lambda \in \Lambda_{0}$ is an eigenvalue of the surrogate matrix $t_{1}(\lambda) \Sigma_{1}+\ldots+t_{k}(\lambda) \Sigma_{k}$.

Theorem 2.12 (Outlier locations). Fix constants $\delta, \varepsilon, D>0$. Then under Assumptions 2.1 and 2.10, for a constant $n_{0}(\delta, \varepsilon, D)>0$ and all $n \geq n_{0}(\delta, \varepsilon, D)$, with probability at least $1-n^{-D}$ there exist $\Lambda_{\delta} \subseteq \Lambda_{0}$ and $\hat{\Lambda}_{\delta} \subseteq \operatorname{spec}(\widehat{\Sigma})$, containing all elements of these multisets outside $\operatorname{supp}\left(\mu_{0}\right)_{\delta}$, such that

$$
\operatorname{ordered}-\operatorname{dist}\left(\Lambda_{\delta}, \hat{\Lambda}_{\delta}\right)<n^{-1 / 2+\varepsilon}
$$

The multiset $\Lambda_{0}$ represents a theoretical prediction for the locations of the outlier eigenvalues of $\widehat{\Sigma}$ —this is depicted in Figure 2.2 for an example of the one-way design. We clarify that $\Lambda_{0}$ is deterministic but $n$-dependent, and it may contain values arbitrarily close to $\operatorname{supp}\left(\mu_{0}\right)$. Hence we state the result as a matching between two sets $\Lambda_{\delta}$ and $\widehat{\Lambda}_{\delta}$ rather than the convergence of outlier eigenvalues of $\widehat{\Sigma}$ to a fixed set $\Lambda_{0}$. We allow $\Lambda_{\delta}$ and $\widehat{\Lambda}_{\delta}$ to contain values within $\operatorname{supp}\left(\mu_{0}\right)_{\delta}$ so as to match values of the other set close to the boundaries of $\operatorname{supp}\left(\mu_{0}\right)_{\delta}$.

Remark. In the setting of sample covariance matrices $\widehat{\Sigma}$ for i.i.d. multivariate samples, there is a phase transition phenomenon in which spike values greater than a certain threshold yield outlier
eigenvalues in $\widehat{\Sigma}$, while spike values less than this threshold do not [BBP05, BS06, Pau07]. This phenomenon occurs also in our setting and is implicitly captured by the cardinality $\left|\Lambda_{0}\right|$, which represents the number of predicted outlier eigenvalues of $\widehat{\Sigma}$. In particular, $\Lambda_{0}$ will be empty if the spike values of $\Theta_{1}, \ldots, \Theta_{k}$ are sufficiently small. However, the phase transition thresholds and predicted outlier eigenvalue locations in our setting are defined jointly by $\Theta_{1}, \ldots, \Theta_{k}$ and the alignments between $V_{1}, \ldots, V_{k}$, rather than by the individual spectra of $\Sigma_{1}, \ldots, \Sigma_{k}$.

We next describe eigenvector alignments and eigenvalue fluctuations for isolated outliers $\hat{\lambda} \in$ $\operatorname{spec}(\widehat{\Sigma})$. Let $P_{\mathcal{S}}$ and $P_{\mathcal{S}^{\perp}}$ denote the orthogonal projections onto $\mathcal{S}$ and its orthogonal complement.

Theorem 2.13 (Eigenvector alignments). Fix constants $\delta, \varepsilon, D>0$. Suppose $\lambda \in \Lambda_{0} \backslash \operatorname{supp}\left(\mu_{0}\right)_{\delta}$ has multiplicity one, and $\left|\lambda-\lambda^{\prime}\right| \geq \delta$ for all other $\lambda^{\prime} \in \Lambda_{0}$. Let $\mathbf{v}$ be the unit vector in $\operatorname{ker} T(\lambda)$, and let $\hat{\mathbf{v}}$ be the unit eigenvector of the eigenvalue $\hat{\lambda}$ of $\widehat{\Sigma}$ closest to $\lambda$. Then, under Assumptions 2.1 and 2.10,
(a) For all $n \geq n_{0}(\delta, \varepsilon, D)$ and some choice of $\operatorname{sign}$ for $\mathbf{v}$, with probability at least $1-n^{-D}$,

$$
\left\|P_{\mathcal{S}} \hat{\mathbf{v}}-\left(\mathbf{v}^{\prime} \partial_{\lambda} T(\lambda) \mathbf{v}\right)^{-1 / 2} \mathbf{v}\right\|<n^{-1 / 2+\varepsilon}
$$

(b) $P_{\mathcal{S} \perp} \hat{\mathbf{v}} /\left\|P_{\mathcal{S} \perp}+\hat{\mathbf{v}}\right\|$ is uniformly distributed over unit vectors in $\mathcal{S}^{\perp}$ and is independent of $P_{\mathcal{S}} \hat{\mathbf{v}}$.

Thus $\left(\mathbf{v}^{\prime} \partial_{\lambda} T(\lambda) \mathbf{v}\right)^{-1 / 2} \mathbf{v}$ represents a theoretical prediction for the projection of the sample eigenvector $\hat{\mathbf{v}}$ onto the subspace $\mathcal{S}$-this is also displayed in Figure 2.2 for the one-way design. Here, $\left(\mathbf{v}^{\prime} \partial_{\lambda} T(\lambda) \mathbf{v}\right)^{-1 / 2}$ is the predicted inner-product alignment between $\mathbf{v}$ and $\hat{\mathbf{v}}$, which by Proposition $2.11(\mathrm{c})$ is at most 1.

Next, let $\|\cdot\|_{r s}$ denote the Hilbert-Schmidt norm of the $(r, s)$ block in the $k \times k$ block decomposition of $\mathbb{C}^{M \times M}$. Define

$$
\begin{equation*}
w_{r s}(z)=\frac{\left\|F\left(\operatorname{Id}+m_{0}(z) F\right)^{-1}\right\|_{r s}^{2}}{N \sigma_{r}^{2} \sigma_{s}^{2}} \tag{2.16}
\end{equation*}
$$

where this is again well-defined by $(2.13)$ even if $\sigma_{r}^{2}=0$ and/or $\sigma_{s}^{2}=0$.
Theorem 2.14 (Gaussian fluctuations). Fix $\delta>0$. Suppose $\lambda \in \Lambda_{0} \backslash \operatorname{supp}\left(\mu_{0}\right)_{\delta}$ has multiplicity one, and $\left|\lambda-\lambda^{\prime}\right| \geq \delta$ for all other $\lambda^{\prime} \in \Lambda_{0}$. Let $\mathbf{v}$ be the unit vector in $\operatorname{ker} T(\lambda)$, and let $\hat{\lambda}$ be the eigenvalue of $\widehat{\Sigma}$ closest to $\lambda$. Then under Assumptions 2.1 and 2.10,

$$
\nu(\lambda)^{-1 / 2}(\hat{\lambda}-\lambda) \rightarrow \mathcal{N}(0,1)
$$

where

$$
\nu(\lambda)=\frac{2}{N\left(\mathbf{v}^{\prime} \partial_{\lambda} T(\lambda) \mathbf{v}\right)^{2}}\left(\frac{\left(\mathbf{v}^{\prime} \partial_{\lambda} T(\lambda) \mathbf{v}-1\right)^{2}}{\partial_{\lambda} m_{0}(\lambda)}+\sum_{r, s=1}^{k} w_{r s}(\lambda)\left(\mathbf{v}^{\prime} \Sigma_{r} \mathbf{v}\right)\left(\mathbf{v}^{\prime} \Sigma_{s} \mathbf{v}\right)\right) .
$$

Furthermore, $\nu(\lambda)>c / n$ for a constant $c>0$.


Figure 2.3: Outlier eigenvalue fluctuations in a one-way design. Displayed are fluctuations of the largest outlier eigenvalue of $\widehat{\Sigma}_{1}$ across 10000 simulations, compared with the density function and quantiles of the Gaussian distribution with mean and variance given in Theorem 2.14. The simulated setting is $I=300$ groups of size $J=2, p=300$ traits, and (top) $\Sigma_{1}=6 \mathbf{e}_{1} \mathbf{e}_{1}^{\prime}$ and $\Sigma_{2}=29 \mathbf{v} \mathbf{v}^{\prime}+$ Id where $\mathbf{v}=\frac{1}{2} \mathbf{e}_{1}+\frac{\sqrt{3}}{2} \mathbf{e}_{2}$, or (bottom) $\Sigma_{1}=6 \mathbf{e}_{1} \mathbf{e}_{1}^{\prime}$ and $\Sigma_{2}=$ Id.

Figure 2.3 illustrates the accuracy of this Gaussian approximation for two settings of the one-way design. We observe that the approximation is fairly accurate in a setting with a single outlier, but (in the simulated sample sizes $n=600$ and $p=300$ ) does not adequately capture a skew in the outlier distribution in a setting with an additional positive outlier produced by a large spike in $\Sigma_{2}$. This skew is reduced in examples where there is increased separation between these two positive outliers.

Example 2.15. In the setting of large population spike eigenvalues, it is illustrative to understand the predictions of Theorem 2.12 using a Taylor expansion. Let us carry this out for the MANOVA estimator $\widehat{\Sigma}_{1}$ for a balanced one-way design (1.1) with $I$ groups of $J$ individuals.

Recalling the form (2.6) for $\widehat{\Sigma}_{1}$, the computation in Proposition 2.24(b) for general balanced designs will yield, in this setting, the explicit expressions

$$
t_{1}(\lambda)=\frac{(I-1) J}{(I-1) J+N\left(J \sigma_{1}^{2}+\sigma_{2}^{2}\right) m_{0}(\lambda)}
$$

$$
t_{2}(\lambda)=\frac{I-1}{(I-1) J+N\left(J \sigma_{1}^{2}+\sigma_{2}^{2}\right) m_{0}(\lambda)}-\frac{n-I}{(n-I) J-N \sigma_{2}^{2} m_{0}(\lambda)}
$$

Suppose first that there is a single large spike eigenvalue $\mu=\theta+\sigma_{1}^{2}$ in $\Sigma_{1}$, and no spike eigenvalues in $\Sigma_{2}$. Theorem 2.12 and the form (2.15) for $T(\lambda)$ indicate that outlier eigenvalues should appear near the locations

$$
\Lambda_{0}=\left[\lambda \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right): m_{0}(\lambda) t_{1}(\lambda)=-1 / \theta\right]
$$

Proposition A. 2 verifies that $m_{0}$ is injective on $\mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$. Hence $m_{0}(\lambda) t_{1}(\lambda)$ is also injective, so $\left|\Lambda_{0}\right| \leq 1$. Applying a Taylor expansion around $\lambda=\infty$, we obtain from (2.8)

$$
\begin{aligned}
m_{0}(\lambda) & =-\frac{1}{\lambda}-\frac{1}{\lambda^{2}} \cdot \frac{1}{N} \operatorname{Tr} F+O\left(1 / \lambda^{3}\right)=-\frac{1}{\lambda}-\frac{\sigma_{1}^{2}}{\lambda^{2}}+O\left(1 / \lambda^{3}\right) \\
m_{0}(\lambda) t_{1}(\lambda) & =-\frac{1}{\lambda}-\frac{1}{\lambda^{2}}\left(\sigma_{1}^{2}+\frac{N}{(I-1) J}\left(J \sigma_{1}^{2}+\sigma_{2}^{2}\right)\right)+O\left(1 / \lambda^{3}\right)
\end{aligned}
$$

where $N=p-1$. For large $\theta$ and $\mu$, solving $m_{0}(\lambda) t_{1}(\lambda)=-1 / \theta$ yields

$$
\lambda \approx \theta+\sigma_{1}^{2}+c_{1}=\mu+c_{1}, \quad c_{1}=\frac{N}{(I-1) J}\left(J \sigma_{1}^{2}+\sigma_{2}^{2}\right)
$$

So we expect to observe one outlier with an approximate upward bias of $c_{1}$.
Next, suppose there is a single large spike eigenvalue $\mu=\theta+\sigma_{2}^{2}$ in $\Sigma_{2}$, and no spike eigenvalues in $\Sigma_{1}$. Then we expect outlier eigenvalues near the locations

$$
\Lambda_{0}=\left[\lambda \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right): m_{0}(\lambda) t_{2}(\lambda)=-1 / \theta\right]
$$

Since $m_{0}(\lambda)$ is injective and the condition $m_{0}(\lambda) t_{2}(\lambda)=-1 / \theta$ is quadratic in $m_{0}(\lambda)$, we obtain $\left|\Lambda_{0}\right| \leq 2$. Taylor expanding around $|\lambda|=\infty$, we have after some simplification

$$
m_{0}(\lambda) t_{2}(\lambda)=-\frac{1}{\lambda^{2}} \cdot \frac{N}{(I-1) J}\left(\sigma_{1}^{2}+\frac{n-1}{n(J-1)} \sigma_{2}^{2}\right)+O\left(1 /|\lambda|^{3}\right)
$$

Then for large $\theta$, solving $m_{0}(\lambda) t_{2}(\lambda)=-1 / \theta$ yields two predicted outlier eigenvalues near

$$
\lambda \approx \pm \sqrt{c_{2} \theta}, \quad c_{2}=\frac{N}{(I-1) J}\left(\sigma_{1}^{2}+\frac{n-1}{n(J-1)} \sigma_{2}^{2}\right)
$$

Let us emphasize that these predictions are in the asymptotic regime where $n, N \rightarrow \infty$ and $\lambda$ is a large but fixed constant, rather than $\lambda \rightarrow \infty$ jointly with $n, N$.

Finally, consider a single spike $\mu_{1}=\theta_{1}+\sigma_{1}^{2}$ in $\Sigma_{1}$ and a single spike $\mu_{2}=\theta_{2}+\sigma_{2}^{2}$ in $\Sigma_{2}$. Letting
the corresponding spike eigenvectors have inner-product $\rho$, we expect outliers near

$$
\begin{aligned}
\Lambda_{0} & =\left[\lambda: 0=\operatorname{det}\left(-\frac{1}{m_{0}(\lambda)} \operatorname{Id}_{2}-t_{1}(\lambda) \theta_{1}\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)-t_{2}(\lambda) \theta_{2}\left(\begin{array}{cc}
\rho^{2} & \rho \sqrt{1-\rho^{2}} \\
\rho \sqrt{1-\rho^{2}} & 1-\rho^{2}
\end{array}\right)\right)\right] \\
& =\left[\lambda: 0=1+m_{0}(\lambda)\left(t_{1}(\lambda) \theta_{1}+t_{2}(\lambda) \theta_{2}\right)+m_{0}(\lambda)^{2} t_{1}(\lambda) t_{2}(\lambda) \theta_{1} \theta_{2}\left(1-\rho^{2}\right)\right]
\end{aligned}
$$

This is a cubic condition in $m_{0}(\lambda)$, so $\left|\Lambda_{0}\right| \leq 3$. Applying the above Taylor expansions around $\lambda=\infty$, this condition becomes

$$
0=1-\frac{\theta_{1}}{\lambda}-\frac{\theta_{1}\left(\sigma_{1}^{2}+c_{1}\right)}{\lambda^{2}}-\frac{\theta_{2} c_{2}}{\lambda^{2}}+\frac{\theta_{1} \theta_{2}\left(1-\rho^{2}\right) c_{2}}{\lambda^{3}}+O\left(\frac{\theta_{1}+\theta_{2}}{\lambda^{3}}+\frac{\theta_{1} \theta_{2}}{\lambda^{4}}\right)
$$

In a setting where $\theta_{1}$ and $\theta_{2}$ are large and of comparable size, there is a predicted outlier $\lambda$ near $\theta_{1}$. More precisely, expanding the above around $\lambda=\theta_{1}$, the location of this outlier is

$$
\lambda \approx \theta_{1}+\sigma_{1}^{2}+c_{1}+\left(\theta_{2} / \theta_{1}\right) \rho^{2} c_{2}=\mu_{1}+c_{1}+\left(\theta_{2} / \theta_{1}\right) \rho^{2} c_{2}
$$

Thus the upward bias of this outlier is increased from $c_{1}$, when there are no spikes in $\Sigma_{2}$, to $c_{1}+\left(\theta_{2} / \theta_{1}\right) \rho^{2} c_{2}$.

### 2.4 Estimation in the spiked model

The results of the preceding section indicate that under Assumption 2.10, each outlier eigenvalue/eigenvector of $\widehat{\Sigma}$ may be interpreted as estimating an eigenvalue/eigenvector of a surrogate matrix (2.10). When there is no high-dimensional noise, $\sigma_{1}^{2}=\ldots=\sigma_{k}^{2}=0$, we may verify that $t_{r}(\lambda)=\operatorname{Tr} U_{r}^{\prime} B U_{r}$ for each $r=1, \ldots, k$ and any $\lambda$. In this setting, if $\widehat{\Sigma}$ is an unbiased MANOVA estimate of a single component $\Sigma_{r}$, then (2.5) implies that the surrogate matrix is also simply $\Sigma_{r}$.

In the presence of high-dimensional noise, this is no longer true. Even for the MANOVA estimate $\widehat{\Sigma}$ of $\Sigma_{r}$, the surrogate matrix may depend on multiple variance components $\Sigma_{1}, \ldots, \Sigma_{k}$, so the MANOVA eigenvalues and eigenvectors may exhibit aliasing effects from the other components. We propose an alternative algorithm based on the idea of searching for matrices $\widehat{\Sigma}=Y^{\prime} B Y$ where this surrogate depends only on $\Sigma_{r}$. We show that in our high-dimensional asymptotic setting, this can yield $n^{-1 / 2}$-consistent estimates of sufficiently large signal eigenvalues, as well as eigenvector estimates which asymptotically do not exhibit this aliasing phenomenon. Figure 2.4 depicts differences between the MANOVA eigenvector and our estimated eigenvector in several examples for the one-way model.

We implement this algorithmic idea as follows: Fix $k$ symmetric matrices $B_{1}, \ldots, B_{k} \in \mathbb{R}^{n \times n}$


Figure 2.4: Estimates of the principal eigenvector of $\Sigma_{1}$ in a one-way design. The population covariances are $\Sigma_{1}=\mu \mathbf{e}_{1} \mathbf{e}_{1}^{\prime}$ and $\Sigma_{2}=29 \mathbf{v} \mathbf{v}^{\prime}+$ Id, where $\mathbf{v}=\frac{1}{2} \mathbf{e}_{1}+\frac{\sqrt{3}}{2} \mathbf{e}_{2}$ and (left) $\mu=6$, (middle) $\mu=8$, or (right) $\mu=10$. Means and $90 \%$ ellipsoids across 100 simulations are shown for the first two coordinates of the unit-norm leading MANOVA eigenvector (red) and of the unit-norm estimate of Algorithm 1 (black). The design is $I=150$ groups of size $J=2$ with $p=600$ traits.
satisfying Assumption 2.1(c). For $\mathbf{a}=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k}$, denote

$$
B(\mathbf{a})=\sum_{r=1}^{k} a_{r} B_{r} .
$$

Let $F(\mathbf{a})$ be the matrix defined in $(2.7)$ for $B=B(\mathbf{a})$, let $\widehat{\Sigma}(\mathbf{a})=Y^{\prime} B(\mathbf{a}) Y$, and let $\mu_{0}(\mathbf{a}), m_{0}(z, \mathbf{a})$, and $t_{r}(z, \mathbf{a})$ be the law $\mu_{0}$ and the functions $m_{0}(z)$ and $t_{r}(z)$ defined with $F=F(\mathbf{a})$. We search for coefficients $\mathbf{a} \in \mathbb{R}^{k}$ where $\widehat{\Sigma}(\mathbf{a})$ has an outlier eigenvalue $\hat{\lambda}$ satisfying $t_{s}(\hat{\lambda}, \mathbf{a})=0$ for all $s \neq r$. At any such pair $(\hat{\lambda}, \mathbf{a})$, the surrogate matrix $t(\hat{\lambda}) \cdot \Sigma$ depends only on $\Sigma_{r}$, and we have $T(\hat{\lambda}, \mathbf{a})=$ $\hat{\lambda} \operatorname{Id}-t_{r}(\hat{\lambda}, \mathbf{a}) \Sigma_{r}$ by (2.12). By Theorem 2.12, we expect $\hat{\lambda}$ to be close to a value $\lambda$ where

$$
\begin{equation*}
0=\operatorname{det} T(\lambda, \mathbf{a}) \approx \operatorname{det}\left(\hat{\lambda} \operatorname{Id}-t_{r}(\hat{\lambda}, \mathbf{a}) \Sigma_{r}\right) \tag{2.17}
\end{equation*}
$$

Thus, we estimate an eigenvalue $\mu$ of $\Sigma_{r}$ by $\hat{\mu}=\hat{\lambda} / t_{r}(\hat{\lambda}, \mathbf{a})$. Furthermore, by Theorem 2.13 , we expect the eigenvector $\hat{\mathbf{v}}$ of $\widehat{\Sigma}(\mathbf{a})$ corresponding to $\hat{\lambda}$ to satisfy

$$
P_{\mathcal{S}} \hat{\mathbf{v}} \approx\left(\mathbf{w}^{\prime} \partial_{\lambda} T(\lambda, \mathbf{a}) \mathbf{w}\right)^{-1 / 2} \mathbf{w}
$$

where $\mathbf{w}$ is the null vector of $T(\lambda, \mathbf{a})$. By (2.17), we expect $\mathbf{w} \approx \mathbf{v}$ where $\mathbf{v}$ is the eigenvector of $\Sigma_{r}$ corresponding to $\mu$. Thus, we estimate $\mathbf{v}$ by $\hat{\mathbf{v}}$.

The procedure is summarized in Algorithm 1. We note that the combinations a where $t_{s}(\lambda, \mathbf{a}) \approx 0$ for $s \neq r$ are not known a priori-in particular, they depend on the unknown spike eigenvalues and eigenvectors to be estimated. Hence we search for such values $\mathbf{a} \in \mathbb{R}^{k}$. By scale invariance, we

```
Algorithm 1 Algorithm for estimating eigenvalues and eigenvectors of \(\Sigma_{r}\)
    Initialize \(\mathcal{M}=\emptyset\). Fix \(\delta>0\) a small constant.
    for each \(\mathbf{a} \in S^{k-1}\) and each \(\hat{\lambda} \in \operatorname{spec}(\widehat{\Sigma}(\mathbf{a})) \cap \mathcal{I}_{\delta}(\mathbf{a})\) do
        if \(t_{s}(\hat{\lambda}, \mathbf{a})=0\) for all \(s \in\{1, \ldots, k\} \backslash\{r\}\) then
            Add \((\hat{\mu}, \hat{\mathbf{v}})\) to \(\mathcal{M}\), where \(\hat{\mu}=\hat{\lambda} / t_{r}(\hat{\lambda}, \mathbf{a})\) and \(\hat{\mathbf{v}}\) is the unit eigenvector such that \(\widehat{\Sigma}(\mathbf{a}) \hat{\mathbf{v}}=\hat{\lambda} \hat{\mathbf{v}}\).
        end if
    end for
    Return \(\mathcal{M}\)
```



Figure 2.5: Illustration of Algorithm 1 for the one-way design, where $k=2$. The setting is the same as in Figure 2.2. The red curve depicts the locus $\mathcal{L}$ from (2.19) on the $\left(s_{1}, s_{2}\right)$ plane, which has one $s_{1}$-intercept at $(-1 / 6,0)$ and one $s_{2}$-intercept at $(0,-1 / 29)$. Black points show values of $\widehat{\mathcal{L}}$ corresponding to $\left(a_{1}, a_{2}\right)$ in a grid of 100 equispaced points on the unit circle, from a single data simulation. The three points of $\widehat{\mathcal{L}}$ corresponding to the three outliers of the MANOVA estimate $\widehat{\Sigma}_{1}$, where $\left(a_{1}, a_{2}\right)= \pm(1 / J,-1 / J)$, are depicted in red.
restrict to a on the unit sphere

$$
S^{k-1}=\left\{\mathbf{a} \in \mathbb{R}^{k}:\|\mathbf{a}\|=1\right\}
$$

We further restrict to outlier eigenvalues $\hat{\lambda} \in \operatorname{spec}(\widehat{\Sigma}(\mathbf{a}))$ which fall above $\operatorname{supp}\left(\mu_{0}\right)$, belonging to

$$
\mathcal{I}_{\delta}(\mathbf{a})=\left\{x \in \mathbb{R}: x \geq y+\delta \text { for all } y \in \operatorname{supp}\left(\mu_{0}(\mathbf{a})\right)\right\} .
$$

We note that outliers falling below $\operatorname{supp}\left(\mu_{0}\right)$ will be identified as corresponding to $-\mathbf{a} \in S^{k-1}$, and for simplicity of the procedure, we ignore any outliers that fall between intervals of $\operatorname{supp}\left(\mu_{0}(\mathbf{a})\right)$.

One may understand the behavior of Algorithm 1 by plotting the values

$$
\begin{equation*}
\widehat{\mathcal{L}}=\left\{m_{0}(\hat{\lambda}, \mathbf{a}) \cdot\left(t_{1}(\hat{\lambda}, \mathbf{a}), \ldots, t_{k}(\hat{\lambda}, \mathbf{a})\right): \mathbf{a} \in S^{k-1}, \hat{\lambda} \in \operatorname{spec}(\widehat{\Sigma}(\mathbf{a})) \cap \mathcal{I}_{\delta}(\mathbf{a})\right\} . \tag{2.18}
\end{equation*}
$$

This is illustrated for an example of the one-way design in Figure 2.5. By Theorem 2.12, we expect these values to fall close to

$$
m_{0}(\lambda, \mathbf{a}) \cdot\left(t_{1}(\lambda, \mathbf{a}), \ldots, t_{k}(\lambda, \mathbf{a})\right)
$$

where $\lambda$ is the deterministic prediction for the location of $\hat{\lambda}$, satisfying $0=\operatorname{det} T(\lambda, \mathbf{a})$. By this condition and the form (2.15) for $T$, these values belong to the locus

$$
\begin{equation*}
\mathcal{L}=\left\{\left(s_{1}, \ldots, s_{k}\right) \in \mathbb{R}^{k}: 0=\operatorname{det}\left(\operatorname{Id}+\sum_{r=1}^{k} s_{r} V_{r} \Theta_{r} V_{r}^{\prime}\right)\right\} \tag{2.19}
\end{equation*}
$$

which does not depend on $\mathbf{a}$ and is defined solely by the spike parameters $\Theta_{1}, \ldots, \Theta_{k}$ and $V_{1}, \ldots, V_{k}$. This is depicted also in Figure 2.5. (We have picked a simulation to display in Figure 2.5 where $\widehat{\mathcal{L}}$ and $\mathcal{L}$ are particularly close, for purposes of illustration.) The spike values $\theta$ on the diagonal of $\Theta_{r}$ are in 1-to-1 correspondence with the points $(0, \ldots, 0,-1 / \theta, 0, \ldots, 0) \in \mathcal{L}$ which fall on the $r^{\text {th }}$ coordinate axis. Algorithm 1 may be understood as estimating these intercepts by the intercepts of the observed locus $\widehat{\mathcal{L}}$.

We have written Algorithm 1 in the idealized setting where we search over all $\mathbf{a} \in S^{k-1}$. In practice, we discretize $S^{k-1}$ as in Figure 2.5 and search over this discretization for pairs $(\hat{\lambda}, \mathbf{a})$ where $t_{s}(\hat{\lambda}, \mathbf{a}) \approx 0$ for all $s \neq r$. We then numerically refine each located pair $(\hat{\lambda}, \mathbf{a})$. Computing the values $t_{r}(\hat{\lambda}, \mathbf{a})$ and the lower endpoint of $\mathcal{I}_{\delta}(\mathbf{a})$ requires knowledge of the noise variances $\sigma_{1}^{2}, \ldots, \sigma_{k}^{2}$. These computations are particularly simple in balanced classification designs, and we discuss this in Section 2.6. If $\sigma_{1}^{2}, \ldots, \sigma_{k}^{2}$ are unknown, they may be replaced by $1 / n$-consistent estimates as in Proposition 2.9. (In practice, large outliers of $\widehat{\Sigma}_{1}, \ldots, \widehat{\Sigma}_{k}$ may be removed before computing the trace.) The unknown quantity $N=p-L$ may be replaced by the dimension $p$.

We prove the following theoretical guarantee for this procedure, for simplicity in the setting where $\Sigma_{r}$ has separated eigenvalues. Define $s: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ by

$$
\begin{equation*}
s(\mathbf{a})=\left(s_{1}(\mathbf{a}), \ldots, s_{k}(\mathbf{a})\right), \quad s_{r}(\mathbf{a})=\frac{1}{N \sigma_{r}^{2}} \operatorname{Tr}_{r}\left(F(\mathbf{a})[\operatorname{Id}+F(\mathbf{a})]^{-1}\right) . \tag{2.20}
\end{equation*}
$$

As $F\left(m_{0} \cdot \mathbf{a}\right)=m_{0} \cdot F(\mathbf{a})$, this function satisfies $s\left(m_{0}(\lambda, \mathbf{a}) \cdot \mathbf{a}\right)=m_{0}(\lambda, \mathbf{a}) \cdot\left(t_{1}(\lambda, \mathbf{a}), \ldots, t_{k}(\lambda, \mathbf{a})\right)$. To guarantee that the algorithm does not make duplicate estimates for each individual spike eigenvalue of $\Sigma_{r}$, we require $B_{1}, \ldots, B_{k}$ to be chosen such that $s$ is injective in the following quantitative sense.

Assumption 2.16. There exists a constant $c>0$ such that for any $\mathbf{a}_{1}, \mathbf{a}_{2} \in \mathbb{R}^{k}$ where $\operatorname{Id}+F\left(\mathbf{a}_{1}\right)$ and $\operatorname{Id}+F\left(\mathbf{a}_{2}\right)$ are invertible,

$$
\left\|s\left(\mathbf{a}_{1}\right)-s\left(\mathbf{a}_{2}\right)\right\| \geq c \frac{\left\|\mathbf{a}_{1}-\mathbf{a}_{2}\right\|}{\left(1+\left\|\mathbf{a}_{1}\right\|\right)\left(1+\left\|\mathbf{a}_{2}\right\|\right)}
$$

We will verify in Section 2.6 that this condition holds for balanced classification designs, where $B_{1}, \ldots, B_{k}$ are the projections corresponding to the canonical mean-squares.

Theorem 2.17 (Spike estimation). Fix $\delta, \tau>0$ and $r \in\{1, \ldots, k\}$. Suppose Assumptions 2.1 and 2.16 hold for $B_{1}, \ldots, B_{k}$. Suppose furthermore that the diagonal values $\theta_{i}$ of $\Theta_{r}$ satisfy $\theta_{i} \geq \tau$ and $\left|\theta_{i}-\theta_{j}\right| \geq \tau$ for all $1 \leq i \neq j \leq l_{r}$. Then there exists a constant $c_{0}>0$ (not depending on $\bar{C}$ in Assumption 2.1) such that the following holds:

Let $\mathcal{M}$ be the output of Algorithm 1 with parameter $\delta$ for estimating the spikes of $\Sigma_{r}$. Let $\widehat{\mathcal{E}}=[\hat{\mu}:(\hat{\mu}, \hat{\mathbf{v}}) \in \mathcal{M}]$ and $\widehat{\mathcal{V}}=[\hat{\mathbf{v}}:(\hat{\mu}, \hat{\mathbf{v}}) \in \mathcal{M}]$ be the estimated eigenvalues and eigenvectors. Then, for any $\varepsilon, D>0$ and all $n \geq n_{0}(\delta, \tau, \varepsilon, D)$,
(a) With probability at least $1-n^{-D}$, there is a subset $\mathcal{E} \subset \operatorname{spec}\left(\Sigma_{r}\right)$ containing all eigenvalues greater than $c_{0}$ such that

$$
\operatorname{ordered}-\operatorname{dist}(\widehat{\mathcal{E}}, \mathcal{E})<n^{-1 / 2+\varepsilon}
$$

(b) On the event of part (a), for any $\mu \in \mathcal{E}$, let $\mathbf{v}$ be the unit eigenvector where $\Sigma_{r} \mathbf{v}=\mu \mathbf{v}$, and let $(\hat{\mu}, \hat{\mathbf{v}}) \in \mathcal{M}$ be such that $|\hat{\mu}-\mu|<n^{-1 / 2+\varepsilon}$. Then for some scalar value $\alpha \in(0,1]$ and choice of $\operatorname{sign}$ for $\mathbf{v}$,

$$
\left\|P_{\mathcal{S}} \hat{\mathbf{v}}-\alpha \mathbf{v}\right\|<n^{-1 / 2+\varepsilon}
$$

(c) For each $\hat{\mathbf{v}} \in \widehat{\mathcal{V}}, P_{\mathcal{S}^{\perp}} \hat{\mathbf{v}} /\left\|P_{\mathcal{S}^{\perp}} \hat{\mathbf{v}}\right\|$ is independent of $P_{\mathcal{S}} \hat{\mathbf{v}}$ and uniformly distributed over unit vectors in $\mathcal{S}^{\perp}$.

In the presence of high-dimensional noise, the eigenvector estimate $\hat{\mathbf{v}}$ remains inconsistent for $\mathbf{v}$. However, asymptotically as $n, p \rightarrow \infty$, parts (b) and (c) indicate that $\hat{\mathbf{v}}$ is not biased in a particular direction away from $\mathbf{v}$. Note that in part (a), some lower bound $c_{0}$ for the size of the population spike eigenvalue is necessary to guarantee estimation of this spike, as otherwise it might not produce an outlier in any matrix $\widehat{\Sigma}(\mathbf{a})$. (In this case, a portion of the true locus $\mathcal{L}$ in (2.19) may not be tracked by the observed locus $\widehat{\mathcal{L}}$.)

Example 2.18. We explore in simulations the accuracy of this procedure for estimating eigenvalues and eigenvectors of $\Sigma_{1}$ in two finite-sample settings of the one-way model (1.1), corresponding to the designs

$$
\begin{aligned}
& D_{1}: n=600, p=300, I=300, J=2 \\
& D_{2}: n=300, p=600, I=150, J=2
\end{aligned}
$$

In all simulations, we take $\sigma_{1}^{2}=0$ and $\sigma_{2}^{2}=1$. In particular, $\Sigma_{1}$ is low-rank, as hypothesized for genetic covariances of high-dimensional trait sets [WB09, $\left.\mathrm{BAC}^{+} 15\right]$. For both designs, we fix the tuning parameter $\delta=0.5$.

We first consider a rank-one matrix $\Sigma_{1}=\mu \mathbf{e}_{1} \mathbf{e}_{1}^{\prime}$ for various settings of $\mu$ between 2 and 10 , and $\Sigma_{2}=$ Id with no spike. The following tables display the mean and standard error of $\hat{\mu}$ estimated by Algorithm 1, and of the alignment $\hat{\mathbf{v}}^{\prime} \mathbf{e}_{1}$ of the estimated eigenvector. Displayed also are the
corresponding quantities for the leading eigenvalue/eigenvector of the MANOVA estimate $\widehat{\Sigma}_{1}$. We observe in all cases that Algorithm 1 corrects a bias in the MANOVA eigenvalue, and the alignment $\hat{\mathbf{v}}^{\prime} \mathbf{e}_{1}$ is approximately the same as for the MANOVA eigenvector. Algorithm 1 never estimates more than one spike for $\Sigma_{1}$ in this setting; however, if $\mu$ is small, it may sometimes estimate 0 spikes. We display also the percentage of simulations in which a spike was estimated. For $\mu=2$ under Design $D_{2}$, the predicted outlier is less than $\delta=0.5$ away from the edge of the spectrum, and Algorithm 1 never estimated this spike.

| Design $D_{1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mu=2$ | $\mu=4$ | $\mu=6$ | $\mu=8$ | $\mu=10$ |
| Eigenvalue, MANOVA | 2.70 (0.19) | 4.60 (0.36) | 6.56 (0.52) | 8.53 (0.69) | 10.51 (0.85) |
| Alignment $\mathbf{e}_{1}$, MANOVA | 0.85 (0.02) | 0.93 (0.01) | 0.96 (0.01) | 0.97 (0.00) | 0.97 (0.00) |
| Eigenvalue, estimated | 2.00 (0.20) | 3.98 (0.37) | 5.98 (0.53) | 7.97 (0.69) | 9.96 (0.85) |
| Alignment $\mathbf{e}_{1}$, estimated | 0.84 (0.02) | 0.93 (0.01) | 0.95 (0.01) | 0.97 (0.00) | 0.97 (0.00) |
| Percent estimated | 98 | 100 | 100 | 100 | 100 |
| Design $D_{2}$ |  |  |  |  |  |
|  | $\mu=2$ | $\mu=4$ | $\mu=6$ | $\mu=8$ | $\mu=10$ |
| Eigenvalue, MANOVA | 4.65 (0.23) | 6.31 (0.49) | 8.18 (0.72) | 10.10 (0.95) | 12.04 (1.19) |
| Alignment $\mathbf{e}_{1}$, MANOVA | 0.58 (0.07) | 0.78 (0.03) | 0.85 (0.02) | 0.88 (0.02) | 0.90 (0.01) |
| Eigenvalue, estimated | NA | 4.02 (0.46) | 5.89 (0.75) | 7.87 (0.98) | 9.84 (1.20) |
| Alignment $\mathbf{e}_{1}$, estimated | NA | 0.76 (0.03) | 0.84 (0.02) | 0.88 (0.02) | 0.90 (0.01) |
| Percent estimated | 0 | 87 | 100 | 100 | 100 |

Next, we consider $\Sigma_{1}=0$ and $\Sigma_{2}=\theta \mathbf{v} \mathbf{v}^{\prime}+I d$ for a unit vector $\mathbf{v}$ and for $\mu=\theta+1 \in\{10,20,30\}$. In both designs $D_{1}$ and $D_{2}$, this produces one positive and one negative outlier eigenvalue in the MANOVA estimate $\widehat{\Sigma}_{1}$. The tables below show the percentages of simulations in which a spurious spike eigenvalue is estimated by Algorithm 1 for $\Sigma_{1}$. In such cases, there is enough deviation of the observed locus $\widehat{\mathcal{L}}$ from the true locus $\mathcal{L}$ (which is the horizontal line $s_{2}=-1 / \theta$ ) to produce a spurious intercept where $t_{2}(\hat{\lambda}, \mathbf{a})=0$, and the algorithm interprets this as an alignment of the spike in $\Sigma_{2}$ with a small spike in $\Sigma_{1}$. We find that the spurious points $(\hat{\lambda}, \mathbf{a})$ where $t_{2}(\hat{\lambda}, \mathbf{a})=0$ occur for $\hat{\lambda}$ close to the edges of $\operatorname{supp}\left(\mu_{0}(\mathbf{a})\right)$, and this error percentage may be reduced in finite samples by setting a more conservative choice of $\delta$, if desired.

| Design $D_{1}$ |  |  |  |
| :--- | ---: | ---: | ---: |
|  | $\mu=10$ | $\mu=20$ | $\mu=30$ |
| Percent spurious | 2 | 8 | 18 |
| Design $D_{2}$ |  |  |  |
| Percent spurious | $\mu=10$ | $\mu=20$ | $\mu=30$ |

Next, we consider $\Sigma_{1}=\mu \mathbf{e}_{1} \mathbf{e}_{1}^{\prime}$ and $\Sigma_{2}=29 \mathbf{v v ^ { \prime }}+$ Id for $\mathbf{v}=\frac{1}{2} \mathbf{e}_{1}+\frac{\sqrt{3}}{2} \mathbf{e}_{2}$, which forms a 60 -degree alignment angle with $\mathbf{e}_{1}$. Displayed are the statistics for the largest estimated eigenvalue/eigenvector and largest MANOVA eigenvalue/eigenvector. Displayed also are the inner-product alignments with the direction $\mathbf{e}_{2}$ (where signs are chosen so that the estimated eigenvectors have positive $\mathbf{e}_{1}$ coordinate). The spike in $\Sigma_{2}$ causes the MANOVA eigenvector to be biased towards $\mathbf{v}$, and it also increases the bias and standard error of the MANOVA eigenvalue. In settings of small $\mu$ when Algorithm 1 does not always estimate a spike, the values $\hat{\mu}$ and $\hat{\mathbf{v}}^{\prime} \mathbf{e}_{2}$ have a selection bias among the simulations where estimation occurs. For the remaining settings, $\hat{\mu}$ and $\hat{\mathbf{v}}^{\prime} \mathbf{e}_{2}$ are nearly unbiased for the true values $\mu$ and 0 , and the alignments $\hat{\mathbf{v}}^{\prime} \mathbf{e}_{1}$ are similar to those of the MANOVA eigenvectors.

Design $D_{1}$

|  | $\mu=2$ | $\mu=4$ | $\mu=6$ | $\mu=8$ | $\mu=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Eigenvalue, MANOVA | $4.59(1.14)$ | $5.70(1.14)$ | $7.28(1.15)$ | $9.07(1.22)$ | $10.93(1.33)$ |
| Alignment $\mathbf{e}_{1}$, MANOVA | $0.57(0.07)$ | $0.80(0.06)$ | $0.89(0.04)$ | $0.93(0.02)$ | $0.95(0.01)$ |
| Alignment $\mathbf{e}_{2}$, MANOVA | $0.47(0.11)$ | $0.26(0.16)$ | $0.14(0.15)$ | $0.09(0.12)$ | $0.06(0.10)$ |
| Eigenvalue, estimated | $2.67(1.09)$ | $4.18(1.01)$ | $6.11(1.07)$ | $8.06(1.17)$ | $10.03(1.30)$ |
| Alignment $\mathbf{e}_{1}$, estimated | $0.63(0.10)$ | $0.83(0.04)$ | $0.90(0.02)$ | $0.93(0.02)$ | $0.95(0.01)$ |
| Alignment $\mathbf{e}_{2}$, estimated | $0.10(0.25)$ | $0.01(0.19)$ | $0.01(0.15)$ | $0.00(0.12)$ | $0.00(0.10)$ |
| Percent estimated | 70 | 100 | 100 | 100 | 100 |

Design $D_{2}$

|  | $\mu=2$ | $\mu=4$ | $\mu=6$ | $\mu=8$ | $\mu=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Eigenvalue, MANOVA | $8.79(1.52)$ | $9.49(1.64)$ | $10.57(1.74)$ | $11.98(1.85)$ | $13.59(1.99)$ |
| Alignment $\mathbf{e}_{1}$, MANOVA | $0.44(0.06)$ | $0.58(0.06)$ | $0.71(0.05)$ | $0.79(0.04)$ | $0.84(0.03)$ |
| Alignment $\mathbf{e}_{2}$, MANOVA | $0.53(0.07)$ | $0.44(0.10)$ | $0.33(0.12)$ | $0.24(0.12)$ | $0.18(0.12)$ |
| Eigenvalue, estimated | $5.15(1.37)$ | $4.84(1.41)$ | $6.28(1.56)$ | $8.21(1.72)$ | $10.15(1.91)$ |
| Alignment $\mathbf{e}_{1}$, estimated | $0.39(0.05)$ | $0.60(0.06)$ | $0.72(0.04)$ | $0.80(0.03)$ | $0.84(0.03)$ |
| Alignment $\mathbf{e}_{2}$, estimated | $0.34(0.11)$ | $0.09(0.17)$ | $0.02(0.16)$ | $0.02(0.14)$ | $0.01(0.13)$ |
| Percent estimated | 22 | 77 | 100 | 100 | 100 |

Finally, we consider a setting with multiple spikes. We set $\Sigma_{1}$ to be of rank 5 , with eigenvalues $(10,8,6,4,2)$. We set $\Sigma_{2}$ to have 5 eigenvalues equal to 30 and remaining eigenvalues equal to 1 , with the former 5 -dimensional subspace having a 60 -degree alignment angle with each spike eigenvector of $\Sigma_{1}$. The tables below display statistics for the five largest estimated and MANOVA eigenvalues in this setting. We observe that Algorithm 1 reduces the bias of the MANOVA eigenvalues, although a positive bias persists at these sample sizes.

Design $D_{1}$

|  | $\mu=10$ | $\mu=8$ | $\mu=6$ | $\mu=4$ | $\mu=2$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Eigenvalue, MANOVA | $12.06(1.10)$ | $9.70(1.01)$ | $7.60(0.96)$ | $5.87(0.74)$ | $4.53(0.55)$ |
| Eigenvalue, estimated | $11.08(1.12)$ | $8.65(1.01)$ | $6.38(0.95)$ | $4.36(0.76)$ | $2.80(0.57)$ |
| Percent estimated | 100 | 100 | 100 | 100 | 97 |


| Design $D_{2}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mu=10$ | $\mu=8$ | $\mu=6$ | $\mu=4$ | $\mu=2$ |
| Eigenvalue, MANOVA | 15.79 (1.61) | 12.94 (1.15) | 11.06 (1.00) | 9.21 (0.82) | 7.80 (0.73) |
| Eigenvalue, estimated | 12.07 (1.68) | 8.95 (1.19) | 6.77 (1.03) | 4.74 (0.86) | 3.94 (0.53) |
| Percent estimated | 100 | 100 | 100 | 98 | 37 |

### 2.5 General bulk eigenvalue law

Finally, we consider the general setting of Assumption 2.1 without any additional structure on $\Sigma_{1}, \ldots, \Sigma_{k}$. We establish an analogue of Theorem 2.4, showing that the empirical eigenvalue distribution of $\widehat{\Sigma}$ remains well-approximated by a deterministic law $\mu_{0}$. This law $\mu_{0}$ is no longer described by the Marcenko-Pastur equation, but it may be analogously described by a more general system of fixed point equations. We show that this system of equations admits a unique fixed point in the appropriate complex domains, and this fixed point may be computed by a simple iterative algorithm.

With a small abuse of previous notation, let us define in this context

$$
F_{r s}=\sqrt{m_{r} m_{s}} U_{r}^{\prime} B U_{s} \in \mathbb{R}^{m_{r} \times m_{s}}, \quad F=\left(\begin{array}{ccc}
F_{11} & \cdots & F_{1 k}  \tag{2.21}\\
\vdots & \ddots & \vdots \\
F_{k 1} & \cdots & F_{k k}
\end{array}\right) \in \mathbb{R}^{M \times M}
$$

For $\mathbf{x}=\left(x_{1}, \ldots, x_{k}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{k}\right)$, define

$$
\begin{equation*}
D(\mathbf{x})=\operatorname{diag}\left(x_{1} \operatorname{Id}_{m_{1}}, \ldots, x_{k} \operatorname{Id}_{m_{k}}\right) \in \mathbb{C}^{M \times M}, \quad \mathbf{y} \cdot \Sigma=y_{1} \Sigma_{1}+\ldots+y_{k} \Sigma_{k} \tag{2.22}
\end{equation*}
$$

Theorem 2.19. Suppose Assumption 2.1 holds. For each $z \in \mathbb{C}^{+}$, there exist unique $z$-dependent values $x_{1}, \ldots, x_{k} \in \mathbb{C}^{+} \cup\{0\}$ and $y_{1}, \ldots, y_{k} \in \overline{\mathbb{C}^{+}}$that satisfy, for $r=1, \ldots, k$, the equations

$$
\begin{align*}
& x_{r}=-\frac{1}{m_{r}} \operatorname{Tr}\left(\left(z \operatorname{Id}_{p}+\mathbf{y} \cdot \Sigma\right)^{-1} \Sigma_{r}\right)  \tag{2.23}\\
& y_{r}=-\frac{1}{m_{r}} \operatorname{Tr}_{r}\left(\left[\operatorname{Id}_{M}+F D(\mathbf{x})\right]^{-1} F\right) \tag{2.24}
\end{align*}
$$

The function $m_{0}: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$defined by

$$
\begin{equation*}
m_{0}(z)=-\frac{1}{p} \operatorname{Tr}\left(\left(z \operatorname{Id}_{p}+\mathbf{y} \cdot \Sigma\right)^{-1}\right) \tag{2.25}
\end{equation*}
$$



Figure 2.6: Eigenvalues of the MANOVA estimate $\widehat{\Sigma}_{1}$ in a one-way design with full-rank, nonisotropic $\Sigma_{1}$. The group covariance $\Sigma_{1}$ has uniform eigenvalues between 0 and 1 , and the error covariance is $\Sigma_{2}=$ Id. Histograms show average eigenvalue locations across 100 simulations, superimposed with the density of the convolution measure $\mu_{0} \star$ Cauchy $\left(0,10^{-4}\right)$ computed by the iterative procedure of Theorem 2.20. The left shows $I=300$ groups of size $J=2$ and $p=300$ traits; the right shows $I=150$ groups of size $J=2$ and $p=600$ traits, with eigenvalues of $\widehat{\Sigma}$ equal to 0 and the point mass of $\mu_{0}$ at 0 both removed.
is the Stieltjes transform of a probability distribution $\mu_{0}$ on $\mathbb{R}$. Letting $\mu_{\widehat{\Sigma}}$ be the empirical eigenvalue distribution of $\widehat{\Sigma}, \mu_{\widehat{\Sigma}}-\mu_{0} \rightarrow 0$ weakly almost surely.

In most cases, (2.23-2.25) do not admit a closed-form solution in $x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{k}$, and $m_{0}(z)$. However, these equations may be solved numerically:

Theorem 2.20. For each $z \in \mathbb{C}^{+}$, the values $x_{r}$ and $y_{r}$ in Theorem 2.19 are the limits, as $t \rightarrow \infty$, of the iterative procedure which arbitrarily initializes $y_{1}^{(0)}, \ldots, y_{k}^{(0)} \in \overline{\mathbb{C}^{+}}$and iteratively computes (for $t=0,1,2, \ldots$ ) $x_{r}^{(t)}$ from $y_{r}^{(t)}$ using (2.23) and $y_{r}^{(t+1)}$ from $x_{r}^{(t)}$ using (2.24).

These results are proven in Chapter 5. Note that by (2.11), the value $\pi^{-1} \operatorname{Im} m_{0}(E+i \eta)$ is the density of the convolution $\mu_{0} \star \operatorname{Cauchy}(0, \eta)$ at $E$. This iterative procedure may be used to numerically compute this density over $E \in \mathbb{R}$, which approximates the law $\mu_{0}$ for small $\eta$. This is depicted in Figure 2.6 for two examples of the one-way design.

### 2.6 Balanced classification designs

We consider the special example of model (2.1) corresponding to balanced classification designs. In these designs, by considerations of sufficiency, there is a canonical family of matrices $B$ to use in (2.4), and also a canonical choice of matrices $B_{1}, \ldots, B_{k}$ for Algorithm 1 corresponding to the classical mean-squares. For such $B$, quantities such as $z_{0}(m)$ and $t_{r}(z)$ in (2.9) and (2.12) have explicit forms, which we record here to facilitate numerical implementations of the preceding procedures.

The technical conditions of edge regularity and injectivity of the map $s$ in (2.20) may also be explicitly checked.

To motivate the general discussion, we first give several examples.
Example 2.21. Consider the one-way model (1.1) in the balanced setting with $I$ groups of equal size $J$. We assume $J \geq 2$ is a fixed constant. The canonical mean-square matrices of this model are defined by

$$
\mathrm{MS}_{1}=\frac{1}{I-1} \sum_{i=1}^{I} \sum_{j=1}^{J}\left(\overline{\mathbf{y}}_{i}-\overline{\mathbf{y}}\right)\left(\overline{\mathbf{y}}_{i}-\overline{\mathbf{y}}\right)^{\prime}, \quad \mathrm{MS}_{2}=\frac{1}{n-I} \sum_{i=1}^{I} \sum_{j=1}^{J}\left(\mathbf{y}_{i, j}-\overline{\mathbf{y}}_{i}\right)\left(\mathbf{y}_{i, j}-\overline{\mathbf{y}}_{i}\right)^{\prime}
$$

where $\overline{\mathbf{y}}_{i} \in \mathbb{R}^{p}$ and $\overline{\mathbf{y}} \in \mathbb{R}^{p}$ denote the sample means in group $i$ and across all groups. The MANOVA estimators are [SCM09]

$$
\widehat{\Sigma}_{1}=\frac{1}{J} \mathrm{MS}_{1}-\frac{1}{J} \mathrm{MS}_{2}, \quad \widehat{\Sigma}_{2}=\mathrm{MS}_{2}
$$

Recall that the one-way model may be written in the matrix form

$$
Y=\mathbf{1}_{n} \boldsymbol{\mu}^{\prime}+U_{1} \alpha_{1}+\alpha_{2}
$$

where $U_{1}$ is defined in (2.2). Defining orthogonal projections $\pi_{1}$ and $\pi_{2}$ onto $\operatorname{col}\left(U_{1}\right) \ominus \operatorname{col}\left(\mathbf{1}_{n}\right)$ and $\mathbb{R}^{n} \ominus \operatorname{col}\left(U_{1}\right)$, the above mean-squares may be written as

$$
\mathrm{MS}_{1}=Y^{\prime} \frac{\pi_{1}}{I-1} Y, \quad \mathrm{MS}_{2}=Y^{\prime} \frac{\pi_{2}}{n-I} Y
$$

The MANOVA estimators then take the equivalent form of (2.6).
Example 2.22. Consider the nested two-way model (1.2) with $I$ groups, each group consisting of $J$ subgroups, and each subgroup consisting of $K$ individuals. We assume $J, K \geq 2$ are fixed constants. This model may be written in the matrix form

$$
Y=\mathbf{1}_{n} \boldsymbol{\mu}^{\prime}+U_{1} \alpha_{1}+U_{2} \alpha_{2}+\alpha_{3}
$$

where $\mathbf{y}_{i, j, k}, \boldsymbol{\alpha}_{i}, \boldsymbol{\beta}_{i, j}$, and $\boldsymbol{\varepsilon}_{i, j, k}$ are stacked as the rows of $Y, \alpha_{1}, \alpha_{2}$, and $\alpha_{3}$, and the incidence matrices are given by

$$
U_{1}=\operatorname{Id}_{I} \otimes \mathbf{1}_{J K}, \quad U_{2}=\operatorname{Id}_{I J} \otimes \mathbf{1}_{K}
$$

Defining orthogonal projections $\pi_{1}, \pi_{2}$, and $\pi_{3}$ onto $\operatorname{col}\left(U_{1}\right) \ominus \operatorname{col}\left(\mathbf{1}_{n}\right), \operatorname{col}\left(U_{2}\right) \ominus \operatorname{col}\left(U_{1}\right)$, and $\mathbb{R}^{n} \ominus$ $\operatorname{col}\left(U_{2}\right)$, the canonical mean-squares are given by

$$
\mathrm{MS}_{1}=Y^{\prime} \frac{\pi_{1}}{I-1} Y, \quad \mathrm{MS}_{2}=Y^{\prime} \frac{\pi_{2}}{I J-I} Y, \quad \mathrm{MS}_{3}=Y^{\prime} \frac{\pi_{3}}{n-I J} Y
$$

The MANOVA estimators are defined as [SCM09]

$$
\widehat{\Sigma}_{1}=\frac{1}{J K} \mathrm{MS}_{1}-\frac{1}{J K} \mathrm{MS}_{2}, \quad \widehat{\Sigma}_{2}=\frac{1}{K} \mathrm{MS}_{2}-\frac{1}{K} \mathrm{MS}_{3}, \quad \widehat{\Sigma}_{3}=\mathrm{MS}_{3}
$$

Example 2.23. Consider the crossed two-way model (1.3) in a replicated setting,

$$
\mathbf{y}_{i, j, k, l}=\boldsymbol{\mu}+\boldsymbol{\alpha}_{i}+\boldsymbol{\beta}_{i, j}+\boldsymbol{\gamma}_{i, k}+\boldsymbol{\delta}_{i, j, k}+\boldsymbol{\varepsilon}_{i, j, k, l} .
$$

The entire cross-breeding experiment is replicated $I$ times, with each cross involving $J$ distinct fathers and $K$ distinct mothers. Traits are measured in $L$ different offspring for each $(i, j, k)$. We assume $J, K, L \geq 2$ are fixed constants. This model may be written in the matrix form

$$
Y=\mathbf{1}_{n} \boldsymbol{\mu}^{\prime}+\sum_{r=1}^{4} U_{r} \alpha_{r}+\alpha_{5}
$$

where the incidence matrices are

$$
U_{1}=\operatorname{Id}_{I} \otimes \mathbf{1}_{J K L}, \quad U_{2}=\operatorname{Id}_{I J} \otimes \mathbf{1}_{K L}, \quad U_{3}=\operatorname{Id}_{I} \otimes \mathbf{1}_{J} \otimes \operatorname{Id}_{K} \otimes \mathbf{1}_{L}, \quad U_{4}=\operatorname{Id}_{I J K} \otimes \mathbf{1}_{L}
$$

Defining orthogonal projections $\pi_{1}, \pi_{2}, \pi_{3}, \pi_{4}, \pi_{5}$ onto $\stackrel{\circ}{S}_{1}=\operatorname{col}\left(U_{1}\right) \ominus \operatorname{col}\left(\mathbf{1}_{n}\right), \stackrel{\circ}{S}_{2}=\operatorname{col}\left(U_{2}\right) \ominus \operatorname{col}\left(U_{1}\right)$, $\stackrel{\circ}{S}_{3}=\operatorname{col}\left(U_{3}\right) \ominus \operatorname{col}\left(U_{1}\right), \stackrel{\circ}{S}_{4}=\operatorname{col}\left(U_{4}\right) \ominus\left(\operatorname{col}\left(U_{1}\right) \oplus \stackrel{\circ}{S}_{2} \oplus \stackrel{\circ}{S}_{3}\right)$, and $\stackrel{\circ}{S}_{5}=\mathbb{R}^{n} \ominus \operatorname{col}\left(U_{4}\right)$, the canonical mean-squares are

$$
\mathrm{MS}_{r}=Y^{\prime} \frac{\pi_{r}}{d_{r}} Y \quad \text { for } r=1, \ldots, 5
$$

where $d_{r}=\operatorname{dim}\left(\stackrel{\circ}{S}_{r}\right)$. The forms of the classical MANOVA estimators may be deduced from the general discussion below.

To encompass these examples, we consider a general balanced classification design defined by the following properties:

1. For each $r$, let $c_{r}=n / m_{r}$. Then $U_{r}^{\prime} U_{r}=c_{r} \operatorname{Id}_{m_{r}}$, and $\Pi_{r}=c_{r}^{-1} U_{r} U_{r}^{\prime}$ is an orthogonal projection onto a subspace $S_{r} \subset \mathbb{R}^{n}$ of dimension $m_{r}$.
2. Define $S_{0}=\operatorname{col}(X)$. Then $S_{0} \subset S_{r} \subset S_{k}=\mathbb{R}^{n}$ for each $r=1, \ldots, k-1$.
3. Partially order the subspaces $S_{r}$ by inclusion: $s \preceq r$ if $S_{s} \subseteq S_{r}$. Let $\stackrel{\circ}{S}_{0}=S_{0}$, and for $r=1, \ldots, k$ let $\stackrel{\circ}{S}_{r}$ denote the orthogonal complement in $S_{r}$ of all $S_{s}$ properly contained in $S_{r}$. Then for each $r$,

$$
\begin{equation*}
S_{r}=\bigoplus_{s \preceq r} \stackrel{\circ}{S}_{s} \tag{2.26}
\end{equation*}
$$

In particular, $\mathbb{R}^{n}=S_{k}=\oplus_{r=0}^{k} \stackrel{\circ}{S}_{r}$.


Figure 2.7: Inclusion lattices for the subspaces $\left\{S_{r}\right\}$ determined by the nested (left) and crossed (right) examples.

The subspace inclusion lattices for the nested designs of Examples 2.21 and 2.22 and the crossed design of Example 2.23 are depicted in Figure 2.7.

For each $r=0, \ldots, k$, let $d_{r}=\operatorname{dim}\left(\stackrel{\circ}{S}_{r}\right)$, let $V_{r} \in \mathbb{R}^{n \times d_{r}}$ have orthonormal columns spanning $\stackrel{\circ}{S}_{r}$, and let $\pi_{r}=V_{r} V_{r}^{\prime}$ be the orthogonal projection onto $\stackrel{\circ}{S}_{r}$. (In particular, $d_{0}=\operatorname{dim} \operatorname{col}(X)$ is the dimensionality of fixed effects.) Then $\pi_{0}, \ldots, \pi_{k}$ are mutually orthogonal projections summing to $\mathrm{Id}_{n}$. Note that the condition (2.26) implies

$$
U_{r} U_{r}^{\prime}=c_{r} \Pi_{r}=\sum_{s \preceq r} c_{r} \pi_{s}
$$

Then the likelihood of $Y$ in (2.3) may be written in the form

$$
f(Y) \propto \exp \left(-\frac{1}{2} \sum_{s=0}^{k} \operatorname{Tr}\left[\left(\sum_{r \geq 1: r \succeq s} c_{r} \Sigma_{r}\right)^{-1}(Y-X \beta)^{\prime} \pi_{s}(Y-X \beta)\right]\right)
$$

where $\pi_{s} X=0$ for $s \geq 1$. Hence the quantities

$$
\pi_{0} Y, \quad \mathrm{MS}_{1}=Y^{\prime}\left(\pi_{1} / d_{1}\right) Y, \quad \ldots, \quad \mathrm{MS}_{k}=Y^{\prime}\left(\pi_{k} / d_{k}\right) Y
$$

form sufficient statistics for this model.
In this setting, we restrict attention to matrices of the form

$$
\begin{equation*}
\widehat{\Sigma}=a_{1} \mathrm{MS}_{1}+\ldots+a_{k} \mathrm{MS}_{k}=Y^{\prime} B Y, \quad B=B(\mathbf{a})=a_{1} \frac{\pi_{1}}{d_{1}}+\ldots+a_{k} \frac{\pi_{k}}{d_{k}} \tag{2.27}
\end{equation*}
$$

and we suggest the choices $B_{r}=\pi_{r} / d_{r}$ for use in Algorithm 1. In particular, the classical MANOVA
estimators are of this form: From (2.5), we have

$$
\mathbb{E}\left[\mathrm{MS}_{s}\right]=\sum_{r=1}^{k} d_{s}^{-1} \operatorname{Tr}\left(U_{r}^{\prime} \pi_{s} U_{r}\right) \Sigma_{r}=\sum_{r \succeq s} c_{r} \Sigma_{r}, \quad \mathbb{E}[\widehat{\Sigma}]=\sum_{s=1}^{k} \sum_{r \succeq s} a_{s} c_{r} \Sigma_{r}
$$

The MANOVA estimate of $\Sigma_{r}$ is obtained by choosing $\mathbf{a}=\left(a_{1}, \ldots, a_{k}\right)$ so that $\mathbb{E}[\widehat{\Sigma}]=\Sigma_{r}$. Denoting

$$
\begin{equation*}
H_{r s}=\mathbb{1}\{s \preceq r\} c_{r}, \quad H=\left(H_{r s}\right)_{r, s=1}^{k} \in \mathbb{R}^{k \times k} \tag{2.28}
\end{equation*}
$$

this is satisfied by letting a be the $r^{\text {th }}$ column of $H^{-1}$. (This corresponds to the procedure of Möbius inversion over the subspace inclusion lattice, discussed in greater detail in [Spe83].)

We record the following calculations and properties for this class of models. In particular, part (a) implies that $m_{0}(z)$ may be computed by solving a polynomial equation of degree $k+1$ in $m_{0}(z)$. For $z \in \mathbb{C}^{+}$, the correct root is the unique root $m_{0}(z) \in \mathbb{C}^{+}$, while for $z \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$, the correct root satisfies $z_{0}^{\prime}\left(m_{0}(z)\right)>0$. From this, the quantities $t_{r}(z)$ and $w_{r s}(z)$ are easily computed in part (b). The edges of $\operatorname{supp}\left(\mu_{0}\right)$ may be found by solving the equation $0=z_{0}^{\prime}\left(m_{*}\right)$, which may be written as a polynomial equation of degree $2 k$ in $m_{*}$.

Proposition 2.24. Let (2.1) correspond to a balanced classification design, as defined above. Suppose Assumption 2.1(a, b,d) holds for this design, and in addition, $d_{r}>c n$ for each $r=1, \ldots, k$ and a constant $c>0$. Let $\widehat{\Sigma}$ and $B$ be defined by (2.27), where $\mathbf{a}=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k}$ satisfies $\|\mathbf{a}\|<C$ for a constant $C>0$.
(a) Under Assumption 2.2, the Marcenko-Pastur equation (2.8) corresponding to $\widehat{\Sigma}$ takes the form

$$
\begin{equation*}
z=-\frac{1}{m_{0}(z)}+\sum_{s=1}^{k} C_{s} b_{s}(z), \quad b_{s}(z)=\frac{a_{s}}{1+\left(N / d_{s}\right) a_{s} C_{s} m_{0}(z)}, \quad C_{s}=\sum_{r \succeq s} c_{r} \sigma_{r}^{2} \tag{2.29}
\end{equation*}
$$

If there exist a constant $c>0$ and indices $s, r \in\{1, \ldots, k\}$ such that $s \preceq r, a_{s}>c$, and $\sigma_{r}^{2}>c$, then the rightmost edge $E_{*}$ of $\mu_{0}$ is $\tau$-regular for a constant $\tau>0$.
(b) Under Assumption 2.10, the functions $t_{r}(z)$ and $w_{r s}(z)$ from (2.12) and (2.16) take the forms

$$
t_{r}(z)=c_{r} \sum_{s \geq 1: s \preceq r} b_{s}(z), \quad w_{r s}(z)=c_{r} c_{s} \sum_{t \geq 1: t \preceq r, t \preceq s}\left(N / d_{t}\right) b_{t}(z)^{2} .
$$

Furthermore, Assumption 2.16 holds for the estimation matrices $B_{r}=\pi_{r} / d_{r}$.
(c) In the fixed point equations (2.23-2.25), the equation (2.24) takes the explicit form

$$
\begin{equation*}
y_{r}=-c_{r} \sum_{s \geq 1: s \preceq r} \frac{a_{s}}{1+\left(n / d_{s}\right) a_{s} x_{s+}}, \quad x_{s+}=\sum_{r \succeq s} x_{r} . \tag{2.30}
\end{equation*}
$$

Proof. We rotate coordinates. Fix $r \in\{1, \ldots, k\}$ and write $\{s: s \preceq r\}=\left\{s_{0}, \ldots, s_{j}\right\}$ where $s_{0}=0$. We may write the singular value decomposition of $U_{r}$ as

$$
U_{r}=\sqrt{c_{r}} \sum_{s \preceq r} V_{s} W_{r, s}^{\prime}
$$

where the columns of $V_{s}$ form an orthonormal basis for $\stackrel{\circ}{S}_{s}$ and where $W_{r}=\left[W_{r, s_{0}}|\ldots| W_{r, s_{j}}\right]$ is orthogonal $m_{r} \times m_{r}$. Denote $\check{n}=n-d_{0}, \check{m}_{r}=m_{r}-d_{0}, V=\left[V_{1}|\ldots| V_{k}\right] \in \mathbb{R}^{n \times \check{n}}$, and

$$
\check{\alpha}_{r}=\left(\begin{array}{c}
W_{r, s_{1}}^{\prime} \alpha_{r} \\
\vdots \\
W_{r, s_{j}}^{\prime} \alpha_{r}
\end{array}\right) \in \mathbb{R}^{\check{m}_{r} \times p}, \quad \check{U}_{r}=\sqrt{c_{r}} V^{\prime}\left(\begin{array}{lll}
V_{s_{1}} & \cdots & V_{s_{j}}
\end{array}\right) \in \mathbb{R}^{\check{n} \times \check{m}_{r}}
$$

By rotational invariance, $\check{\alpha}_{r}$ still has independent rows with distribution $\mathcal{N}\left(0, \Sigma_{r}\right)$. Also, $\check{U}_{r}$ has a simple form - each $V^{\prime} V_{s_{i}} \in \mathbb{R}^{\check{n} \times d_{s_{i}}}$ has a single block equal to $\mathrm{Id}_{d_{s_{i}}}$ and remaining blocks 0 . Defining

$$
\check{Y}=V^{\prime} Y \in \mathbb{R}^{\check{n} \times p}, \quad \check{B}=V^{\prime} B V=\left(\begin{array}{lll}
\left(a_{1} / d_{1}\right) \operatorname{Id}_{d_{1}} & & \\
& \ddots & \\
& & \left(a_{k} / d_{k}\right) \operatorname{Id}_{d_{k}}
\end{array}\right) \in \mathbb{R}^{\check{n} \times \check{n}}
$$

and applying $V^{\prime}$ to (2.1), we obtain the rotated model

$$
\begin{equation*}
\check{Y}=\sum_{r=1}^{k} \check{U}_{r} \check{\alpha}_{r}, \quad \widehat{\Sigma}=\check{Y}^{\prime} \check{B} \check{Y} \tag{2.31}
\end{equation*}
$$

For parts (a) and (b), let $F$ be the matrix (2.7) in the model (2.1). Let $\check{M}=\check{m}_{1}+\ldots+\check{m}_{k}$, and denote by $\check{F} \in \mathbb{R}^{\check{M} \times \check{M}}$ this matrix in the rotated model (2.31), with $(r, s)$ block $N \sigma_{r} \sigma_{s} \check{U}_{r}^{\prime} \check{B} \check{U}_{s}$. Let $Q=\operatorname{diag}\left(W_{1}, \ldots, W_{k}\right)$, where $W_{r}$ is the matrix of right singular vectors of $U_{r}$ as above. Then observe that $\check{F}$ is the matrix $Q^{\prime} F Q$ with $d_{0}$ rows and $d_{0}$ columns of 0 's removed from each block. Thus, the law $\mu_{0}$ and the functions $m_{0}(z), s_{r}(\mathbf{a}), t_{r}(z)$, and $w_{r s}(z)$ do not change upon replacing $F$ by $\check{F}$ in their definitions.

For (a), let us further decompose $\check{m}_{r}=\sum_{s \geq 1: s \preceq r} d_{s}$, and consider $\check{F}$ in the expanded block decomposition corresponding to

$$
\check{M}=\sum_{r=1}^{k} \sum_{s \geq 1: s \preceq r} d_{s} .
$$

Index a row or column of this decomposition by the pair $(r, s)$ where $s \preceq r$. Then from the forms of $\check{U}_{r}$ and $\check{B}$, we have

$$
\check{F}_{(r, s),\left(r^{\prime}, s^{\prime}\right)}=\mathbb{1}\left\{s=s^{\prime}\right\} N \sqrt{c_{r} c_{r^{\prime}}} \sigma_{r} \sigma_{r^{\prime}} \frac{a_{s}}{d_{s}} \operatorname{Id}_{d_{s}}
$$

For each $s \in\{1, \ldots, k\}$, let $E_{s}$ be the submatrix formed by the blocks $\left((r, s),\left(r^{\prime}, s\right)\right)$ where $r \succeq s$ and $r^{\prime} \succeq s$. Note that $\check{F}$ is (upon permuting rows and columns) block-diagonal with blocks $E_{1}, \ldots, E_{k}$. We may write $E_{s}=N\left(a_{s} / d_{s}\right) R_{s}^{\prime} R_{s}$ where $R_{s}=\left(\sqrt{c_{r}} \sigma_{r} \operatorname{Id}_{d_{s}}: r \succeq s\right)$. Then $E_{s}$ has rank $d_{s}$, with $d_{s}$ identical non-zero eigenvalues equal to $N\left(a_{s} / d_{s}\right) C_{s}$ where $C_{s}$ is defined in (2.29). As the eigenvalues of $\check{F}$ are the union of those of $E_{1}, \ldots, E_{k}$, writing (2.8) in spectral form establishes (2.29). Under the stated conditions in (a), the largest eigenvalue of $\check{F}$ is positive and bounded away from 0 , with multiplicity proportional to $n$. Then the rightmost edge $E_{*}$ is regular by Proposition 2.7.

For (b), noting that $R_{s} R_{s}^{\prime}=C_{s} \mathrm{Id}_{d_{s}}$, the Woodbury identity yields

$$
E_{s}\left(\operatorname{Id}+E_{s}\right)^{-1}=\frac{N a_{s}}{d_{s}} R_{s}^{\prime} R_{s}\left(\operatorname{Id}-\frac{N a_{s}}{d_{s}\left(1+N\left(a_{s} / d_{s}\right) C_{s}\right)} R_{s}^{\prime} R_{s}\right)=\frac{N\left(a_{s} / d_{s}\right)}{1+N\left(a_{s} / d_{s}\right) C_{s}} R_{s}^{\prime} R_{s}
$$

Then for all $s \preceq r$ and $s^{\prime} \preceq r^{\prime}$,

$$
\begin{equation*}
\left(F(\operatorname{Id}+F)^{-1}\right)_{(r, s),\left(r^{\prime}, s^{\prime}\right)}=\mathbb{1}\left\{s=s^{\prime}\right\} \sqrt{c_{r} c_{r}^{\prime}} \sigma_{r} \sigma_{r^{\prime}} \frac{N\left(a_{s} / d_{s}\right)}{1+N\left(a_{s} / d_{s}\right) C_{s}} \operatorname{Id}_{d_{s}} \tag{2.32}
\end{equation*}
$$

The $r^{\text {th }}$ diagonal block trace in the collapsed decomposition $\check{M}=\check{m}_{1}+\ldots+\check{m}_{k}$ is the sum of the trace of the above over $s \preceq r, s=s^{\prime}$, and $r=r^{\prime}$. Thus

$$
s_{r}(\mathbf{a})=c_{r} \sum_{s \preceq r} \frac{a_{s}}{1+\left(N / d_{s}\right) a_{s} C_{s}}=H f(\mathbf{a}),
$$

where $H$ is defined in (2.28) and

$$
f(\mathbf{a})=\left(\frac{a_{1}}{1+\left(N / d_{1}\right) a_{1} C_{1}}, \ldots, \frac{a_{k}}{1+\left(N / d_{k}\right) a_{k} C_{k}}\right)
$$

As $C_{1}, \ldots, C_{k}$ and $N / d_{1}, \ldots, N / d_{k}$ are bounded above by a constant, we have

$$
\left\|f\left(\mathbf{a}_{1}\right)-f\left(\mathbf{a}_{2}\right)\right\| \geq \frac{c\left\|\mathbf{a}_{1}-\mathbf{a}_{2}\right\|}{\left(1+\left\|\mathbf{a}_{1}\right\|\right)\left(1+\left\|\mathbf{a}_{2}\right\|\right)}
$$

for a constant $c>0$. Under a suitable permutation of $1, \ldots, k$, the matrix $H$ is lower-triangular, with all entries bounded above, and with all diagonal entries $c_{r}$ bounded away from 0 . Thus the least singular value of $H$ is bounded away from 0 , so Assumption 2.16 holds. Substituting $m_{0} a_{s}$ for $a_{s}$ in (2.32), we also have

$$
\left(F\left(\operatorname{Id}+m_{0} F\right)^{-1}\right)_{(r, s),\left(r^{\prime}, s^{\prime}\right)}=\mathbb{1}\left\{s=s^{\prime}\right\} \sqrt{c_{r} c_{r}^{\prime}} \sigma_{r} \sigma_{r^{\prime}} \frac{N\left(a_{s} / d_{s}\right)}{1+N\left(a_{s} / d_{s}\right) C_{s} m_{0}} \operatorname{Id}_{d_{s}}
$$

Taking block traces and Hilbert-Schmidt norms yields the expressions for $t_{r}$ and $w_{r s}$.

Finally, for part (c), observe likewise that for $F$ as defined in (2.21),

$$
\operatorname{Tr}_{r}\left(\left[\operatorname{Id}_{M}+F D(\mathbf{x})\right]^{-1} F\right)=\operatorname{Tr}_{r}\left(\left[\operatorname{Id}_{\check{M}}+\check{F} \check{D}(\mathbf{x})\right]^{-1} \check{F}\right)
$$

where $\check{D}(\mathbf{x})=\operatorname{diag}\left(x_{1} \operatorname{Id}_{\check{m}_{1}}, \ldots, x_{k} \operatorname{Id}_{\check{m}_{k}}\right)$ and $\check{F}$ has blocks $\sqrt{m_{r} m_{s}} \check{U}_{r}^{\prime} \check{B} \check{U}_{s}$. Applying again the forms of $\check{U}_{r}$ and $\check{B}$ and the identity $c_{r} m_{r}=n$, we obtain

$$
\check{F}_{(r, s),\left(r^{\prime}, s^{\prime}\right)}=\mathbb{1}\left\{s=s^{\prime}\right\} \frac{n a_{s}}{d_{s}} \operatorname{Id}_{d_{s}}
$$

Fix $s \in\{1, \ldots, k\}$ and consider the submatrix $E_{s}$ formed by the blocks $\left((r, s),\left(r^{\prime}, s\right)\right)$ where $r \succeq s$ and $r^{\prime} \succeq s$. Then $E_{s}=n\left(a_{s} / d_{s}\right) R_{s}^{\prime} R_{s}$ where $R_{s}=\left(\operatorname{Id}_{d_{s}}|\cdots| \operatorname{Id}_{d_{s}}\right)$. The corresponding submatrix of $\check{D}(\mathbf{x})$ is given by $D_{s}=\operatorname{diag}\left(x_{r} \operatorname{Id}_{d_{s}}: r \succeq s\right)$. Defining $x_{s+}$ by (2.30) and applying the Woodbury identity, we have

$$
\left(\operatorname{Id}+E_{s} D_{s}\right)^{-1} E_{s}=\left(\operatorname{Id}-\frac{n a_{s}}{d_{s}\left(1+\left(n / d_{s}\right) a_{s} x_{s+}\right)} R_{s}^{\prime} R_{s} D_{s}\right) \frac{n a_{s}}{d_{s}} R_{s}^{\prime} R_{s}=\frac{n a_{s}}{d_{s}\left(1+\left(n / d_{s}\right) a_{s} x_{s+}\right)} R_{s}^{\prime} R_{s}
$$

Then for all $s \preceq r$ and $s^{\prime} \preceq r^{\prime}$,

$$
\left((\operatorname{Id}+F D(\mathbf{x}))^{-1} F\right)_{(r, s),\left(r^{\prime}, s^{\prime}\right)}=\mathbb{1}\left\{s=s^{\prime}\right\} \frac{n a_{s}}{d_{s}\left(1+\left(n / d_{s}\right) a_{s} x_{s+}\right)} \operatorname{Id}_{d_{s}}
$$

Taking the diagonal block trace in the collapsed decomposition $\check{M}=\check{m}_{1}+\ldots+\check{m}_{k}$ and applying $n / m_{r}=c_{r}$, we obtain from (2.24) the explicit form (2.30).

## Chapter 3

## Edge fluctuations under sphericity

In this chapter, we discuss in greater detail the edges of the support of the law $\mu_{0}$ from Theorem 2.4. We then prove Theorem 2.6, which establishes Tracy-Widom fluctuations of the extremal eigenvalue of $\widehat{\Sigma}$ at each regular edge of $\mu_{0}$ under global sphericity of $\Sigma_{1}, \ldots, \Sigma_{k}$.

Our proof generalizes an argument of Lee and Schnelli [LS16], which showed under a similar edge regularity condition that the largest eigenvalue of $\widehat{\Sigma}=X^{\prime} F X$ exhibits real Tracy-Widom fluctuations for positive definite $F$. We extend this result in two directions:

1. We show that this holds also for matrices $F$ with negative eigenvalues.
2. The spectrum of the law $\mu_{0}$ in Theorem 2.4 may have multiple disjoint intervals of support. We establish a Tracy-Widom limit for the extremal eigenvalue at each regular edge of the support, including the internal edges.

When $F$ is positive definite and $X$ has complex Gaussian entries, convergence of the largest eigenvalue of $\widehat{\Sigma}$ to the complex Tracy-Widom law was established in [Kar07], and this was extended to each regular edge in [HHN16]. These analyses use the determinantal form of the HCIZ integral over the complex unitary group, which has no known real analogue. The proof of [LS16] in the real setting is different and relies on a universality argument, which we first summarize.

By rotational invariance in law of $X$, it suffices to consider the case where $F=T$ is diagonal. Let $E_{*}$ be the rightmost edge of $\mu_{0}$. The proof of [LS16] considers

$$
\widehat{\Sigma}^{(L)}=X^{\prime} T^{(L)} X
$$

for a different matrix $T^{(L)}$, and compares the eigenvalue behavior of $\widehat{\Sigma}$ near $E_{*}$ with that of $\widehat{\Sigma}^{(L)}$ near its rightmost edge $E_{*}^{(L)}$. Concretely, the comparison between $T$ and $T^{(L)}$ is achieved by a continuous interpolation over $l \in[0, L]$, where $T^{(0)}=T$ and each $T^{(l)}$ has diagonal entries $\left\{t_{\alpha}^{(l)}: \alpha=1, \ldots, M\right\}$
given by

$$
\begin{equation*}
\frac{1}{t_{\alpha}^{(l)}}=e^{-l} \frac{1}{t_{\alpha}^{(0)}}+\left(1-e^{-l}\right) \tag{3.1}
\end{equation*}
$$

(See [LS16, Eq. (6.1)].) For simplicity, each $T^{(l)}$ is then rescaled so that the largest eigenvalue of $\widehat{\Sigma}^{(l)} \equiv X^{\prime} T^{(l)} X$ fluctuates with identical scale (of order $N^{-2 / 3}$ ) for every $l$. Taking $L=\infty, T^{(\infty)}$ is a multiple of the identity, so $\widehat{\Sigma}^{(\infty)}$ is a white Wishart matrix for which the Tracy-Widom distributional limit is known from [Joh01]. Along this interpolation, the upper edge $E_{*}^{(l)}$ traces a continuous path between $E_{*}^{(0)}$ and $E_{*}^{(\infty)}$. Defining

$$
\#\left(E_{*}^{(l)}+s_{1}, E_{*}^{(l)}+s_{2}\right)=\text { number of eigenvalues of } \widehat{\Sigma}^{(l)} \text { in }\left[E_{*}^{(l)}+s_{1}, E_{*}^{(l)}+s_{2}\right],
$$

a resolvent approximation idea from [EYY12] establishes the smooth approximation

$$
\begin{equation*}
\mathbb{P}\left[\#\left(E_{*}^{(l)}+s_{1}, E_{*}^{(l)}+s_{2}\right)=0\right] \approx \mathbb{E}\left[K\left(\mathfrak{X}^{(l)}\left(s_{1}, s_{2}\right)\right)\right] \tag{3.2}
\end{equation*}
$$

where $K\left(\mathfrak{X}^{(l)}\left(s_{1}, s_{2}\right)\right)$ is a smoothed indicator of the integrated Stieltjes transform of $\widehat{\Sigma}^{(l)}$ along an interval in $\mathbb{C}^{+}$at height $\eta=N^{-2 / 3-\varepsilon}$ above the corresponding interval on the real axis. The crux of the proof in [LS16] is then to show

$$
\begin{equation*}
\left|\frac{d}{d l} \mathbb{E}\left[K\left(\mathfrak{X}^{(l)}\left(s_{1}, s_{2}\right)\right)\right]\right| \leq N^{-1 / 3+\varepsilon} \tag{3.3}
\end{equation*}
$$

for a small constant $\varepsilon>0$ and $s_{1}, s_{2}$ on the $N^{-2 / 3}$ scale. This is applied to compare the probability in (3.2) for $l=0$ and $l=2 \log N$. A simple direct argument compares these probabilities for $l=2 \log N$ and $l=\infty$, concluding the proof.

We extend this argument by showing that the continuous interpolation in (3.1) may be replaced by a discrete interpolating sequence. The resulting extra flexibility permits the extension of this result in the two directions mentioned earlier. Indeed, we note that (3.1) is not well-defined for negative $t_{\alpha}^{(0)}$, as the right side passes through 0 along the interpolation. More importantly, (3.1) does not allow us to study interior edges of $\widehat{\Sigma}$ when there are multiple disjoint intervals of support, as the support intervals merge and these edges vanish along the interpolation. We instead consider a discrete interpolating sequence $T^{(0)}, T^{(1)}, \ldots, T^{(L)}$ for an integer $L \leq O(N)$, where the diagonal entries $t_{\alpha}^{(l)}$ satisfy

$$
\begin{equation*}
\sum_{\alpha=1}^{M}\left|t_{\alpha}^{(l+1)}-t_{\alpha}^{(l)}\right| \leq O(1) \tag{3.4}
\end{equation*}
$$

for all $l=0, \ldots, L-1$. Letting $E_{*}$ be any regular edge of $\widehat{\Sigma}$, each matrix $\widehat{\Sigma}^{(l)} \equiv X^{\prime} T^{(l)} X$ will have a corresponding edge $E_{*}^{(l)}$ such that

$$
\begin{equation*}
\left|E_{*}^{(l+1)}-E_{*}^{(l)}\right| \leq O(1 / N) . \tag{3.5}
\end{equation*}
$$

Each of these $L$ discrete steps may be thought of as corresponding to a time interval $\Delta l=O\left(N^{-1}\right)$ in the continuous interpolation (3.1). We show that the above conditions are sufficient to establish a discrete analogue of (3.3),

$$
\begin{equation*}
\left|\mathbb{E}\left[K\left(\mathfrak{X}^{(l+1)}\left(s_{1}, s_{2}\right)\right)\right]-\mathbb{E}\left[K\left(\mathfrak{X}^{(l)}\left(s_{1}, s_{2}\right)\right)\right]\right| \leq N^{-4 / 3+\varepsilon} . \tag{3.6}
\end{equation*}
$$

As $L \leq O(N)$, summing over $l=0, \ldots, L-1$ establishes the desired comparison between $T^{(0)}$ and $T^{(L)}$. Importantly, the requirement (3.4) is sufficiently weak to allow a Lindeberg swapping scheme, where each $T^{(l+1)}$ makes a single $O(1)$ perturbation to a single entry of $T^{(l)}$. Hence we may move the diagonal entries of $T$ from one interval of support to another, without continuously evolving them between such intervals. This allows us to preserve the edge $E_{*}$ as in (3.5) along the entire interpolating sequence, even as the other intervals of support disappear.

Section 3.1 discusses properties of the matrix model $\widehat{\Sigma}=X^{\prime} T X$ and the law $\mu_{0}$, including a detailed characterization of its support and edge locations, and introduces our definition of edge regularity. Section 3.2 reviews prerequisite proof ingredients, which are similar to those in [LS16]. These include properties of the limiting Stieltjes transform near regular edges, Schur-complement identities for the resolvent, a local Marcenko-Pastur law as in [BPZ13, KY17], and the resolvent approximation from [EYY12] that formalizes (3.2). The material in these sections are either drawn from existing literature or represent extensions from the positive definite setting. We defer proofs or proof sketches of these extensions to Appendix A.

Section 3.3 constructs an interpolating sequence $T^{(0)}, \ldots, T^{(L)}$ for any starting matrix $T^{(0)}=T$. As in [LS16], we rescale each $T^{(l)}$ so that the eigenvalue of interest fluctuates with identical scale for each $l$. Consequently, the interpolating sequence will not be exactly Lindeberg, but rather will satisfy $\left|t_{\alpha}^{(l+1)}-t_{\alpha}^{(l)}\right| \leq O(1)$ for a single entry $\alpha$ and $\left|t_{\beta}^{(l+1)}-t_{\beta}^{(l)}\right| \leq O(1 / N)$ for all remaining entries $\beta \neq \alpha$. The final edge $E_{*}^{(L)}$ may be either a left or right edge of $\widehat{\Sigma}^{(L)}$, and we conclude the proof by applying either the result of [Joh01] for a positive right edge or [FS10] for a positive left edge of a (real) white Wishart matrix. To ensure that a left edge is not a hard edge at 0, we allow $T^{(L)}$ to have two distinct diagonal entries $\{0, t\}$. Thus, $\widehat{\Sigma}^{(L)}$ may have a different dimensionality ratio from the starting $\widehat{\Sigma}$.

In Section 3.4, we conclude the proof by establishing (3.6). To achieve this, we generalize the "decoupling lemma" of [LS16, Lemma 6.2] to a setting involving two different resolvents $G$ and $\check{G}$, corresponding to $T \equiv T^{(l)}$ and $\check{T} \equiv T^{(l+1)}$. Fortunately, we do not need to perform the same generalization for the "optical theorems" of [LS16, Lemma B.1], as we may apply (3.4) to reduce the higher-order terms arising in the decoupling lemma to involve only $G$ and not $\check{G}$. We will explain this later in the proof.

### 3.1 Matrix model and edge regularity

By rotational invariance in law of $X$, it suffices to prove Theorem 2.6 in the case where $F=T$ is diagonal. We record here the assumption of Theorems 2.4, 2.5, and 2.6 in the diagonal case.

Assumption 3.1. $\widehat{\Sigma}=X^{\prime} T X$, where $T=\operatorname{diag}\left(t_{1}, \ldots, t_{M}\right) \in \mathbb{R}^{M \times M}$ and $X \in \mathbb{R}^{M \times N}$ has i.i.d. $\mathcal{N}(0,1 / N)$ entries. For a constant $C>0$, we have $C^{-1}<N / M<C$ and $\|T\|<C$.

As described in Theorem 2.4, in the limit $N, M \rightarrow \infty$, the empirical spectrum of $\widehat{\Sigma}$ is wellapproximated by a deterministic law $\mu_{0}$. We note that if $T$ is the identity matrix, then $\mu_{0}$ is the Marcenko-Pastur law [MP67]. Under our scaling for $X$, this has density

$$
\begin{equation*}
f_{0}(x)=\frac{1}{2 \pi} \frac{\sqrt{\left(E_{+}-x\right)\left(x-E_{-}\right)}}{x} 1_{\left(E_{-}, E_{+}\right)}(x), \quad E_{ \pm}=(1 \pm \sqrt{M / N})^{2} \tag{3.7}
\end{equation*}
$$

on the positive real line, and an additional point mass at 0 when $M<N$. More generally, $\mu_{0}$ is defined by the fixed-point equation (2.8) in its Stieltjes transform, which we may write for diagonal $T$ as

$$
\begin{equation*}
z=-\frac{1}{m_{0}(z)}+\frac{1}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}}{1+t_{\alpha} m_{0}(z)} \tag{3.8}
\end{equation*}
$$

This law $\mu_{0}$ admits a continuous density $f_{0}$ at each $x \in \mathbb{R}_{*}$, given by

$$
\begin{equation*}
f_{0}(x)=\lim _{z \in \mathbb{C}^{+} \rightarrow x} \frac{1}{\pi} \operatorname{Im} m_{0}(z) \tag{3.9}
\end{equation*}
$$

where

$$
\mathbb{R}_{*}= \begin{cases}\mathbb{R} & \text { if } \operatorname{rank}(T)>N  \tag{3.10}\\ \mathbb{R} \backslash\{0\} & \text { if } \operatorname{rank}(T) \leq N\end{cases}
$$

For $x \neq 0$, this is shown in [SC95]; we extend this to $x=0$ when $\operatorname{rank}(T)>N$ in Appendix A.1.
The law $\mu_{0}$ is called the free multiplicative convolution of the empirical distribution of $t_{1}, \ldots, t_{M}$ with the Marcenko-Pastur law (3.7). In contrast to the case $T=\mathrm{Id}$, if $t_{1}, \ldots, t_{M}$ take more than one distinct value, then $\mu_{0}$ may have multiple disjoint intervals of support. Two such cases are depicted in Figures 3.1 and 3.2. For each support interval $\left[E_{-}, E_{+}\right]$of $\mu_{0}$, we will call each endpoint $E_{-}$and $E_{+}$an edge. More formally:

Definition 3.2. $E_{*} \in \mathbb{R}$ is a right edge of $\mu_{0}$ if $\left(E_{*}-\delta, E_{*}\right) \subset \operatorname{supp}\left(\mu_{0}\right)$ and $\left(E_{*}, E_{*}+\delta\right) \subset$ $\mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$ for some $\delta>0 . E_{*}$ is a left edge of $\mu_{0}$ if this holds with $\left(E_{*}-\delta, E_{*}\right)$ and $\left(E_{*}, E_{*}+\delta\right)$ exchanged. When 0 is a point mass of $\mu_{0}$, we do not consider it an edge.

The support intervals and edge locations of $\mu_{0}$ are described in a simple way by (3.8): Define


Figure 3.1: Left: Density $f_{0}(x)$ of $\mu_{0}$ and simulated eigenvalues of $\widehat{\Sigma}$, for $N=500, M=700$, and $T$ having 350 eigenvalues at $-2,300$ at 0.5 , and 50 at 6 . The four soft edges of $\mu_{0}$ are indicated by $E_{1}, \ldots, E_{4}$. Right: The function $z_{0}(m)$, with two local minima and two local maxima corresponding to the four edges of $\mu_{0}$.


Figure 3.2: Left: Density $f_{0}(x)$ of $\mu_{0}$ and simulated eigenvalues of $\widehat{\Sigma}$, for $N=M=500$, and $T$ having 400 eigenvalues at -1 and 100 at 4 . Here, $\mu_{0}$ has three soft edges $E_{1}, E_{2}, E_{4}$ and one hard edge $E_{3}=0$. Right: The function $z_{0}(m)$, with three indicated local extrema, and also a local minimum at $m=\infty$ corresponding to the hard right edge $E_{3}=0$.
$P=\{0\} \cup\left\{-t_{\alpha}^{-1}: t_{\alpha} \neq 0\right\}$, and consider $\overline{\mathbb{R}}=\mathbb{R} \cup\{\infty\}$. Consider the formal inverse of $m_{0}(z)$,

$$
\begin{equation*}
z_{0}(m)=-\frac{1}{m}+\frac{1}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}}{1+t_{\alpha} m} \tag{3.11}
\end{equation*}
$$

as a real-valued function on $\overline{\mathbb{R}} \backslash P$ with the convention $z_{0}(\infty)=0$. Then $z_{0}$ is a rational function with poles $P$-two examples are plotted in Figures 3.1 and 3.2. The following proposition relates the edges of $\mu_{0}$ to the local extrema of $z_{0}$. We indicate its proof in Appendix A.1. (Parts (a), (b), and (d) follow from [SC95], and part (c) was established for positive definite $T$ in [KY17].)

Proposition 3.3. Let $m_{1}, \ldots, m_{n} \in \overline{\mathbb{R}} \backslash P$ denote the local minima and local maxima ${ }^{1}$ of $z_{0}$, ordered such that $0>m_{1}>\ldots>m_{k}>-\infty$ and $\infty \geq m_{k+1}>\ldots>m_{n}>0$. Let $E_{j}=z_{0}\left(m_{j}\right)$ for each $j=1, \ldots, n$. Then:
(a) $\mu_{0}$ has exactly $n / 2$ support intervals and $n$ edges, which are given by $E_{1}, \ldots, E_{n}$.
(b) $E_{j}$ is a right edge if $m_{j}$ is a local minimum, and a left edge if $m_{j}$ is a local maximum.
(c) The edges are ordered as

$$
E_{1}>\ldots>E_{k}>E_{k+1}>\ldots>E_{n}
$$

(d) For each $E_{j}$ where $m_{j} \neq \infty$, we have $E_{j} \in \mathbb{R}_{*}$ and $z_{0}^{\prime \prime}\left(m_{j}\right) \neq 0$. Defining $\gamma_{j}=\sqrt{2 /\left|z_{0}^{\prime \prime}\left(m_{j}\right)\right|}$, the density of $\mu_{0}$ satisfies $f_{0}(x) \sim\left(\gamma_{j} / \pi\right) \sqrt{\left|E_{j}-x\right|}$ as $x \rightarrow E_{j}$ with $x \in \operatorname{supp}\left(\mu_{0}\right)$.

Definition 3.4. For each edge $E_{*}$ of $\mu_{0}$, the local minimum or maximum $m_{*}$ of $z_{0}$ such that $z_{0}\left(m_{*}\right)=E_{*}$ is its $\boldsymbol{m}$-value. The edge is soft if $m_{*} \neq \infty$ and hard if $m_{*}=\infty$. For a soft edge, $\gamma=\sqrt{2 /\left|z_{0}^{\prime \prime}\left(m_{*}\right)\right|}$ is its associated scale.

Hence the local extrema of $z_{0}$ are in 1-to-1 correspondence with the edges of $\mu_{0}$. Excluding the point mass at 0 when $\operatorname{rank}(T)<N, \operatorname{supp}\left(\mu_{0}\right)$ is exactly $\left[E_{n}, E_{n-1}\right] \cup\left[E_{n-2}, E_{n-3}\right] \cup \ldots \cup\left[E_{2}, E_{1}\right]$, where these intervals are disjoint and in increasing order. The density $f_{0}$ exhibits square-root decay at each soft edge $E_{*}$, with scale inversely related to the curvature of $z_{0}$ at $m_{*}$.

When $T$ is positive semi-definite, $\operatorname{supp}\left(\mu_{0}\right)$ is nonnegative. In this setting, an edge at 0 is usually called hard and all other edges soft. The above definition generalizes this to non-positive-definite $T$ : A hard edge is always 0 and can occur when $\operatorname{rank}(T)=N$. One example is depicted in Figure 3.2. However, if $T$ has negative eigenvalues, then a soft edge may also be 0 when $\operatorname{rank}(T)>N$.

We now introduce the notion of a "regular" edge of $\mu_{0}$. For positive definite $T$, a similar notion was introduced for the rightmost edge in $[\mathrm{Kar} 07]$ and generalized to all soft edges in [HHN16, KY17].

[^0]Definition 3.5. Let $E_{*} \in \mathbb{R}$ be a soft edge of $\mu_{0}$ with $m$-value $m_{*}$ and scale $\gamma$. $E_{*}$ is regular if all of the following hold for a constant $\tau \in(0,1)$ :

- $\left|m_{*}\right|<\tau^{-1}$.
- $\gamma<\tau^{-1}$.
- For all $\alpha \in\{1, \ldots, M\}$ such that $t_{\alpha} \neq 0,\left|m_{*}+t_{\alpha}^{-1}\right|>\tau$.

A smaller constant $\tau$ indicates a weaker regularity assumption. We will say $E_{*}$ is $\tau$-regular if we wish to emphasize the role of $\tau$. All subsequent constants may depend on $\tau$ above; we will usually not explicitly state this dependence.

Let us state here, for clarity, that the existence of any regular edge implies $T$ is non-degenerate, in the sense

$$
\begin{equation*}
\text { (number of eigenvalues } \left.t_{\alpha} \text { such that }\left|t_{\alpha}\right|>c\right)>c M \tag{3.12}
\end{equation*}
$$

for a constant $c>0$. (See Proposition 3.11.) Thus the largest and average values of $\left|t_{\alpha}\right|$ are both of constant order.

We discuss implications of edge regularity in Section 3.2.2. One interpretation of this condition is the following, whose proof we defer to Appendix A.2.

Proposition 3.6. Suppose Assumption 3.1 holds and the edge $E_{*}$ is regular. Then there exist constants $C, c, \delta>0$ such that
(a) (Separation) The interval $\left(E_{*}-\delta, E_{*}+\delta\right)$ belongs to $\mathbb{R}_{*}$ and contains no edge other than $E_{*}$.
(b) (Square-root decay) For all $x \in \operatorname{supp}\left(\mu_{0}\right) \cap\left(E_{*}-\delta, E_{*}+\delta\right)$, the density $f_{0}$ of $\mu_{0}$ satisfies

$$
c \sqrt{\left|E_{*}-x\right|} \leq f_{0}(x) \leq C \sqrt{\left|E_{*}-x\right|} .
$$

Whereas Definition 3.2 and Proposition 3.3(d) imply the above for $C, c, \delta$ depending on $N$, edge regularity ensures that the above properties hold uniformly in $N$.

One may check, via Proposition 3.11 below, that Definition 3.5 is equivalent to the definition of a regular edge in [KY17] when $T$ is positive definite. The condition $\left|m_{*}\right|<\tau^{-1}$ quantifies softness of $E_{*}$, so $E_{*}$ cannot converge to a hard edge at 0 . The condition $\gamma<\tau^{-1}$ guarantees non-vanishing curvature of $z_{0}$ at $m_{*}$, so $E_{*}$ cannot approach a neighboring interval of support. The condition $\left|m_{*}+t_{\alpha}^{-1}\right|>\tau$ guarantees separation of $m_{*}$ from the poles $P$ of $z_{0}$; this implies, in particular, that $E_{*}$ cannot be the edge of a support interval for an outlier eigenvalue of $\widehat{\Sigma}$. This last condition was introduced for the rightmost edge in [Kar07]. In the setting of a simple spiked model [Joh01] where $\left(t_{1}, \ldots, t_{M}\right)=(\theta, 1,1, \ldots, 1)$ for fixed $\theta>1$, if $E_{*}$ is the rightmost edge, then it is easily verified that this condition is equivalent to $\theta$ falling below the phase transition threshold $1+\sqrt{M / N}$ studied in [BBP05, BS06, Pau07].

Theorem 2.5 guarantees that all eigenvalues of $\widehat{\Sigma}$ fall within a $\delta$-neighborhood of $\operatorname{supp}\left(\mu_{0}\right)$, for any constant $\delta>0$. Near a regular edge $E_{*}$, we have the following strengthening of this guarantee, which shows that the extremal eigenvalue of $\widehat{\Sigma}$ near $E_{*}$ is typically only at a distance $N^{-2 / 3}$ from $E_{*}$.

Theorem 3.7 ( $N^{-2 / 3}$ concentration at regular edges). Suppose Assumption 3.1 holds, and $E_{*}$ is a regular right edge. Then there exists a constant $\delta>0$ such that for any $\varepsilon, D>0$ and all $N \geq N_{0}(\varepsilon, D)$,

$$
\begin{equation*}
\mathbb{P}\left[\operatorname{spec}(\widehat{\Sigma}) \cap\left[E_{*}+N^{-2 / 3+\varepsilon}, E_{*}+\delta\right]=\emptyset\right]>1-N^{-D} \tag{3.13}
\end{equation*}
$$

The analogous statement holds if $E_{*}$ is a regular left edge, with no eigenvalue of $\widehat{\Sigma}$ belonging to $\left[E_{*}-\delta, E_{*}-N^{-2 / 3+\varepsilon}\right]$.

This result was established in [KY17] for positive definite $T$, and we prove in Appendix A. 3 its generalization to any $T$ satisfying Assumption 3.1.

### 3.2 Preliminaries

We collect in this section the requisite ingredients and tools for the proof of Theorem 2.6.

## Notation

We denote $\mathcal{I}_{M}=\{1, \ldots, M\}$ and $\mathcal{I}_{N}=\{1, \ldots, N\}$. Considering the elements of these index sets as distinct, we define the disjoint union $\mathcal{I} \equiv \mathcal{I}_{N} \sqcup \mathcal{I}_{M}$. For a matrix in $\mathbb{C}^{(N+M) \times(N+M)}$, we identify $\{1,2, \ldots, N+M\} \simeq \mathcal{I}$ and index its rows and columns by $\mathcal{I}$, where $\mathcal{I}_{N}$ corresponds to the upper left block and $\mathcal{I}_{M}$ to the lower right block. We consistently use lower-case Roman letters $i, j, p, q$ for indices in $\mathcal{I}_{N}$, Greek letters $\alpha, \beta, \gamma, \rho$ for indices in $\mathcal{I}_{M}$, and upper-case Roman letters $A, B, C$ for general indices in $\mathcal{I}$.

Throughout, $C, c>0$ denote constants that may change from instance to instance. We write $a_{N} \asymp b_{N}$ for deterministic non-negative quantities $a_{N}, b_{N}$ when $c b_{N} \leq a_{N} \leq C a_{N}$. The constants $C, c$ may depend on $\tau$ in the context of a regular edge.

### 3.2.1 Stochastic domination

For a non-negative scalar $\Psi$ (either random or deterministic), we write

$$
\xi \prec \Psi \quad \text { and } \quad \xi=O_{\prec}(\Psi)
$$

if, for any constants $\varepsilon, D>0$ and all $N \geq N_{0}(\varepsilon, D)$,

$$
\begin{equation*}
\mathbb{P}\left[|\xi|>N^{\varepsilon} \Psi\right]<N^{-D} \tag{3.14}
\end{equation*}
$$

The constant $N_{0}(\varepsilon, D)$ may depend only on $\varepsilon, D$, the constant in Assumption 3.1, and $\tau$ in the context of a $\tau$-regular edge. If we wish to let $N_{0}(\varepsilon, D)$ depend on another constant $a$, we will denote this explicitly by writing $\prec_{a}$.

We review several properties of this definition from [EKY13].
Lemma 3.8. Let $U$ be any index set, and suppose $\xi(u) \prec \Psi(u)$ for all $u \in U$. Let $C$ be any constant (depending only on Assumption 3.1 and $\tau$ ).
(a) If $|U| \leq N^{C}$, then $\sup _{u \in U}|\xi(u)| / \Psi(u) \prec 1$.
(b) If $|U| \leq N^{C}$, then $\sum_{u \in U} \xi(u) \prec \sum_{u \in U} \Psi(u)$.
(c) If $u_{1}, u_{2} \in U$, then $\xi\left(u_{1}\right) \xi\left(u_{2}\right) \prec \Psi\left(u_{1}\right) \Psi\left(u_{2}\right)$.

Proof. All three parts follow from a union bound, as $\varepsilon, D>0$ in (3.14) are arbitrary.
Lemma 3.9. Suppose $\xi \prec \Psi$ and $\Psi$ is deterministic. Suppose furthermore that there are constants $C, C_{1}, C_{2}, \ldots>0$ (depending only on Assumption 3.1 and $\tau$ ) such that $\Psi>N^{-C}$ and $\mathbb{E}\left[|\xi|^{\ell}\right]<N^{C_{\ell}}$ for each integer $\ell>0$. Then $\mathbb{E}[\xi \mid \mathcal{G}] \prec \Psi$ for any sub- $\sigma$-field $\mathcal{G}$.

Proof. If $\mathcal{G}$ is trivial so $\mathbb{E}[\xi \mid \mathcal{G}]=\mathbb{E}[\xi]$, then this follows from Cauchy-Schwarz: For any $\varepsilon>0$ and all $N \geq N_{0}(\varepsilon)$,
$|\mathbb{E} \xi| \leq \mathbb{E}\left[|\xi| \mathbb{1}\left\{|\xi| \leq N^{\varepsilon / 2} \Psi\right\}\right]+\mathbb{E}\left[|\xi| \mathbb{1}\left\{|\xi|>N^{\varepsilon / 2} \Psi\right\}\right] \leq N^{\varepsilon / 2} \Psi+\mathbb{E}\left[|\xi|^{2}\right]^{1 / 2} \mathbb{P}\left[|\xi|>N^{\varepsilon / 2} \Psi\right]^{1 / 2}<N^{\varepsilon} \Psi$,
where the last inequality applies $\xi \prec \Psi$. For general $\mathcal{G}$, consider any $\varepsilon, D>0$ and fix an integer $k>(D+\varepsilon) / \varepsilon$. Then the above argument yields $\mathbb{E}\left[|\xi|^{k}\right]<N^{\varepsilon} \Psi^{k}$ for all $N \geq N_{0}(\varepsilon, D)$, so

$$
\mathbb{P}\left[|\mathbb{E}[\xi \mid \mathcal{G}]|>N^{\varepsilon} \Psi\right] \leq \frac{\mathbb{E}\left[|\mathbb{E}[\xi \mid \mathcal{G}]|^{k}\right]}{N^{k \varepsilon} \Psi^{k}} \leq \frac{\mathbb{E}\left[|\xi|^{k}\right]}{N^{k \varepsilon} \Psi^{k}}<N^{\varepsilon-k \varepsilon}<N^{-D}
$$

When $U$ is a bounded domain of $\mathbb{C}$, part (a) of Lemma 3.8 does not directly apply, but we may oftentimes take the union bound by Lipschitz continuity:

Lemma 3.10. Suppose $\xi(z) \prec \Psi(z)$ for all $z \in U$, where $U \subset \mathbb{C}$ is uniformly bounded in $N$. Suppose that for any $D>0$, there exists $C \equiv C(D)>0$ and an event of probability $1-N^{-D}$ on which

- $\Psi(z)>N^{-C}$ for all $z \in U$.
- $\left|\xi\left(z_{1}\right)-\xi\left(z_{2}\right)\right| \leq N^{C}\left|z_{1}-z_{2}\right|$ and $\left|\Psi\left(z_{1}\right)-\Psi\left(z_{2}\right)\right| \leq N^{C}\left|z_{1}-z_{2}\right|$ for all $z_{1}, z_{2} \in U$.

Then $\sup _{z \in U}|\xi(z)| / \Psi(z) \prec 1$.

Proof. For any $\varepsilon, D>0$, set $C=C(D)$ and $\Delta=N^{-3 C}$. Take a net $\mathcal{N} \subset U$ with $|\mathcal{N}| \leq N^{6 C+1}$ such that for every $z \in U$, there exists $z^{\prime} \in \mathcal{N}$ with $\left|z-z^{\prime}\right|<\Delta$. By Lemma 3.8(a), $\left|\xi\left(z^{\prime}\right)\right|<N^{\varepsilon} \Psi\left(z^{\prime}\right)$ for all $z^{\prime} \in \mathcal{N}$ with probability $1-N^{-D}$. Then with probability $1-2 N^{-D}$, for all $z \in U$,

$$
|\xi(z)| \leq\left|\xi\left(z^{\prime}\right)\right|+\Delta N^{C}<N^{\varepsilon} \Psi\left(z^{\prime}\right)+\Delta N^{C} \leq N^{\varepsilon} \Psi(z)+2 \Delta N^{\varepsilon+C}<3 N^{\varepsilon} \Psi(z)
$$

### 3.2.2 Edge regularity

Let us prove here the sufficient condition of Proposition 2.7 for regularity of the rightmost edge.
Proof of Proposition 2.7. Let $t_{1}$ be the maximum eigenvalue of $T$, and let $K$ be its multiplicity. The $m$-value $m_{*}$ for the rightmost edge satisfies $m_{*} \in\left(-t_{1}^{-1}, 0\right)$. As $t_{1}>c$ for a constant $c>0$, this implies $\left|m_{*}\right|<1 / c$. Furthermore, we have

$$
\begin{equation*}
0=z_{0}^{\prime}\left(m_{*}\right)=\frac{1}{m_{*}^{2}}-\frac{1}{N} \sum_{\alpha: t_{\alpha} \neq 0} \frac{1}{\left(m_{*}+t_{\alpha}^{-1}\right)^{2}} . \tag{3.15}
\end{equation*}
$$

As $\left|t_{\alpha}^{-1}\right|>c$ for a constant $c>0$ and each $\alpha$, this implies $\left|m_{*}\right|>c$ for a constant $c>0$. The condition (3.15) also implies

$$
0 \leq \frac{1}{m_{*}^{2}}-\frac{K}{N} \frac{1}{\left(m_{*}+t_{1}^{-1}\right)^{2}}
$$

As $K$ is proportional to $N$, this yields $\left|m_{*}+t_{1}^{-1}\right|>c$ for a constant $c>0$. Then by the condition $m_{*} \in\left(-t_{1}^{-1}, 0\right)$, we obtain $\left|m_{*}+t_{\alpha}^{-1}\right|>\tau$ for all non-zero $\alpha$ and some constant $\tau>0$. Finally, we have

$$
z_{0}^{\prime \prime}\left(m_{*}\right)=-\frac{2}{m_{*}^{3}}+\frac{2}{N} \sum_{\alpha: t_{\alpha} \neq 0} \frac{1}{\left(m_{*}+t_{\alpha}^{-1}\right)^{3}}=\sum_{\alpha: t_{\alpha} \neq 0}-\frac{2}{m_{*} N} \cdot \frac{t_{\alpha}^{-1}}{\left(m_{*}+t_{\alpha}^{-1}\right)^{3}}
$$

where the second equality applies (3.15). Note that $m_{*}<0$, and $m_{*}+t_{\alpha}^{-1}>0$ if $t_{\alpha}>0$ and $m_{*}+t_{\alpha}^{-1}<0$ if $t_{\alpha}<0$. Thus each summand on the right side above is positive, and in particular

$$
z_{0}^{\prime \prime}\left(m_{*}\right) \geq-\frac{2 K}{m_{*} N} \cdot \frac{t_{1}^{-1}}{\left(m_{*}+t_{1}^{-1}\right)^{3}}
$$

Thus $\gamma<\tau^{-1}$ for a constant $\tau>0$.
We next record a simple consequence of edge regularity.
Proposition 3.11. Suppose Assumption 3.1 holds, and $E_{*}$ is a regular edge with $m$-value $m_{*}$ and scale $\gamma$. Then there exist constants $C, c>0$ such that

$$
c<\left|m_{*}\right|<C, \quad c<\gamma<C, \quad\left|E_{*}\right|<C
$$

and for all $\alpha=1, \ldots, M$,

$$
\left|1+t_{\alpha} m_{*}\right|>c .
$$

Furthermore, if any regular edge $E_{*}$ exists, then $T$ satisfies (3.12), and if $T$ is positive semi-definite, then also $E_{*}>c>0$.

Proof. The bounds $\left|m_{*}\right|<\tau^{-1}$ and $\gamma<\tau^{-1}$ are assumed in Definition 3.5. From (3.15) and the condition $\left|m_{*}+t_{\alpha}^{-1}\right|>\tau$ for each $\alpha$, the bound $\left|m_{*}\right|>c$ follows. The bounds $\left|E_{*}\right|<C$ and $\gamma>c$ then follow from the definitions $E_{*}=z_{0}\left(m_{*}\right)$ and $\gamma^{-2}=\left|z_{0}^{\prime \prime}\left(m_{*}\right)\right| / 2$. For $\left|1+t_{\alpha} m_{*}\right|$, take $C>0$ such that $\left|m_{*}\right|<C$. If $\left|t_{\alpha}\right|>1 /(2 C)$, then $\left|1+t_{\alpha} m_{*}\right|>\tau /(2 C)$ by the condition $\left|m_{*}+t_{\alpha}^{-1}\right|>\tau$, whereas if $\left|t_{\alpha}\right| \leq 1 /(2 C)$, then $\left|1+t_{\alpha} m_{*}\right|>1 / 2$.

From (3.15) and the conditions $\left|m_{*}\right|<C$ and $\left|1+t_{\alpha} m_{*}\right|>c$, we have $M^{-1} \sum_{\alpha} t_{\alpha}^{2}>c$. Together with the assumption $\left|t_{\alpha}\right|<C$ for all $\alpha$, this implies (3.12). Finally, note that $0=z_{0}^{\prime}\left(m_{*}\right)$ implies $m_{*}^{-1}=N^{-1} \sum_{\alpha} t_{\alpha}^{2} m_{*} /\left(1+t_{\alpha} m_{*}\right)^{2}$, and hence

$$
E_{*}=z_{0}\left(m_{*}\right)=\frac{1}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}}{\left(1+t_{\alpha} m_{*}\right)^{2}} .
$$

If $T$ is positive semi-definite, then $E_{*}>c$ follows from $\left|1+t_{\alpha} m_{*}\right|<C$ and (3.12).
The remaining implications of edge regularity heuristically follow from the Taylor expansion

$$
z_{0}(m)-E_{*}=z_{0}(m)-z_{0}\left(m_{*}\right)=\frac{z_{0}^{\prime \prime}\left(m_{*}\right)}{2}\left(m-m_{*}\right)^{2}+O\left(\left(m-m_{*}\right)^{3}\right),
$$

where there is no first-order term because $0=z_{0}^{\prime}\left(m_{*}\right)$. Consequently,

$$
m_{0}(z) \approx m_{*}+\sqrt{\frac{2}{z_{0}^{\prime \prime}\left(m_{*}\right)}\left(z-E_{*}\right)}
$$

for $z \in \mathbb{C}^{+}$near $E_{*}$ and an appropriate choice of square-root. Edge regularity implies uniform control of the above Taylor expansion; we defer detailed proofs to Appendix A.2. Similar properties were established for positive definite $T$ in [BPZ13, KY17].

Proposition 3.12. Suppose Assumption 3.1 holds and $E_{*}$ is a regular edge with $m$-value $m_{*}$. Then there exist constants $c, \delta>0$ such that for all $m \in\left(m_{*}-\delta, m_{*}+\delta\right)$, if $E_{*}$ is a right edge then

$$
z_{0}^{\prime \prime}(m)>c,
$$

and if $E_{*}$ is a left edge then $z_{0}^{\prime \prime}(m)<-c$.
Proposition 3.13. Suppose Assumption 3.1 holds and $E_{*}$ is a regular edge. Then there exist
constants $C, c, \delta>0$ such that the following hold: Define

$$
\mathbf{D}_{0}=\left\{z \in \mathbb{C}^{+}: \operatorname{Re} z \in\left(E_{*}-\delta, E_{*}+\delta\right), \operatorname{Im} z \in(0,1]\right\}
$$

Then for all $z \in \mathbf{D}_{0}$ and $\alpha \in\{1, \ldots, M\}$,

$$
c<\left|m_{0}(z)\right|<C, \quad c<\left|1+t_{\alpha} m_{0}(z)\right|<C .
$$

Furthermore, for all $z \in \mathbf{D}_{0}$, denoting $z=E+i \eta$ and $\kappa=\left|E-E_{*}\right|$,

$$
c \sqrt{\kappa+\eta} \leq\left|m_{0}(z)-m_{*}\right| \leq C \sqrt{\kappa+\eta}, \quad c f(z) \leq \operatorname{Im} m_{0}(z) \leq C f(z)
$$

where

$$
f(z)= \begin{cases}\sqrt{\kappa+\eta} & \text { if } E \in \operatorname{supp}(\rho) \\ \frac{\eta}{\sqrt{\kappa+\eta}} & \text { if } E \notin \operatorname{supp}(\rho)\end{cases}
$$

### 3.2.3 Resolvent bounds and identities

For $z \in \mathbb{C}^{+}$, denote the resolvent and Stieltjes transform of $\widehat{\Sigma}$ by

$$
\begin{equation*}
G_{N}(z)=(\widehat{\Sigma}-z \mathrm{Id})^{-1} \in \mathbb{C}^{N \times N}, \quad m_{N}(z)=N^{-1} \operatorname{Tr} G_{N}(z) \tag{3.16}
\end{equation*}
$$

Lemma 3.14. For any $\eta>0$ and $z, z^{\prime} \in \mathbb{C}^{+}$with $\operatorname{Im} z \geq \eta$ and $\operatorname{Im} z^{\prime} \geq \eta$, and for any $i, j \in \mathcal{I}_{N}$,

$$
\begin{gathered}
\left|m_{N}(z)\right| \leq \frac{1}{\eta}, \quad\left|G_{i j}(z)\right| \leq \frac{1}{\eta} \\
\left|m_{N}(z)-m_{N}\left(z^{\prime}\right)\right| \leq \frac{\left|z-z^{\prime}\right|}{\eta^{2}}, \quad\left|G_{i j}(z)-G_{i j}\left(z^{\prime}\right)\right| \leq \frac{\left|z-z^{\prime}\right|}{\eta^{2}}
\end{gathered}
$$

Proof. Let $\widehat{\Sigma}=\sum_{i} \lambda_{i} \mathbf{v}_{i} \mathbf{v}_{i}^{\prime}$ be the spectral decomposition of $\widehat{\Sigma}$. Then $G_{N}(z)=\sum_{i}\left(\lambda_{i}-z\right)^{-1} \mathbf{v}_{i} \mathbf{v}_{i}^{\prime}$, so $\left\|G_{N}(z)\right\| \leq 1 / \eta$ and $\left\|\partial_{z} G_{N}(z)\right\| \leq 1 / \eta^{2}$. All four statements follow.

As in [LS16, KY17], define the linearized resolvent $G(z)$ by

$$
H(z)=\left(\begin{array}{cc}
-z \mathrm{Id} & X^{\prime} \\
X & -T^{-1}
\end{array}\right) \in \mathbb{C}^{(N+M) \times(N+M)}, \quad G(z)=H(z)^{-1}
$$

We index rows and columns of $G(z)$ by $\mathcal{I} \equiv \mathcal{I}_{N} \sqcup \mathcal{I}_{M}$. The Schur-complement formula for block matrix inversion yields the alternative form

$$
G(z)=\left(\begin{array}{cc}
G_{N}(z) & G_{N}(z) X^{\prime} T  \tag{3.17}\\
T X G_{N}(z) & T X G_{N}(z) X^{\prime} T-T
\end{array}\right)
$$

which is understood as the definition of $G(z)$ when $T$ is not invertible. We will omit the argument $z$ in $m_{0}, m_{N}, G_{N}, G$ when the meaning is clear.

For any $A \in \mathcal{I}$, define $H^{(A)}$ as the submatrix of $H$ with row and column $A$ removed, and define

$$
G^{(A)}=\left(H^{(A)}\right)^{-1} .
$$

When $T$ is not invertible, $G^{(A)}$ is defined by the alternative form analogous to (3.17). We index $G^{(A)}$ by $\mathcal{I} \backslash\{A\}$.

Note that $G$ and $G^{(A)}$ are symmetric, in the sense $G^{\prime}=G$ and $\left(G^{(A)}\right)^{\prime}=G^{(A)}$ without complex conjugation. The entries of $G$ and $G^{(A)}$ are related by the following Schur-complement identities:

Lemma 3.15 (Resolvent identities). Fix $z \in \mathbb{C}^{+}$.
(a) For any $i \in \mathcal{I}_{N}$,

$$
G_{i i}=-\frac{1}{z+\sum_{\alpha, \beta \in \mathcal{I}_{M}} G_{\alpha \beta}^{(i)} X_{\alpha i} X_{\beta i}}
$$

For any $\alpha \in \mathcal{I}_{M}$,

$$
G_{\alpha \alpha}=-\frac{t_{\alpha}}{1+t_{\alpha} \sum_{i, j \in \mathcal{I}_{N}} G_{i j}^{(\alpha)} X_{\alpha i} X_{\alpha j}}
$$

(b) For any $i \neq j \in \mathcal{I}_{N}$,

$$
G_{i j}=-G_{i i} \sum_{\beta \in \mathcal{I}_{M}} G_{\beta j}^{(i)} X_{\beta i}
$$

For any $\alpha \neq \beta \in \mathcal{I}_{M}$,

$$
G_{\alpha \beta}=-G_{\alpha \alpha} \sum_{j \in \mathcal{I}_{N}} G_{j \beta}^{(\alpha)} X_{\alpha j} .
$$

For any $\alpha \in \mathcal{I}_{M}$ and $i \in \mathcal{I}_{N}$,

$$
G_{i \alpha}=-G_{i i} \sum_{\beta \in \mathcal{I}_{M}} G_{\beta \alpha}^{(i)} X_{\beta i}=-G_{\alpha \alpha} \sum_{j \in \mathcal{I}_{N}} G_{i j}^{(\alpha)} X_{\alpha j}
$$

(c) For any $A, B, C \in \mathcal{I}$ with $A \neq C$ and $B \neq C$,

$$
G_{A B}^{(C)}=G_{A B}-\frac{G_{A C} G_{C B}}{G_{C C}}
$$

Proof. This is stated in [KY17, Lemma 4.4]. Let us reproduce the argument here: It suffices to consider $T$ invertible, as the non-invertible case follows by continuity. We apply the Schur complement identity

$$
\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)^{-1}=\left(\begin{array}{cc}
S & -S A_{12} A_{22}^{-1} \\
-A_{22}^{-1} A_{21} S & A_{22}^{-1}+A_{22}^{-1} A_{21} S A_{12} A_{22}^{-1}
\end{array}\right)
$$

where $S=\left(A_{11}-A_{12} A_{22}^{-1} A_{21}\right)^{-1}$. Parts (a) and (b) follow by applying this identity to $G(z)=$ $H(z)^{-1}$ with $A_{11}$ corresponding to the $(i, i)$ or $(\alpha, \alpha)$ coordinate. For part (c), note that

$$
A_{11}^{-1}-S=A_{11}^{-1}\left(-A_{12} A_{22}^{-1} A_{21}\right) S=\left(A_{11}^{-1} A_{12}\right)\left(-A_{22}^{-1} A_{21} S\right)
$$

Applying this with $A_{22}$ corresponding to the $(C, C)$ coordinate, we obtain

$$
G_{A B}^{(C)}-G_{A B}=\sum_{I \in \mathcal{I} \backslash\{C\}} G_{A I}^{(C)}\left(G^{-1}\right)_{I C} G_{C B}
$$

Now applying the Schur complement identity with $A_{11}$ corresponding to the $(C, C)$ coordinate, we obtain

$$
\frac{G_{A C}}{G_{C C}}=-\sum_{I \in \mathcal{I} \backslash\{C\}} G_{A I}^{(C)}\left(G^{-1}\right)_{I C}
$$

Combining these yields part (c).

### 3.2.4 Local law

We will require sharp bounds on the entries of $G(z)$ for $z \in \mathbb{C}^{+}$close to a regular edge $E_{*}$. This type of "local law" is established in [KY17] for positive definite $T$; see also [BPZ13, LS16] for the rightmost edge. We check in Appendix A. 3 that the proof generalizes with minor modifications to the setting of Assumption 3.1.

Theorem 3.16 (Entrywise local law at regular edges). Suppose Assumption 3.1 holds and $E_{*}$ is a $\tau$-regular edge. Then there exists a $\tau$-dependent constant $\delta>0$ such that the following holds: Fix any constant $a>0$ and define

$$
\begin{equation*}
\mathbf{D}=\left\{z \in \mathbb{C}^{+}: \operatorname{Re} z \in\left(E_{*}-\delta, E_{*}+\delta\right), \operatorname{Im} z \in\left[N^{-1+a}, 1\right]\right\} \tag{3.18}
\end{equation*}
$$

For $A \in \mathcal{I}$, denote $t_{A}=1$ if $A \in \mathcal{I}_{N}$ and $t_{A}=t_{\alpha}$ if $A=\alpha \in \mathcal{I}_{M}$. Set

$$
\Pi(z)=\left(\begin{array}{cc}
m_{0}(z) \mathrm{Id} & 0  \tag{3.19}\\
0 & -T\left(\operatorname{Id}+m_{0}(z) T\right)^{-1}
\end{array}\right) \in \mathbb{C}^{(N+M) \times(N+M)}
$$

Then for all $z \equiv E+i \eta \in \mathbf{D}$ and $A, B \in \mathcal{I}$,

$$
\begin{equation*}
\frac{G_{A B}(z)-\Pi_{A B}(z)}{t_{A} t_{B}} \prec_{a} \sqrt{\frac{\operatorname{Im} m_{0}(z)}{N \eta}}+\frac{1}{N \eta} \tag{3.20}
\end{equation*}
$$

and also

$$
m_{N}(z)-m_{0}(z) \prec_{a}(N \eta)^{-1}
$$

It is verified from (3.17) that the quantity on the left of (3.20) is alternatively written as

$$
\frac{G_{A B}-\Pi_{A B}}{t_{A} t_{B}}=\left(\begin{array}{cc}
G_{N}-m_{0} \mathrm{Id} & G_{N} X^{\prime}  \tag{3.21}\\
X G_{N} & X G_{N} X^{\prime}-m_{0}\left(\operatorname{Id}+m_{0} T\right)^{-1}
\end{array}\right)_{A B}
$$

This is understood as the definition of this quantity when either $t_{A}$ and/or $t_{B}$ is 0 .
Corollary 3.17. Under the assumptions of Theorem 3.16 , for any $\varepsilon, D>0$ and all $N \geq N_{0}(\varepsilon, D)$,

$$
\mathbb{P}\left[\text { there exist } z \in \mathbf{D} \text { and } A, B \in \mathcal{I}: \frac{\left|G_{A B}(z)-\Pi_{A B}(z)\right|}{\left|t_{A} t_{B}\right|}>N^{\varepsilon}\left(\sqrt{\frac{\operatorname{Im} m_{0}(z)}{N \eta}}+\frac{1}{N \eta}\right)\right]<N^{-D}
$$

Proof. This follows from Lemmas 3.8(a) and 3.10. For a large enough constant $C>0$ and any $D>0$, on an event of probability $1-N^{-D}$, we have $\|X\|<C$ for all $N \geq N_{0}(D)$. The required boundedness and Lipschitz continuity properties for Lemma 3.10 then follow from (3.21), Lemma 3.14, and Proposition 3.13.

### 3.2.5 Resolvent approximation

We formalize the approximation (3.2), following [EYY12, Corollary 6.2]. Fix a regular edge $E_{*}$ and define, for $s_{1}, s_{2} \in \mathbb{R}$ and $\eta>0$,

$$
\begin{equation*}
\mathfrak{X}\left(s_{1}, s_{2}, \eta\right)=N \int_{E_{*}+s_{1}}^{E_{*}+s_{2}} \operatorname{Im} m_{N}(y+i \eta) d y \tag{3.22}
\end{equation*}
$$

For $\eta$ much smaller than $N^{-2 / 3}$ and $s_{1}, s_{2}$ on the $N^{-2 / 3}$ scale, we expect

$$
\#\left(E_{*}+s_{1}, E_{*}+s_{2}\right) \approx \pi^{-1} \mathfrak{X}\left(s_{1}, s_{2}, \eta\right)
$$

where the left side denotes the number of eigenvalues of $\widehat{\Sigma}$ in this interval.
We apply this in the form of the following lemma; for convenience, we reproduce here a selfcontained proof. (For simplicity, we state the result only for a right edge.)

Lemma 3.18. Suppose Assumption 3.1 holds, and $E_{*}$ is a regular right edge. Let $K: \mathbb{R} \rightarrow[0,1]$ be such that $K(x)=1$ for all $x \leq 1 / 3$ and $K(x)=0$ for all $x \geq 2 / 3$. For all sufficiently small constants $\delta, \varepsilon>0$, the following holds:

Let $\lambda_{\max }$ be the maximum eigenvalue of $\widehat{\Sigma}$ in $\left(E_{*}-\delta, E_{*}+\delta\right)$. Set $s_{+}=N^{-2 / 3+\varepsilon}, l=N^{-2 / 3-\varepsilon}$, and $\eta=N^{-2 / 3-9 \varepsilon}$. Then for any $D>0$, all $N \geq N_{0}(\varepsilon, D)$, and all $s \in\left[-s_{+}, s_{+}\right]$,

$$
\mathbb{E}\left[K\left(\pi^{-1} \mathfrak{X}\left(s-l, s_{+}, \eta\right)\right)\right]-N^{-D} \leq \mathbb{P}\left[\lambda_{\max } \leq E_{*}+s\right] \leq \mathbb{E}\left[K\left(\pi^{-1} \mathfrak{X}\left(s+l, s_{+}, \eta\right)\right)\right]+N^{-D}
$$

Proof. Denote

$$
\#(a, b)=\text { number of eigenvalues of } \widehat{\Sigma} \text { in }[a, b]
$$

For any $E_{1}<E_{2}$, any $m>0$, and any $\lambda \in \mathbb{R}$, we have the casewise bound

$$
\left|\mathbb{1}_{\left[E_{1}, E_{2}\right]}(\lambda)-\int_{E_{1}}^{E_{2}} \frac{1}{\pi} \frac{\eta}{\eta^{2}+(x-\lambda)^{2}} d x\right| \leq \begin{cases}\frac{E_{2}-E_{1}}{\pi} \frac{\eta}{\eta^{2}+\left(E_{1}-\lambda\right)^{2}} & \text { if } \lambda<E_{1}-m \\ 1 & \text { if } E_{1}-m \leq \lambda \leq E_{1}+m \\ \frac{2}{\pi} \frac{\eta}{m} & \text { if } E_{1}+m<\lambda<E_{2}-m \\ 1 & \text { if } E_{2}-m \leq \lambda \leq E_{2}+m \\ \frac{E_{2}-E_{1}}{\pi} \frac{\eta}{\eta^{2}+\left(\lambda-E_{2}\right)^{2}} & \text { if } \lambda>E_{2}+m\end{cases}
$$

where the middle case $E_{1}+m<\lambda<E_{2}-m$ follows from

$$
1-\int_{E_{1}}^{E_{2}} \frac{1}{\pi} \frac{\eta}{\eta^{2}+(x-\lambda)^{2}} d x \leq 1-\int_{\lambda-m}^{\lambda+m} \frac{1}{\pi} \frac{\eta}{\eta^{2}+(x-\lambda)^{2}} d x=1-\frac{2}{\pi} \tan ^{-1}\left(\frac{m}{\eta}\right) \leq \frac{2}{\pi} \frac{\eta}{m} .
$$

For the first case, we apply also the bound

$$
\frac{\eta}{\eta^{2}+\left(E_{1}-\lambda\right)^{2}} \leq \frac{\eta}{\left(E_{1}-\lambda\right)^{2}} \leq \frac{2 \eta}{m} \cdot \frac{m}{m^{2}+\left(E_{1}-\lambda\right)^{2}}
$$

and similarly for the last case. Hence, summing over $\lambda$ as the eigenvalues of $\widehat{\Sigma}$,

$$
\begin{equation*}
\left|\#\left(E_{1}, E_{2}\right)-\frac{N}{\pi} \int_{E_{1}}^{E_{2}} \operatorname{Im} m_{N}(x+i \eta) d x\right| \leq R\left(E_{1}, E_{2}, m\right)+S\left(E_{1}, E_{2}, m\right) \tag{3.23}
\end{equation*}
$$

where we set

$$
\begin{aligned}
& R\left(E_{1}, E_{2}, m\right)= \#\left(E_{1}-m, E_{1}+m\right)+\#\left(E_{2}-m, E_{2}+m\right) \\
& S\left(E_{1}, E_{2}, m\right)=\frac{2}{\pi} \frac{\eta}{m}\left(\left(E_{2}-E_{1}\right) N \operatorname{Im} m_{N}\left(E_{1}+i m\right)+\left(E_{2}-E_{1}\right) N \operatorname{Im} m_{N}\left(E_{2}+i m\right)\right. \\
&\left.+\#\left(E_{1}+m, E_{2}-m\right)\right)
\end{aligned}
$$

We apply the above with $E_{1}, E_{2} \in\left[E_{*}-2 s_{+}, E_{*}+2 s_{+}\right]$, and with $m=N^{-2 / 3-3 \varepsilon}$. To bound $S\left(E_{1}, E_{2}, m\right)$, note that Proposition 3.13 and Theorem 3.16 yield, for $j=1,2$,

$$
\operatorname{Im} m_{N}\left(E_{j}+i m\right) \prec N^{-1 / 3+3 \varepsilon}
$$

For $z=E_{*}+i\left(2 s_{+}\right)$, Proposition 3.13 and Theorem 3.16 also yield $N s_{+} \operatorname{Im} m_{N}(z) \prec N^{3 \varepsilon / 2}$. Applying
$\#\left(E_{*}-v, E_{*}+v\right) \leq 2 N v \operatorname{Im} m_{N}\left(E_{*}+i v\right)$ for any $v>0$, this yields

$$
\begin{equation*}
\#\left(E_{*}-2 s_{+}, E_{*}+2 s_{+}\right) \prec N^{3 \varepsilon / 2} \tag{3.24}
\end{equation*}
$$

Then applying $\#\left(E_{1}+m, E_{2}-m\right) \leq \#\left(E_{*}-2 s_{+}, E_{*}+2 s_{+}\right)$and $\eta / m=N^{-6 \varepsilon}$, we obtain $S\left(E_{1}, E_{2}, m\right) \prec N^{-2 \varepsilon}$. By Lemmas 3.14 and 3.10 , we may take a union bound over all such $E_{1}, E_{2}$ : For any $\varepsilon^{\prime}, D>0$,

$$
\begin{equation*}
\mathbb{P}\left[\text { there exist } E_{1}, E_{2} \in\left[E_{*}-2 s_{+}, E_{*}+2 s_{+}\right] \text {such that } S\left(E_{1}, E_{2}, m\right)>N^{-2 \varepsilon+\varepsilon^{\prime}}\right] \leq N^{-D} \tag{3.25}
\end{equation*}
$$

for all $N \geq N_{0}\left(\varepsilon^{\prime}, D\right)$.
Now let $E=E_{*}+s$ and $E_{+}=E_{*}+s_{+}-l$. Then

$$
\begin{aligned}
\#\left(E, E_{+}\right) & \leq \frac{1}{l^{2}} \int_{E-l}^{E}\left(\int_{E_{+}}^{E_{+}+l} \#\left(E_{1}, E_{2}\right) d E_{2}\right) d E_{1} \\
& \leq \frac{N}{\pi} \int_{E-l}^{E_{+}+l} \operatorname{Im} m_{N}(x+i \eta) d x+\frac{1}{l^{2}} \int_{E-l}^{E} \int_{E_{+}}^{E_{+}+l} R\left(E_{1}, E_{2}, m\right) d E_{2} d E_{1}+O_{\prec}\left(N^{-2 \varepsilon}\right)
\end{aligned}
$$

where we have applied (3.23) and (3.25). The first term is $\pi^{-1} \mathfrak{X}\left(s-l, s_{+}, \eta\right)$. For the second term, we obtain from the definition of $R\left(E_{1}, E_{2}, m\right)$

$$
\frac{1}{l^{2}} \int_{E-l}^{E} \int_{E_{+}}^{E_{+}+l} R\left(E_{1}, E_{2}, m\right) d E_{2} d E_{1} \leq \frac{2 m}{l} \#(E-l-m, E+m)+\frac{2 m}{l} \#\left(E_{+}-m, E_{+}+l+m\right)
$$

Applying (3.24) to crudely bound $\#(E-l-m, E+m)$ and $\#\left(E_{+}-m, E_{+}+l+m\right)$ by $\#\left(E_{*}-\right.$ $2 s_{+}, E_{*}+2 s_{+}$), and noting $m / l=N^{-2 \varepsilon}$, we obtain

$$
\#\left(E, E_{+}\right) \leq \pi^{-1} \mathfrak{X}\left(s-l, s_{+}, \eta\right)+O_{\prec}\left(N^{-\varepsilon / 2}\right)
$$

Theorem 3.7 yields $\#\left(E_{+}, E_{*}+\delta\right)=0$ with probability $1-N^{-D}$ for $N \geq N_{0}(\varepsilon, D)$, so

$$
\begin{equation*}
\#\left(E, E_{*}+\delta\right) \leq \pi^{-1} \mathfrak{X}\left(s-l, s_{+}, \eta\right)+O_{\prec}\left(N^{-\varepsilon / 2}\right) \tag{3.26}
\end{equation*}
$$

Similarly, setting $E_{+}=E_{*}+s_{+}+l$, we have

$$
\begin{align*}
\#\left(E, E_{*}+\delta\right) & \geq \frac{1}{l^{2}} \int_{E}^{E+l}\left(\int_{E_{+}-l}^{E_{+}} \#\left(E_{1}, E_{2}\right) d E_{2}\right) d E_{1} \\
& \geq \pi^{-1} \mathfrak{X}\left(s+l, s_{+}, \eta\right)-O_{\prec}\left(N^{-\varepsilon / 2}\right) \tag{3.27}
\end{align*}
$$

For any $D>0$ and all $N \geq N_{0}(\varepsilon, D)$, (3.26) implies that $\pi^{-1} \mathfrak{X}\left(s-l, s_{+}, \eta\right) \geq 2 / 3$ whenever
$\#\left(E_{*}+s, E_{*}+\delta\right) \geq 1$, except possibly on an event of probability $N^{-D}$. Similarly (3.27) implies $\pi^{-1} \mathfrak{X}\left(s+l, s_{+}, \eta\right) \leq 1 / 3$ whenever $\#\left(E_{*}+s, E_{*}+\delta\right)=0$, except possibly on an event of probability $N^{-D}$. The result then follows from the definition and boundedness of $K$.

### 3.3 The interpolating sequence

We now construct the interpolating sequence $T^{(0)}, \ldots, T^{(L)}$ described at the start of this chapter. We consider only the case of a right edge; this is without loss of generality, as the edge can have arbitrary sign and we may take the reflection $T \mapsto-T$. For each pair $T \equiv T^{(l)}$ and $\check{T} \equiv T^{(l+1)}$, the following definition captures the relevant property that will be needed in the subsequent computation.

Definition 3.19. Let $T, \check{T} \in \mathbb{R}^{M \times M}$ be two diagonal matrices satisfying Assumption 3.1. Let $E_{*}$ be a right edge of the law $\rho$ defined by $T$, and let $\check{E}_{*}$ be a right edge of $\check{\rho}$ defined by $\check{T}$. ( $T, E_{*}$ ) and $\left(\check{T}, \check{E}_{*}\right)$ are swappable if, for a constant $\phi>0$, both of the following hold.

- Letting $t_{\alpha}$ and $\check{t}_{\alpha}$ be the diagonal entries of $T$ and $\check{T}$,

$$
\sum_{\alpha=1}^{M}\left|t_{\alpha}-\check{t}_{\alpha}\right|<\phi
$$

- The $m$-values $m, \check{m}_{*}$ of $E_{*}, \check{E}_{*}$ satisfy

$$
\left|m_{*}-\check{m}_{*}\right|<\phi / N .
$$

We will say that $\left(T, E_{*}\right)$ and $\left(\check{T}, \check{E}_{*}\right)$ are $\phi$-swappable if we wish to emphasize the role of $\phi$. All subsequent constants may implicitly depend on $\phi$.

We first establish some basic deterministic properties of a swappable pair, including closeness of the edges $E_{*}, \check{E}_{*}$ as claimed in (3.5).

Lemma 3.20. Suppose $T, \check{T}$ are diagonal matrices satisfying Assumption 3.1, $E_{*}, \check{E}_{*}$ are regular right edges, and $\left(T, E_{*}\right)$ and $\left(\check{T}, \check{E}_{*}\right)$ are swappable. Let $m_{*}, \gamma$ and $\check{m}_{*}, \check{\gamma}$ be the $m$-values and scales of $E_{*}, \check{E}_{*}$. Denote $s_{\alpha}=\left(1+t_{\alpha} m_{*}\right)^{-1}$ and $\check{s}_{\alpha}=\left(1+\check{t}_{\alpha} \check{m}_{*}\right)^{-1}$. For integers $i, j \geq 0$, define

$$
A_{i, j}=\frac{1}{N} \sum_{\alpha=1}^{M} t_{\alpha}^{i} s_{\alpha}^{i} \check{t}_{\alpha}^{j} \check{s}_{\alpha}^{j}
$$

Then there exists a constant $C>0$ such that all of the following hold:
(a) For all $i, j$ satisfying $i+j \leq 4$,

$$
\left|A_{i, j}-A_{i+j, 0}\right| \leq C / N
$$

(b) (Closeness of edge location)

$$
\left|E_{*}-\check{E}_{*}\right| \leq C / N
$$

and

$$
\begin{equation*}
\left|\left(E_{*}-\check{E}_{*}\right)-\frac{1}{N} \sum_{\alpha=1}^{M}\left(t_{\alpha}-\check{t}_{\alpha}\right) s_{\alpha} \check{s}_{\alpha}\right| \leq C / N^{2} \tag{3.28}
\end{equation*}
$$

(c) (Closeness of scale)

$$
|\gamma-\check{\gamma}| \leq C / N
$$

Proof. By Proposition 3.11, $\left|t_{\alpha}\right|,\left|s_{\alpha}\right|,\left|m_{*}\right|, \gamma \leq C$, and also $\left|\check{t}_{\alpha}\right|,\left|\check{s}_{\alpha}\right|,\left|\check{m}_{*}\right|, \check{\gamma} \leq C$. From the definitions of $s_{\alpha}$ and $\check{s}_{\alpha}$, we verify

$$
t_{\alpha} s_{\alpha}-\check{t}_{\alpha} \check{s}_{\alpha}=\left(t_{\alpha}-\check{t}_{\alpha}\right) s_{\alpha} \check{s}_{\alpha}+\left(\check{m}_{*}-m_{*}\right) t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha} .
$$

Then swappability implies

$$
\left|A_{i, j}-A_{i+1, j-1}\right| \leq \frac{1}{N} \sum_{\alpha=1}^{M}\left|t_{\alpha}^{i} s_{\alpha}^{i} \check{t}_{\alpha}^{j-1} \check{s}_{\alpha}^{j-1}\right|\left|\check{t}_{\alpha} \check{s}_{\alpha}-t_{\alpha} s_{\alpha}\right| \leq C / N
$$

Iteratively applying this yields (a).
For (b), note that

$$
\begin{aligned}
E_{*}-\check{E}_{*} & =-\frac{1}{m_{*}}+\frac{1}{\check{m}_{*}}+\frac{1}{N} \sum_{\alpha=1}^{M}\left(t_{\alpha} s_{\alpha}-\check{t}_{\alpha} \check{s}_{\alpha}\right) \\
& =\left(m_{*}-\check{m}_{*}\right)\left(\frac{1}{m_{*} \check{m}_{*}}-A_{1,1}\right)+\frac{1}{N} \sum_{\alpha=1}^{M}\left(t_{\alpha}-\check{t}_{\alpha}\right) s_{\alpha} \check{s}_{\alpha}
\end{aligned}
$$

Recall $0=z_{0}^{\prime}\left(m_{*}\right)=m_{*}^{-2}-A_{2,0}$. Then part (b) follows from the definition of swappability, together with $\left|A_{1,1}-m_{*}^{-2}\right|=\left|A_{1,1}-A_{2,0}\right| \leq C / N$ and $\left|m_{*}^{-2}-m_{*}^{-1} \check{m}_{*}^{-1}\right| \leq C / N$.

For (c), we have $\gamma^{-2}=z_{0}^{\prime \prime}\left(m_{*}\right) / 2=-m_{*}^{-3}+A_{3,0}$. Then (c) follows from $\left|\gamma^{-2}-\check{\gamma}^{-2}\right| \leq \mid m_{*}^{-3}-$ $\check{m}_{*}^{-3}\left|+\left|A_{3,0}-A_{0,3}\right| \leq C / N\right.$.

In the rest of this section, we prove the following lemma:
Lemma 3.21. Suppose $T$ is diagonal and satisfies Assumption 3.1, and $E_{*}$ is a $\tau$-regular right edge with scale $\gamma=1$. Then there exist $\tau$-dependent constants $C^{\prime}, \tau^{\prime}, \phi>0$, a sequence of diagonal matrices $T^{(0)}, T^{(1)}, \ldots, T^{(L)}$ in $\mathbb{R}^{M \times M}$ for $L \leq 2 M$, and a sequence of right edges $E_{*}^{(0)}, E_{*}^{(1)}, \ldots, E_{*}^{(L)}$ of the corresponding laws $\mu_{0}^{(l)}$ defined by $T^{(l)}$, such that:

1. $T^{(0)}=T$ and $E_{*}^{(0)}=E_{*}$.
2. $T^{(L)}$ has at most two distinct diagonal entries 0 and $t$, for some $t \in \mathbb{R}$.
3. Each $T^{(l)}$ satisfies Assumption 3.1 with constant $C^{\prime}$.
4. Each $E_{*}^{(l)}$ is $\tau^{\prime}$-regular.
5. $\left(T^{(l)}, E_{*}^{(l)}\right)$ and $\left(T^{(l+1)}, E_{*}^{(l+1)}\right)$ are $\phi$-swappable for each $l=0, \ldots, L-1$.
6. (Scaling) Each $E_{*}^{(l)}$ has associated scale $\gamma^{(l)}=1$.

We first ignore the scaling condition, property 6 , and construct $T^{(0)}, \ldots, T^{(L)}$ and $E_{*}^{(0)}, \ldots, E_{*}^{(L)}$ satisfying properties $1-5$. We will use a Lindeberg swapping construction, where each $T^{(l+1)}$ differs from $T^{(l)}$ in only one diagonal entry. It is useful to write $z_{0}^{\prime}$ and $z_{0}^{\prime \prime}$ as

$$
\begin{aligned}
z_{0}^{\prime}(m) & =\frac{1}{m^{2}}-\frac{1}{N} \sum_{\alpha: t_{\alpha} \neq 0} \frac{1}{\left(m+t_{\alpha}^{-1}\right)^{2}} \\
z_{0}^{\prime \prime}(m) & =-\frac{2}{m^{3}}+\frac{2}{N} \sum_{\alpha: t_{\alpha} \neq 0} \frac{1}{\left(m+t_{\alpha}^{-1}\right)^{3}}
\end{aligned}
$$

and to think about swapping entries of $T$ as swapping or removing poles of $z_{0}^{\prime}$ and $z_{0}^{\prime \prime}$. In particular, for each fixed $m \in \mathbb{R}$, we can easily deduce from the above whether a given swap increases or decreases the values of $z_{0}^{\prime}$ and $z_{0}^{\prime \prime}$ at $m$.

Upon defining a swap $T \rightarrow \check{T}$, the identification of the new right edge $\check{E}_{*}$ for $\check{T}$ uses the following continuity lemma.

Lemma 3.22. Suppose $T$ is a diagonal matrix satisfying Assumption 3.1, and $E_{*}$ is a $\tau$-regular right edge with $m$-value $m_{*}$. Let $\check{T}$ be a matrix that replaces a single diagonal entry $t_{\alpha}$ of $T$ by a value $\check{t}_{\alpha}$, such that $\left|\check{t}_{\alpha}\right| \leq\|T\|$ and either $\check{t}_{\alpha}=0$ or $\left|m_{*}+\check{t}_{\alpha}^{-1}\right|>\tau$. Let $z_{0}, \check{z}_{0}$ denote the function (3.11) defined by $T, \check{T}$. Then there exist $\tau$-dependent constants $N_{0}, \phi>0$ such that whenever $N \geq N_{0}$ :

- $\check{T}$ has a right edge $\check{E}_{*}$ with $m$-value $\check{m}_{*}$ satisfying $\left|m_{*}-\check{m}_{*}\right|<\phi / N$.
- The interval between $m_{*}$ and $\check{m}_{*}$ does not contain any pole of $z_{0}$ or $\check{z}_{0}$.
- $\operatorname{sign}\left(m_{*}-\check{m}_{*}\right)=\operatorname{sign}\left(\check{z}_{0}^{\prime}\left(m_{*}\right)\right)$.
(We define $\operatorname{sign}(x)=1$ if $x>0,-1$ if $x<0$, and 0 if $x=0$.)
Proof. By Proposition 3.11, $\left|m_{*}\right|>\nu$ for a constant $\nu$. Take $\delta<\min (\tau / 2, \nu / 2)$. Then the given conditions for $\check{t}_{\alpha}$ imply that $\left(m_{*}-\delta, m_{*}+\delta\right)$ does not contain any pole of $z_{0}$ or $\check{z}_{0}$, and

$$
\left|z_{0}^{\prime}(m)-\check{z}_{0}^{\prime}(m)\right|<C / N
$$

for some $C>0$ and all $m \in\left(m_{*}-\delta, m_{*}+\delta\right)$. For sufficiently small $\delta$, Proposition 3.12 also ensures $z_{0}^{\prime \prime}(m)>c$ for all $m \in\left(m_{*}-\delta, m_{*}+\delta\right)$. If $\check{z}_{0}^{\prime}\left(m_{*}\right)<0=z_{0}^{\prime}\left(m_{*}\right)$, this implies $\check{z}_{0}$ must have a local minimum in $\left(m_{*}, m_{*}+C / N\right)$, for a constant $C>0$ and all $N \geq N_{0}$. Similarly, if $\check{z}_{0}^{\prime}\left(m_{*}\right)>0$, then
$\check{z}_{0}$ has a local minimum in $\left(m_{*}-C / N, m_{*}\right)$, and if $\check{z}_{0}^{\prime}\left(m_{*}\right)=0$, then $\check{z}_{0}$ has a local minimum at $m_{*}$. The result follows from Proposition 3.3 upon setting $\check{E}_{*}=\check{z}_{0}\left(\check{m}_{*}\right)$.

The basic idea for proving Lemma 3.21 is to take a Lindeberg sequence $T^{(0)}, \ldots, T^{(L)}$ and apply the above lemma for each swap. We cannot do this naively for any Lindeberg sequence, because in general if $E_{*}^{(l)}$ is $\tau_{l}$-regular, then the above lemma only guarantees that $E_{*}^{(l+1)}$ is $\tau_{l+1}$-regular for $\tau_{l+1}=\tau_{l}-C / N$ and a $\tau_{l}$-dependent constant $C>0$. Thus edge regularity, as well as the edge itself, may vanish after $O(N)$ swaps.

To circumvent this, we consider a specific construction of the Lindeberg sequence, apply Lemma 3.22 inductively along this sequence to identify an edge $\check{E}_{*}$ for each successive $\check{T}$, and use a separate argument to show that $\check{E}_{*}$ must be $\tau^{\prime}$-regular for a fixed constant $\tau^{\prime}>0$. Hence we may continue to apply Lemma 3.22 along the whole sequence.

We consider separately the cases $m_{*}<0$ and $m_{*}>0$.
Lemma 3.23. Suppose (the right edge) $E_{*}$ has $m$-value $m_{*}<0$. Then for some $\tau$-dependent constant $N_{0}$, whenever $N \geq N_{0}$, Lemma 3.21 holds without the scaling condition, property 6 .

Proof. We construct a Lindeberg sequence that first reflects about $m_{*}$ each pole of $z_{0}$ to the right of $m_{*}$, and then replaces each pole by the one closest to $m_{*}$.

Suppose, first, that there are $K_{1}$ non-zero diagonal entries $t_{\alpha}$ of $T$ (positive or negative) where $-t_{\alpha}^{-1}>m_{*}$. Consider a sequence of matrices $T^{(0)}, T^{(1)}, \ldots, T^{\left(K_{1}\right)}$ where $T^{(0)}=T$, and each $T^{(k+1)}$ replaces one such diagonal entry $t_{\alpha}$ of $T^{(k)}$ by the value $\check{t}_{\alpha}$ such that $-\check{t}_{\alpha}^{-1}<m_{*}$ and $\left|m_{*}+\check{t}_{\alpha}^{-1}\right|=$ $\left|m_{*}+t_{\alpha}^{-1}\right|$. For each such swap $T \rightarrow \check{T}$, we verify $\left|\check{t}_{\alpha}\right| \leq\left|t_{\alpha}\right| \leq\|T\|, \check{z}_{0}^{\prime}\left(m_{*}\right)=z_{0}^{\prime}\left(m_{*}\right)=0$, and $\check{z}_{0}^{\prime \prime}\left(m_{*}\right)>z_{0}^{\prime \prime}\left(m_{*}\right)>0$. Thus we may take $\check{m}_{*}=m_{*}$ in Lemma 3.22, and the new edge $\check{E}_{*}=\check{z}_{0}\left(m_{*}\right)$ remains $\tau$-regular for the same constant $\tau$.

All diagonal entries of $T^{\left(K_{1}\right)}$ are now nonnegative. Let $t=\left\|T^{\left(K_{1}\right)}\right\|$ be the maximal such entry. By the above construction, $-t^{-1}<m_{*}<0$. Since $E_{*}^{\left(K_{1}\right)}$ is $\tau$-regular, (3.12) implies $t>c$ for a constant $c>0$. Let $K_{2}$ be the number of positive diagonal entries of $T^{\left(K_{1}\right)}$ strictly less than $t$, and consider a sequence $T^{\left(K_{1}+1\right)}, \ldots, T^{\left(K_{1}+K_{2}\right)}$ where each $T^{(k+1)}$ replaces one such diagonal entry in $T^{(k)}$ by $t$. Applying Lemma 3.22 inductively to each such swap $T \rightarrow \check{T}$, we verify $\check{z}_{0}^{\prime}\left(m_{*}\right)<z_{0}\left(m_{*}\right)=0$, so $m_{*}<\check{m}_{*}<0$. Then $\left|\check{m}_{*}\right|<\left|m_{*}\right|$ and $\min _{\alpha}\left|\check{m}_{*}+\check{t}_{\alpha}^{-1}\right|>\min _{\alpha}\left|m_{*}+t_{\alpha}^{-1}\right|$. Also $\check{m}_{*}+\check{t}_{\alpha}^{-1}>0$ for all $\check{t}_{\alpha} \neq 0$, so $\check{z}_{0}^{\prime \prime}\left(\check{m}_{*}\right)>-2 / \check{m}_{*}^{3}>2 t^{3}$. This verifies $\check{E}_{*}=\check{z}_{0}\left(\check{m}_{*}\right)$ is $\tau^{\prime}$-regular for a fixed constant $\tau^{\prime}>0$. (We may take any $\tau^{\prime}<\min \left(\tau, t^{3 / 2}\right)$.)

The total number of swaps $L=K_{1}+K_{2}$ is at most $2 M$, and all diagonal entries of $T^{(L)}$ belong to $\{0, t\}$. This concludes the proof, with property 5 verified by Lemma 3.22.

Lemma 3.24. Lemma 3.23 holds also when (the right edge) $E_{*}$ has $m$-value $m_{*}>0$.
Proof. Proposition 3.3 implies $m_{*}$ is a local minimum of $z_{0}$. The interval $\left(0, m_{*}\right)$ must contain a pole of $z_{0}$-otherwise, by the boundary condition of $z_{0}$ at 0 , there would exist a local maximum $m$
of $z_{0}$ in $\left(0, m_{*}\right)$ satisfying $z_{0}(m)>z_{0}\left(m_{*}\right)$, which would contradict the edge ordering in Proposition $3.3(\mathrm{c})$. Let $-t^{-1}$ be the pole in $\left(0, m_{*}\right)$ closest to $m_{*}$. Note that $t<0$ and $|t|>\left|m_{*}\right|^{-1}>\tau$. We construct a Lindeberg sequence that first replaces a small but constant fraction of entries of $T$ by $t$, then replaces all non-zero $t_{\alpha}>t$ by 0 , and finally replaces all $t_{\alpha}<t$ by 0 .

First, fix a small constant $c_{0}>0$, let $K_{1}=\left\lfloor c_{0} M\right\rfloor$, and consider a sequence of matrices $T^{(0)}, T^{(1)}, \ldots, T^{\left(K_{1}\right)}$ where $T^{(0)}=T$ and each $T^{(k+1)}$ replaces a different (arbitrary) diagonal entry of $T^{(k)}$ by $t$. For $c_{0}$ sufficiently small, it is easy to check that we may apply Lemma 3.22 to identify an edge $E_{*}^{(k)}$ for each $k=1, \ldots, K_{1}$, such that each $E_{*}^{(k)}$ remains $\tau / 2$-regular.
$T^{\left(K_{1}\right)}$ now has at least $c_{0} M$ diagonal entries equal to $t$. By the condition in Lemma 3.22 that the swap $m_{*} \rightarrow \check{m}_{*}$ does not cross any pole of $z_{0}$ or $\check{z}_{0}$, we have that $-t^{-1}$ is still the pole in $\left(0, m_{*}^{\left(K_{1}\right)}\right)$ closest to $m_{*}^{\left(K_{1}\right)}$. Let $K_{2}$ be the number of non-zero diagonal entries $t_{\alpha}$ of $T^{\left(K_{1}\right)}$ (positive or negative) such that $t_{\alpha}>t$. Consider a sequence $T^{\left(K_{1}+1\right)}, \ldots, T^{\left(K_{1}+K_{2}\right)}$ where each $T^{(k+1)}$ replaces one such entry in $T^{(k)}$ by 0 . Applying Lemma 3.22 inductively to each such swap $T \rightarrow \check{T}$, we verify $\check{z}_{0}^{\prime}\left(m_{*}\right)>$ $z_{0}^{\prime}\left(m_{*}\right)=0$, so $-t^{-1}<\check{m}_{*}<m_{*}$. Then $\min _{\alpha:-\check{t}_{\alpha}^{-1}>-t^{-1}}\left|\check{m}_{*}+\check{t}_{\alpha}^{-1}\right|>\min _{\alpha:-t_{\alpha}^{-1}>-t^{-1}}\left|m_{*}+t_{\alpha}^{-1}\right|>\tau / 2$. The conditions $\check{m}_{*}>|t|^{-1}>c$ and

$$
0=\check{z}_{0}^{\prime}\left(\check{m}_{*}\right) \leq \frac{1}{\check{m}_{*}^{2}}-\frac{c_{0} M}{N} \frac{1}{\left(\check{m}_{*}+t^{-1}\right)^{2}}
$$

ensure that $\check{m}_{*}+t^{-1}>\nu$ for a constant $\nu>0$, and hence $\min _{\alpha}\left|\check{m}_{*}+\check{t}_{\alpha}^{-1}\right|>\min (\nu, \tau / 2)$. To bound $\check{z}_{0}^{\prime \prime}\left(\check{m}_{*}\right)$, let us introduce the function

$$
f(m)=-\frac{2}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}^{2} m^{3}}{\left(1+t_{\alpha} m\right)^{3}}
$$

and define analogously $\check{f}(m)$ for $\check{T}$. We verify $f^{\prime}(m)<0$ for all $m$, so $f\left(\check{m}_{*}\right)>f\left(m_{*}\right)$. Furthermore, if the swap $T \rightarrow \check{T}$ replaces $t_{\alpha}$ by 0 , then $1+t_{\alpha} \check{m}_{*}>0$. (This is obvious for positive $t_{\alpha}$; for negative $t_{\alpha}$, it follows from $\check{m}_{*}<-t_{\alpha}^{-1}$.) Then $\check{f}\left(\check{m}_{*}\right)>f\left(\check{m}_{*}\right)>f\left(m_{*}\right)$. Applying the condition $0=z_{0}^{\prime}\left(m_{*}\right)$, we verify $f\left(m_{*}\right)=m_{*}^{4} z_{0}^{\prime \prime}\left(m_{*}\right)$. Then

$$
\check{z}_{0}^{\prime \prime}\left(\check{m}_{*}\right)>\frac{m_{*}^{4}}{\check{m}_{*}^{4}} z_{0}^{\prime \prime}\left(m_{*}\right)>z_{0}^{\prime \prime}\left(m_{*}\right)>0
$$

This shows that $\check{E}_{*}=\check{z}_{0}\left(\check{m}_{*}\right)$ is $\tau^{\prime}$-regular for a fixed constant $\tau^{\prime}>0$. (We may take $\tau^{\prime}=\min (\nu, \tau / 2)$ as above.)

Finally, $T^{\left(K_{1}+K_{2}\right)}$ now has at least $c_{0} M$ diagonal entries equal to $t$, and all non-zero diagonal entries $t_{\alpha}$ satisfy $t_{\alpha}<t<0$. Let $K_{3}$ be the number of such entries and consider a sequence $T^{\left(K_{1}+K_{2}+1\right)}, \ldots, T^{\left(K_{1}+K_{2}+K_{3}\right)}$ where each $T^{(k+1)}$ replaces one such entry of $T^{(k)}$ by 0 . Applying Lemma 3.22 inductively to each such swap $T \rightarrow \check{T}$, we verify $\check{z}_{0}^{\prime}\left(m_{*}\right)>z_{0}^{\prime}\left(m_{*}\right)=0$, so $-t^{-1}<\check{m}_{*}<$ $m_{*}$. As in the $K_{2}$ swaps above, this implies $\min _{\alpha}\left|\check{m}_{*}+\check{t}_{\alpha}^{-1}\right|>c$ for a constant $c>0$. The condition
$\check{t}_{\alpha}<t$ implies $1+\check{t}_{\alpha} \check{m}_{*}<0$ for all $\check{t}_{\alpha}$, so we have

$$
\check{f}\left(\check{m}_{*}\right)>-\frac{2 c_{0} M}{N} \frac{t^{2} \check{m}_{*}^{3}}{\left(1+t \check{m}_{*}\right)^{3}}>c
$$

for a constant $c$. Applying again $\check{f}\left(\check{m}_{*}\right)=\check{m}_{*}^{4} \check{z}_{0}^{\prime \prime}\left(\check{m}_{*}\right)$, this yields $\check{z}_{0}^{\prime \prime}\left(\check{m}_{*}\right)>c>0$, so $\check{E}_{*}$ is $\tau^{\prime}$-regular for a constant $\tau^{\prime}>0$.

The total number of swaps $L=K_{1}+K_{2}+K_{3}$ is at most $2 M$. All diagonal entries of $T^{(L)}$ belong to $\{0, t\}$, so this concludes the proof.

Proof of Lemma 3.21. By Lemmas 3.23 and 3.24 , there exist $T^{(0)}, \ldots, T^{(L)}$ and $E_{*}^{(0)}, \ldots, E_{*}^{(L)}$ satisfying conditions $1-5$. By Lemma 3.20 , the associated scales $\gamma_{0}, \ldots, \gamma_{L}$ satisfy $\left|\gamma_{l+1}-\gamma_{l}\right| \leq C / N$ for a $\phi, \tau^{\prime}$-dependent constant $C>0$ and each $l=0, \ldots, L-1$.

We verify from the definitions of $E_{*}, m_{*}, \gamma$ that under the rescaling $T \mapsto c T$ for any $c>0$, we have

$$
E_{*} \mapsto c E_{*}, \quad m_{*} \mapsto c^{-1} m_{*}, \quad \gamma \mapsto c^{-3 / 2} \gamma
$$

Consider then the matrices $\tilde{T}^{(l)}=\gamma_{l}^{2 / 3} T^{(l)}$ and edges $\tilde{E}_{*}^{(l)}=\gamma_{l}^{2 / 3} E_{*}^{(l)}$. We check properties 1-6 for $\tilde{T}^{(l)}$ and $\tilde{E}_{*}^{(l)}$ : Properties 1, 2, and 6 are obvious. Since $T^{(0)}, \ldots, T^{(L)}$ are all $\tau^{\prime}$-regular, Proposition 3.11 implies $c<\gamma_{l}<C$ for constants $C, c>0$ and every $l$, so properties 3 and 4 hold with adjusted constants. Property 5 also holds with an adjusted constant $\phi$, since

$$
\sum_{\alpha}\left|\gamma^{2 / 3} t_{\alpha}-\check{\gamma}^{2 / 3} \check{t}_{\alpha}\right| \leq \gamma^{2 / 3} \sum_{\alpha}\left|t_{\alpha}-\check{t}_{\alpha}\right|+\left|\gamma^{2 / 3}-\check{\gamma}^{2 / 3}\right| \sum_{\alpha}\left|\check{t}_{\alpha}\right|<\phi^{\prime}
$$

and

$$
\left|\gamma^{-2 / 3} m_{*}-\check{\gamma}^{-2 / 3} \check{m}_{*}\right| \leq \gamma^{-2 / 3}\left|m_{*}-\check{m}_{*}\right|+\left|\gamma^{-2 / 3}-\check{\gamma}^{-2 / 3}\right|\left|\check{m}_{*}\right|<\phi^{\prime} / N
$$

for a $\phi, \tau^{\prime}$-dependent constant $\phi^{\prime}>0$.

### 3.4 Resolvent comparison

We will conclude the proof of Theorem 2.6 by establishing the following lemma.
Lemma 3.25 (Resolvent comparison). Fix $\varepsilon>0$ a sufficiently small constant, and let $s_{1}, s_{2}, \eta \in \mathbb{R}$ be such that $\left|s_{1}\right|,\left|s_{2}\right|<N^{-2 / 3+\varepsilon}$ and $\eta \in\left[N^{-2 / 3-\varepsilon}, N^{-2 / 3}\right]$. Let $T, \check{T} \in \mathbb{R}^{M \times M}$ be two diagonal matrices and $E_{*}, \check{E}_{*}$ two corresponding regular right edges, such that $\left(T, E_{*}\right)$ and $\left(\check{T}, \check{E}_{*}\right)$ are swappable and their scales satisfy $\gamma=\check{\gamma}=1$. Suppose Assumption 3.1 holds.

Let $m_{N}, \check{m}_{N}$ be the Stieltjes transforms as in (3.16) corresponding to $T, \check{T}$, and define

$$
\mathfrak{X}=N \int_{E_{*}+s_{1}}^{E_{*}+s_{2}} \operatorname{Im} m_{N}(y+i \eta) d y, \quad \check{\mathfrak{X}}=N \int_{\check{E}_{*}+s_{1}}^{\check{E}_{*}+s_{2}} \operatorname{Im} \check{m}_{N}(y+i \eta) d y .
$$

Let $K: \mathbb{R} \rightarrow \mathbb{R}$ be any function such that $K$ and its first four derivatives are uniformly bounded by a constant. Then

$$
\begin{equation*}
\mathbb{E}[K(\mathfrak{X})-K(\check{\mathfrak{X}})] \prec N^{-4 / 3+16 \varepsilon} \tag{3.29}
\end{equation*}
$$

Let us first prove Theorem 2.6 assuming this lemma.
Proof of Theorem 2.6. By rotational invariance of $X$, we may assume that $F=T$ is diagonal and satisfies Assumption 3.1. By symmetry with respect to $T \mapsto-T$, it suffices to consider part (a), the case of a right edge. By rescaling $T \mapsto \gamma^{2 / 3} T$, it suffices to consider the case where $\gamma=1$.

Let $T^{(0)}, \ldots, T^{(L)}$ and $E_{*}^{(0)}, \ldots, E_{*}^{(L)}$ satisfy Lemma 3.21. Define $\mathfrak{X}^{(k)}\left(s_{1}, s_{2}, \eta\right)$ as in (3.22) for each $\left(T^{(k)}, E_{*}^{(k)}\right)$. For a sufficiently small constant $\varepsilon>0$, let $\eta, s_{+}, l$ and $K:[0, \infty) \rightarrow[0,1]$ be as in Lemma 3.18, where $K$ has bounded derivatives of all orders.

Fix $x \in \mathbb{R}$ and let $s=x N^{-2 / 3}$. Applying Lemma 3.18, we have (for all large $N$ )

$$
\mathbb{P}\left[\lambda_{\max }(\widehat{\Sigma}) \leq E_{*}+s\right] \leq \mathbb{E}\left[K\left(\pi^{-1} \mathfrak{X}^{(0)}\left(s+l, s_{+}, \eta\right)\right]+N^{-1}\right.
$$

Setting $\varepsilon^{\prime}=9 \varepsilon$ and applying Lemma 3.25, we have

$$
\mathbb{E}\left[K\left(\pi^{-1} \mathfrak{X}^{(k)}\left(s+l, s_{+}, \eta\right)\right] \leq \mathbb{E}\left[K\left(\pi^{-1} \mathfrak{X}^{(k+1)}\left(s+l, s_{+}, \eta\right)\right]+N^{-4 / 3+17 \varepsilon^{\prime}}\right.\right.
$$

for each $k=0, \ldots, L-1$. Finally, defining $\widehat{\Sigma}^{(L)}=X^{\prime} T^{(L)} X$ and $\lambda_{\max }\left(\widehat{\Sigma}^{(L)}\right)$ as its largest eigenvalue in $\left(E_{*}^{(L)}-\delta^{\prime}, E_{*}^{(L)}+\delta^{\prime}\right)$ for some $\delta^{\prime}>0$, applying Lemma 3.18 again yields

$$
\mathbb{E}\left[K\left(\pi^{-1} \mathfrak{X}^{(L)}\left(s+l, s_{+}, \eta\right)\right] \leq \mathbb{P}\left[\lambda_{\max }\left(\widehat{\Sigma}^{(L)}\right) \leq E_{*}^{(L)}+s+2 l\right]+N^{-1}\right.
$$

Recalling $L \leq 2 M$ and combining the above bounds,

$$
\mathbb{P}\left[N^{2 / 3}\left(\lambda_{\max }(\widehat{\Sigma})-E_{*}\right) \leq x\right] \leq \mathbb{P}\left[N^{2 / 3}\left(\lambda_{\max }\left(\widehat{\Sigma}^{(L)}\right)-E_{*}^{(L)}\right) \leq x+2 N^{-\varepsilon}\right]+o(1)
$$

The matrix $T^{(L)}$ has all diagonal entries 0 or $t$, so $\widehat{\Sigma}^{(L)}=t \tilde{X}^{\prime} \tilde{X}$ for $\tilde{X} \in \mathbb{R}^{\tilde{M} \times N}$ having $\mathcal{N}(0,1 / N)$ entries. The corresponding law $\mu_{0}^{(L)}$ has a single support interval and a unique right edge, so $E_{*}^{(L)}$ must be this edge. Regularity of $E_{*}^{(L)}$ and (3.12) imply $|t| \asymp 1$ and $\tilde{M} / N \asymp 1$. If $E_{*}^{(L)}>0$, then $t>0$. Applying [Joh01, Theorem 1.1] for the largest eigenvalue of a real Wishart matrix, we have

$$
\begin{equation*}
\mathbb{P}\left[N^{2 / 3}\left(\lambda_{\max }\left(\widehat{\Sigma}^{(L)}\right)-E_{*}^{(L)}\right) \leq x+2 N^{-\varepsilon}\right]=F_{1}(x)+o(1) \tag{3.30}
\end{equation*}
$$

where $F_{1}$ is the distribution function of $\mu_{T W}$. If $E_{*}^{(L)}<0$, then $t<0$, and edge regularity implies $\tilde{M} / N$ is bounded away from 1 . Then we also have (3.30) by considering $-\widehat{\Sigma}^{(L)}$ and applying [FS10, Theorem I.1.1] for the smallest eigenvalue of a real Wishart matrix. (If $\tilde{M}<N$, we apply this result
to the companion matrix $\tilde{X} \tilde{X}^{\prime}$.) Combining the above, we obtain

$$
\mathbb{P}\left[N^{2 / 3}\left(\lambda_{\max }(\widehat{\Sigma})-E_{*}\right) \leq x\right] \leq F_{1}(x)+o(1)
$$

The reverse bound is analogous, concluding the proof.
In the remainder of this section, we prove Lemma 3.25.

### 3.4.1 Individual resolvent bounds

For diagonal $T$ and for $z=y+i \eta$ as appearing in Lemma 3.25, we record here simple resolvent bounds that follow from the local law. Similar bounds were used in [EYY12, LS16]. We also introduce the shorthand notation that will be used in the computation.

Let $E_{*}$ be a regular right edge. Fix a small constant $\varepsilon>0$, and fix $s_{1}, s_{2}, \eta$ such that $\left|s_{1}\right|,\left|s_{2}\right| \leq$ $N^{-2 / 3+\varepsilon}$ and $\eta \in\left[N^{-2 / 3-\varepsilon}, N^{-2 / 3}\right]$. Changing variables, we write

$$
\mathfrak{X} \equiv \mathfrak{X}\left(s_{1}, s_{2}, \eta\right)=N \int_{s_{1}}^{s_{2}} \operatorname{Im} m_{N}\left(y+E_{*}+i \eta\right) d y .
$$

For $y \in\left[s_{1}, s_{2}\right]$, we write as shorthand

$$
\begin{gathered}
z \equiv z(y)=y+E_{*}+i \eta, \quad G \equiv G(z(y)), \quad m_{N} \equiv m_{N}(z(y)) \\
G^{(\alpha)} \equiv G^{(\alpha)}(z(y)), \quad m_{N}^{(\alpha)} \equiv \frac{1}{N} \sum_{i \in \mathcal{I}_{N}} G_{i i}^{(\alpha)}, \quad \mathfrak{X}^{(\alpha)} \equiv N \int_{s_{1}}^{s_{2}} \operatorname{Im} m_{N}^{(\alpha)}\left(y+E_{*}+i \eta\right) d y
\end{gathered}
$$

The above quantities depend implicitly on $y$.
We use the simplified summation notation

$$
\sum_{i, j} \equiv \sum_{i, j \in \mathcal{I}_{N}}, \quad \sum_{\alpha, \beta} \equiv \sum_{\alpha, \beta \in \mathcal{I}_{M}}
$$

where summations over lower-case Roman indices are implicitly over $\mathcal{I}_{N}$ and summations over Greek indices are implicitly over $\mathcal{I}_{M}$. We use also the simplified integral notation

$$
\int \tilde{G}_{A B} \equiv \int_{s_{1}}^{s_{2}} G(z(\tilde{y}))_{A B} d \tilde{y}, \quad \int \tilde{m}_{N} \equiv \int_{s_{1}}^{s_{2}} m_{N}(z(\tilde{y})) d \tilde{y}
$$

etc., so that integrals are implicitly over $\left[s_{1}, s_{2}\right]$, and we denote by $\tilde{F}$ the function $F$ evaluated at $F(z(\tilde{y}))$ for $\tilde{y}$ the variable of integration. In this notation, $\mathfrak{X}$ and $\mathfrak{X}^{(\alpha)}$ are simply

$$
\mathfrak{X}=\sum_{i} \operatorname{Im} \int \tilde{G}_{i i}, \quad \mathfrak{X}^{(\alpha)}=\sum_{i} \operatorname{Im} \int \tilde{G}_{i i}^{(\alpha)}
$$

We introduce the fundamental small parameter

$$
\begin{equation*}
\Psi=N^{-1 / 3+3 \varepsilon} \tag{3.31}
\end{equation*}
$$

We will eventually bound all quantities in the computation by powers of $\Psi$. In fact, as shown in Lemmas 3.26 and 3.27 below, non-integrated resolvent entries are controlled by powers of the smaller quantity

$$
N^{-1 / 3+\varepsilon}
$$

However, integrated quantities will require the additional slack of $N^{2 \varepsilon}$. We will pass to using $\Psi$ for all bounds after this distinction is no longer needed.

We have the following corollaries of Proposition 3.13 and Theorem 3.16:
Lemma 3.26. Under the assumptions of Lemma 3.25, for all $y \in\left[s_{1}, s_{2}\right], i \neq j \in \mathcal{I}_{N}$, and $\alpha \neq \beta \in$ $\mathcal{I}_{M}$,

$$
\begin{aligned}
G_{i i} & \prec 1, \quad \frac{1}{G_{i i}} \\
\prec 1, & \frac{G_{\alpha \alpha}}{t_{\alpha}}
\end{aligned} \prec 1, \quad \frac{t_{\alpha}}{G_{\alpha \alpha}} \prec 1, \quad \begin{array}{ll} 
& \prec N^{-1 / 3+\varepsilon}, \quad \frac{G_{i \alpha}}{t_{\alpha}} \prec N^{-1 / 3+\varepsilon},
\end{array} \frac{G_{\alpha \beta}}{t_{\alpha} t_{\beta}} \prec N^{-1 / 3+\varepsilon}, \quad m_{N}-m_{*} \prec N^{-1 / 3+\varepsilon} .
$$

When $T$ is not invertible, these quantities are defined by continuity and the form (3.17) for $G$.
Proof. Proposition 3.13 implies $\operatorname{Im} m_{0}(z(y)) \leq C \sqrt{\kappa+\eta} \leq C N^{-1 / 3+\varepsilon / 2}$, while $\eta \geq N^{-2 / 3-\varepsilon}$ by assumption. Then Theorem 3.16 yields $\left(t_{A} t_{B}\right)^{-1}(G-\Pi)_{A B} \prec N^{-1 / 3+\varepsilon}$ for all $A, B \in \mathcal{I}$. Proposition 3.13 also implies $\left|m_{0}(z)\right| \asymp 1$ and $\left|1+t_{\alpha} m_{0}(z)\right| \asymp 1$, from which all of the entrywise bounds on $G$ follow. The bound on $m_{N}$ follows from $\left|m_{0}-m_{*}\right| \leq C \sqrt{\kappa+\eta} \leq C N^{-1 / 3+\varepsilon / 2}$ and $\left|m_{N}-m_{0}\right| \prec N^{-1 / 3+\varepsilon}$.

Lemma 3.27. Under the assumptions of Lemma 3.25, for all $i \in \mathcal{I}_{N}$ and $\alpha \in \mathcal{I}_{M}$,

$$
\sum_{k} G_{i k}^{(\alpha)} X_{\alpha k} \prec N^{-1 / 3+\varepsilon}, \quad \sum_{p, q} G_{p q}^{(\alpha)} X_{\alpha p} X_{\alpha q}-m_{*} \prec N^{-1 / 3+\varepsilon}
$$

Proof. Applying Lemmas 3.15(b) and 3.26,

$$
\sum_{k} G_{i k}^{(\alpha)} X_{\alpha k}=-G_{i \alpha} / G_{\alpha \alpha} \prec N^{-1 / 3+\varepsilon}
$$

Similarly, applying Lemma 3.15(a) and Theorem 3.16,

$$
\sum_{p, q} G_{p q}^{(\alpha)} X_{\alpha p} X_{\alpha q}-m_{*}=-\frac{1}{G_{\alpha \alpha}}-\frac{1}{t_{\alpha}}-m_{*}=\frac{1}{\Pi_{\alpha \alpha}}-\frac{1}{G_{\alpha \alpha}}+\left(m_{0}-m_{*}\right) \prec N^{-1 / 3+\varepsilon}
$$

(These types of bounds are in fact used in the proof of Theorem 3.16 and may also be derived directly from concentration inequalities and the independence of $X_{\alpha k}$ and $G^{(\alpha)}$.)

Remark 3.28. All probabilistic bounds used in the proof of Lemma 3.35, such as the above, are derived from Theorem 3.16. Thus they in fact hold in the union bound form of Corollary 3.17. We continue to use the notation $\prec$ for convenience, with the implicit understanding that we may take a union bound over all $y \in\left[s_{1}, s_{2}\right]$, and in particular integrate such bounds over $y$.

We record one trivial bound for an integral that will be repeatedly used, and which explains the appearance of $\Psi$.

Lemma 3.29. Suppose the assumptions of Lemma 3.25 hold, $F(z(y)) \prec N^{a(-1 / 3+\varepsilon)}$ for some $a \geq 2$, and we may take a union bound of this statement over $y \in\left[s_{1}, s_{2}\right]$ (in the sense of Lemma 3.10). Then, with $\Psi=N^{-1 / 3+3 \varepsilon}$,

$$
N \int \tilde{F} \prec \Psi^{a-1}
$$

Proof. This follows, for $a \geq 2$, from

$$
N\left(s_{2}-s_{1}\right) N^{a(-1 / 3+\varepsilon)} \leq 2 N^{1 / 3+\varepsilon} N^{a(-1 / 3+\varepsilon)} \leq 2 \Psi^{a-1}
$$

The next lemma will allow us to "remove the superscript" in the computation.
Lemma 3.30. Under the assumptions of Lemma 3.25, for any $y \in\left[s_{1}, s_{2}\right], i, j \in \mathcal{I}_{N}$ (possibly equal), and $\alpha \in \mathcal{I}_{M}$,

$$
\begin{aligned}
& G_{i j}-G_{i j}^{(\alpha)} \prec N^{2(-1 / 3+\varepsilon)}, \\
& m_{N}-m_{N}^{(\alpha)} \prec N^{2(-1 / 3+\varepsilon)}, \\
& \mathfrak{X}-\mathfrak{X}^{(\alpha)} \prec \Psi .
\end{aligned}
$$

Proof. Applying the last resolvent identity from Lemma 3.15,

$$
G_{i j}-G_{i j}^{(\alpha)}=\frac{G_{i \alpha} G_{j \alpha}}{G_{\alpha \alpha}}=G_{i \alpha} \frac{G_{j \alpha}}{t_{\alpha}} \frac{t_{\alpha}}{G_{\alpha \alpha}}
$$

so the first statement follows from Lemma 3.26. Taking $i=j$ and averaging over $\mathcal{I}_{N}$ yields the second statement. The third statement follows from

$$
\mathfrak{X}-\mathfrak{X}^{(\alpha)}=\operatorname{Im}\left(N \int \tilde{m}_{N}-\tilde{m}_{N}^{(\alpha)}\right)
$$

and Lemma 3.29.

### 3.4.2 Resolvent bounds for a swappable pair

We now record bounds for a swappable pair $\left(T, E_{*}\right)$ and $\left(\check{T}, \check{E}_{*}\right)$, where $E_{*}, \check{E}_{*}$ are both regular. We denote by $\check{m}_{N}, \check{G}, \check{\mathfrak{X}}$ the analogues of $m_{N}, G, \mathfrak{X}$ for $\check{T}$. For $\varepsilon, s_{1}, s_{2}, \eta$ and $y \in\left[s_{1}, s_{2}\right]$ as in Section
3.4.1, we write as shorthand

$$
\check{z} \equiv \check{z}(y)=y+\check{E}_{*}+i \eta, \quad \check{G} \equiv \check{G}(\check{z}(y)), \quad \check{m}_{N} \equiv \check{m}_{N}(\check{z}(y))
$$

where these quantities depend implicitly on $y$. The results of the preceding section hold equally for $\check{G}, \check{m}_{N}$, and $\check{\mathscr{X}}$.

The desired bound (3.29) arises from the following identity: Suppose first that $T$ and $\check{T}$ are invertible. Applying $A^{-1}-B^{-1}=A^{-1}(B-A) B^{-1}$,

$$
G-\check{G}=G\left(\begin{array}{cc}
(-\check{z}+z) \mathrm{Id} & 0 \\
0 & -\check{T}^{-1}+T^{-1}
\end{array}\right) \check{G}
$$

Hence, as $z-\check{z}=E_{*}-\check{E}_{*}$,

$$
\begin{equation*}
G_{i j}-\check{G}_{i j}=\sum_{k} G_{i k} \check{G}_{j k}\left(E_{*}-\check{E}_{*}\right)-\sum_{\alpha} \frac{G_{i \alpha}}{t_{\alpha}} \frac{\check{G}_{j \alpha}}{\check{t}_{\alpha}}\left(t_{\alpha}-\check{t}_{\alpha}\right) \tag{3.32}
\end{equation*}
$$

This holds also by continuity when $T$ is not invertible, where $G_{i \alpha} / t_{\alpha}$ and $\check{G}_{j \alpha} / \check{t}_{\alpha}$ are well-defined by (3.17).

The following lemma will allow us to "remove the check" in the computation.
Lemma 3.31. Suppose the assumptions of Lemma 3.25 hold. Let $\Psi=N^{-1 / 3+3 \varepsilon}$. Then for any $y \in\left[s_{1}, s_{2}\right], i, j \in \mathcal{I}_{N}$ (possibly equal), and $\alpha \in \mathcal{I}_{M}$,

$$
\begin{aligned}
& G_{i j}-\check{G}_{i j} \prec N^{2(-1 / 3+\varepsilon)}, \\
& m_{N}-\check{m}_{N} \prec N^{2(-1 / 3+\varepsilon)}, \\
& \mathfrak{X}-\check{\mathfrak{X}} \prec \Psi .
\end{aligned}
$$

Proof. Applying Lemma 3.26 for both $G$ and $\check{G}$, and also the definition of swappability and Lemma 3.20 , we have from (3.32)

$$
G_{i j}-\check{G}_{i j} \prec\left|E_{*}-\check{E}_{*}\right| \cdot N \cdot N^{2(-1 / 3+\varepsilon)}+\sum_{\alpha}\left|t_{\alpha}-\check{t}_{\alpha}\right| N^{2(-1 / 3+\varepsilon)} \prec N^{2(-1 / 3+\varepsilon)}
$$

(The contribution from $k=i$ or $k=j$ in the first sum of (3.32) is of lower order.) Taking $i=j$ and averaging over $\mathcal{I}_{N}$ yields the second statement, and integrating over $y \in\left[s_{1}, s_{2}\right]$ and applying Lemma 3.29 yields the third.

In many cases, we may strengthen the above lemma by an additional factor of $\Psi$ if we take an expectation. (This type of idea is an important part of the argument in [EYY12, LS16]. For example, setting $a=0$ and $Y \equiv Y^{(\alpha)} \equiv 1$ in Lemma 3.33 below yields the second-order bound
$\mathbb{E}[\mathfrak{X}-\check{\mathfrak{X}}] \prec \Psi^{2}$.) To take expectations of remainder terms, we will invoke Lemma 3.9 combined with the following basic bound:

Lemma 3.32. Under the assumptions of Lemma 3.25 , let $P \equiv P(z(y))$ be any polynomial in the entries of $X$ and $G$ with bounded degree, bounded (possibly random) coefficients, and at most $N^{C}$ terms for a constant $C>0$. Then for a constant $C^{\prime}>0$ and all $y \in\left[s_{1}, s_{2}\right]$,

$$
\mathbb{E}[|P|] \leq N^{C^{\prime}}
$$

Proof. By the triangle inequality and Holder's inequality, it suffices to consider a bounded power of a single entry of $G$ or $X$. Then the result follows from Lemma 3.14 and the form (3.17) for $G$.

Lemma 3.33. Under the assumptions of Lemma 3.25, let $Y$ be any quantity such that $Y \prec \Psi^{a}$ for some constant $a \geq 0$. Suppose that for each $\alpha \in \mathcal{I}_{M}$, there exists a quantity $Y^{(\alpha)}$ such that $Y-Y^{(\alpha)} \prec \Psi^{a+1}$, and $Y^{(\alpha)}$ is independent of row $\alpha$ of $X$. Suppose furthermore that $\mathbb{E}\left[|Y|^{\ell}\right] \leq N^{C_{\ell}}$ for each integer $\ell>0$ and some constants $C_{1}, C_{2}, \ldots>0$.

Then, for all $i, j \in \mathcal{I}_{N}$ (possibly equal) and $y \in\left[s_{1}, s_{2}\right]$,

$$
\begin{gathered}
\mathbb{E}\left[\left(G_{i j}-\check{G}_{i j}\right) Y\right] \prec N^{2(-1 / 3+\varepsilon)} \Psi^{a+1} \prec \Psi^{a+3}, \\
\mathbb{E}\left[\left(m_{N}-\check{m}_{N}\right) Y\right] \prec N^{2(-1 / 3+\varepsilon)} \Psi^{a+1} \prec \Psi^{a+3} . \\
\mathbb{E}[(\mathfrak{X}-\check{\mathfrak{X})}) Y] \prec \Psi^{a+2}
\end{gathered}
$$

Proof. Applying (3.28), the trivial bound $N^{-1} \prec \Psi^{3}$, and Lemma 3.26 to (3.32),

$$
\begin{aligned}
\left(G_{i j}-\check{G}_{i j}\right) Y & =\sum_{k} G_{i k} \check{G}_{j k}\left(E_{*}-\check{E}_{*}\right) Y-\sum_{\alpha} \frac{G_{i \alpha}}{t_{\alpha}} \frac{\check{G}_{j \alpha}}{\check{t}_{\alpha}}\left(t_{\alpha}-\check{t}_{\alpha}\right) Y \\
& =\sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right)\left(s_{\alpha} \check{s}_{\alpha} \frac{1}{N} \sum_{k} G_{i k} \check{G}_{j k}-\frac{G_{i \alpha}}{t_{\alpha}} \frac{\check{G}_{j \alpha}}{\check{t}_{\alpha}}\right) Y+O_{\prec}\left(\Psi^{a+5}\right)
\end{aligned}
$$

By swappability and Lemma 3.26, the explicit term on the right is of size $O_{\prec}\left(N^{2(-1 / 3+\varepsilon)} \Psi^{a}\right)$. (The contributions from $k=i$ and $k=j$ in the summation are of lower order.) Applying the assumption $Y-Y^{(\alpha)} \prec \Psi^{a+1}$ as well as Lemma 3.30, we may replace $Y$ with $Y^{(\alpha)}, G_{i k}$ with $G_{i k}^{(\alpha)}$, and $\check{G}_{j k}$ with $\check{G}_{j k}^{(\alpha)}$ above while introducing an $O_{\prec}\left(N^{2(-1 / 3+\varepsilon)} \Psi^{a+1}\right)$ error. Hence,

$$
\begin{equation*}
\left(G_{i j}-\check{G}_{i j}\right) Y=\sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right)\left(s_{\alpha} \check{s}_{\alpha} \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{j k}^{(\alpha)}-\frac{G_{i \alpha}}{t_{\alpha}} \frac{\check{G}_{j \alpha}}{\check{t}_{\alpha}}\right) Y^{(\alpha)}+O_{\prec}\left(N^{2(-1 / 3+\varepsilon)} \Psi^{a+1}\right) \tag{3.33}
\end{equation*}
$$

Applying the resolvent identities from Lemma 3.15,

$$
\frac{G_{i \alpha}}{t_{\alpha}}=\frac{G_{\alpha \alpha}}{t_{\alpha}} \sum_{k} G_{i k}^{(\alpha)} X_{\alpha k}=-\frac{1}{1+t_{\alpha} \sum_{p, q} G_{p q}^{(\alpha)} X_{\alpha p} X_{\alpha q}} \sum_{k} G_{i k}^{(\alpha)} X_{\alpha k}
$$

Recalling $s_{\alpha}=\left(1+t_{\alpha} m_{*}\right)^{-1}$, and applying Lemma 3.27 and a Taylor expansion of $\left(1+t_{\alpha} x\right)^{-1}$ around $x=m_{*}$,

$$
\frac{G_{i \alpha}}{t_{\alpha}}=-s_{\alpha} \sum_{k} G_{i k}^{(\alpha)} X_{\alpha k}+O_{\prec}\left(N^{2(-1 / 3+\varepsilon)}\right)
$$

where the explicit term on the right is of size $O_{\prec}\left(N^{-1 / 3+\varepsilon}\right) \prec \Psi$. A similar expansion holds for $\check{G}_{j \alpha} / \check{t}_{\alpha}$. Substituting into (3.33),

$$
\begin{aligned}
\left(G_{i j}-\check{G}_{i j}\right) Y= & \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right) s_{\alpha} \check{s}_{\alpha}\left(\frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{j k}^{(\alpha)}-\sum_{k, l} G_{i k}^{(\alpha)} X_{\alpha k} \check{G}_{j l}^{(\alpha)} X_{\alpha l}\right) Y^{(\alpha)} \\
& +O_{\prec}\left(N^{2(-1 / 3+\varepsilon)} \Psi^{a+1}\right)
\end{aligned}
$$

Denoting by $\mathbb{E}_{\alpha}$ the partial expectation over only row $\alpha$ of $X$ (i.e. conditional on $X_{\beta j}$ for all $\beta \neq \alpha$ ), we have

$$
\mathbb{E}_{\alpha}\left[\frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{j k}^{(\alpha)}-\sum_{k, l} G_{i k}^{(\alpha)} X_{\alpha k} \check{G}_{j l}^{(\alpha)} X_{\alpha l}\right]=0
$$

while the remainder term remains $O_{\prec}\left(N^{2(-1 / 3+\varepsilon)} \Psi^{a+1}\right)$ by Lemma 3.9, where the moment condition of Lemma 3.9 is verified by Lemma 3.32, the moment assumption on $Y$, and Cauchy-Schwarz. Then the first statement follows. The second statement follows from applying this with $i=j$ and averaging over $i \in \mathcal{I}_{N}$. The third statement follows from integrating over $y \in\left[s_{1}, s_{2}\right]$ and noting $N^{1 / 3+\varepsilon} N^{2(-1 / 3+\varepsilon)}=\Psi$ as in Lemma 3.29. (If $Y$ depends on the spectral parameter $z(y)$, this integration is performed by fixing this parameter for $Y$, evaluating $m_{N}$ and $\check{m}_{N}$ at a different parameter $\tilde{y}$, and integrating over $\tilde{y}$. The preceding arguments do not require $Y$ and $m_{N}, \check{m}_{N}$ to depend on the same spectral parameter.)

Finally, recall the notation $s_{\alpha}=\left(1+t_{\alpha} m_{*}\right)^{-1}$ and $A_{i}=N^{-1} \sum_{\alpha} t_{\alpha}^{i} s_{\alpha}^{i}$. (This corresponds to $A_{i, 0}$ in Lemma 3.20.) We derive a deterministic consequence of swappability and the scaling condition $\gamma=\check{\gamma}=1$. In the proof of [LS16] for a continuous interpolation $T^{(l)}$, denoting $\dot{t}_{\alpha}$ and $\dot{m}_{*}$ the derivatives with respect to $l$, the differential analogue of the following lemma is the pair of identities

$$
\sum_{\alpha} \dot{t}_{\alpha} t_{\alpha} s_{\alpha}^{3}=N \dot{m}_{*}, \quad \sum_{\alpha} \dot{t}_{\alpha} t_{\alpha}^{2} s_{\alpha}^{4}=N \dot{m}_{*}\left(A_{4}-m_{*}^{-4}\right) .
$$

These may be derived by implicitly differentiating $0=z_{0}^{\prime}\left(m_{*}\right)$ and $1=z_{0}^{\prime \prime}\left(m_{*}\right)$ with respect to $l$. We show that discrete versions of these identities continue to hold, with $O\left(N^{-1}\right)$ error:

Lemma 3.34. Suppose $T, \check{T}$ satisfy Assumption $3.1, E_{*}, \check{E}_{*}$ are associated regular right edges with scales $\gamma=\check{\gamma}=1$, and $\left(T, E_{*}\right)$ and $\left(\check{T}, \check{E}_{*}\right)$ are swappable. Define $s_{\alpha}=\left(1+t_{\alpha} m_{*}\right)^{-1}$, $\check{s}_{\alpha}=$ $\left(1+\check{t}_{\alpha} \check{m}_{*}\right)^{-1}, A_{4}=N^{-1} \sum_{\alpha} t_{\alpha}^{4} s_{\alpha}^{4}$, and

$$
\mathcal{P}_{\alpha}=s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right), \quad \mathcal{Q}_{\alpha}=s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha}^{2} s_{\alpha}^{2}+t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}+\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right)
$$

Then for some constant $C>0$, both of the following hold:

$$
\begin{gather*}
\left|2 N\left(m_{*}-\check{m}_{*}\right)-\sum_{\alpha=1}^{M}\left(t_{\alpha}-\check{t}_{\alpha}\right) \mathcal{P}_{\alpha}\right| \leq C / N  \tag{3.34}\\
\left|3 N\left(m_{*}-\check{m}_{*}\right)\left(A_{4}-m_{*}^{-4}\right)-\sum_{\alpha=1}^{M}\left(t_{\alpha}-\check{t}_{\alpha}\right) \mathcal{Q}_{\alpha}\right| \leq C / N . \tag{3.35}
\end{gather*}
$$

Proof. For (3.34), we have from the identity $0=z_{0}^{\prime}\left(m_{*}\right)$ applied to $T$ and $\check{T}$

$$
\begin{equation*}
m_{*}^{-2}-\check{m}_{*}^{-2}=\frac{1}{N} \sum_{\alpha} t_{\alpha}^{2} s_{\alpha}^{2}-\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2} \tag{3.36}
\end{equation*}
$$

The left side may be written as

$$
\begin{equation*}
m_{*}^{-2}-\check{m}_{*}^{-2}=\left(\check{m}_{*}-m_{*}\right)\left(\check{m}_{*}+m_{*}\right) m_{*}^{-2} \check{m}_{*}^{-2}=2\left(\check{m}_{*}-m_{*}\right) m_{*}^{-3}+O\left(N^{-2}\right), \tag{3.37}
\end{equation*}
$$

where the second equality applies $\left|m_{*}\right|,\left|\check{m}_{*}\right| \asymp 1$ and $\left|\check{m}_{*}-m_{*}\right| \leq C / N$. The right side may be written as

$$
\frac{1}{N} \sum_{\alpha} t_{\alpha}^{2} s_{\alpha}^{2}-\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}=\frac{1}{N} \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right) t_{\alpha} s_{\alpha}^{2}+\left(s_{\alpha}^{2}-\check{s}_{\alpha}^{2}\right) t_{\alpha} \check{t}_{\alpha}+\left(t_{\alpha}-\check{t}_{\alpha}\right) \check{t}_{\alpha} \check{s}_{\alpha}^{2}
$$

Including the identities $\left(1+t_{\alpha} m_{*}\right) s_{\alpha}=1$ and $\left(1+\check{t}_{\alpha} \check{m}_{*}\right) \check{s}_{\alpha}=1$,

$$
\begin{align*}
\frac{1}{N} \sum_{\alpha} t_{\alpha}^{2} s_{\alpha}^{2}-\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2} & =\frac{1}{N} \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right)\left(t_{\alpha} s_{\alpha}^{2}\left(1+\check{t}_{\alpha} \check{m}_{*}\right) \check{s}_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}^{2}\left(1+t_{\alpha} m_{*}\right) s_{\alpha}\right)+\left(s_{\alpha}^{2}-\check{s}_{\alpha}^{2}\right) t_{\alpha} \check{t}_{\alpha} \\
& =\frac{1}{N} \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right) s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}+t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{m}_{*}+\check{t}_{\alpha} \check{s}_{\alpha} t_{\alpha} m_{*}\right)+\left(s_{\alpha}^{2}-\check{s}_{\alpha}^{2}\right) t_{\alpha} \check{t}_{\alpha} \\
& \equiv \frac{1}{N} \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right) s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right)+R_{\alpha} \tag{3.38}
\end{align*}
$$

where we define $R_{\alpha}$ as the remainder term. Noting that

$$
s_{\alpha}^{2}-\check{s}_{\alpha}^{2}=\left(s_{\alpha}-\check{s}_{\alpha}\right)\left(s_{\alpha}+\check{s}_{\alpha}\right)=\left(\check{t}_{\alpha} \check{m}_{*}-t_{\alpha} m_{*}\right) s_{\alpha} \check{s}_{\alpha}\left(s_{\alpha}+\check{s}_{\alpha}\right)
$$

we have

$$
\begin{aligned}
R_{\alpha} & =t_{\alpha} \check{t}_{\alpha} s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha} s_{\alpha} \check{m}_{*}+t_{\alpha} \check{s}_{\alpha} m_{*}-\check{t}_{\alpha} s_{\alpha} \check{m}_{*}-\check{t}_{\alpha} \check{s}_{\alpha} m_{*}+\check{t}_{\alpha} s_{\alpha} \check{m}_{*}+\check{t}_{\alpha} \check{s}_{\alpha} \check{m}_{*}-t_{\alpha} s_{\alpha} m_{*}-t_{\alpha} \check{s}_{\alpha} m_{*}\right) \\
& =t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}\left(\check{m}_{*}-m_{*}\right)\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right) .
\end{aligned}
$$

Then, applying Lemma 3.20(a),

$$
\frac{1}{N} \sum_{\alpha} R_{\alpha}=\left(\check{m}_{*}-m_{*}\right)\left(A_{2,1}+A_{1,2}\right)=2\left(\check{m}_{*}-m_{*}\right) A_{3,0}+O\left(N^{-2}\right)
$$

By the scaling $\gamma=1$, we have $A_{3,0}=1+m_{*}^{-3}$. Combining this with (3.36), (3.37), and (3.38) and multiplying by $N$ yields (3.34).

The identity (3.35) follows similarly: The condition $\gamma=\check{\gamma}$ implies

$$
m_{*}^{-3}-\check{m}_{*}^{-3}=\frac{1}{N} \sum_{\alpha} t_{\alpha}^{3} s_{\alpha}^{3}-\check{t}_{\alpha}^{3} \check{s}_{\alpha}^{3}
$$

The left side is

$$
\left(\check{m}_{*}-m_{*}\right)\left(m_{*}^{2}+m_{*} \check{m}_{*}+\check{m}_{*}^{2}\right) m_{*}^{-3} \check{m}_{*}^{-3}=3\left(\check{m}_{*}-m_{*}\right) m_{*}^{-4}+O\left(N^{-2}\right),
$$

while the right side is

$$
\begin{aligned}
\frac{1}{N} \sum_{\alpha} t_{\alpha}^{3} s_{\alpha}^{3}-\check{t}_{\alpha}^{3} \check{s}_{\alpha}^{3}= & \frac{1}{N} \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right) t_{\alpha}^{2} s_{\alpha}^{3}+\left(s_{\alpha}^{2}-\check{s}_{\alpha}^{2}\right) t_{\alpha}^{2} s_{\alpha} \check{t}_{\alpha}+\left(t_{\alpha}-\check{t}_{\alpha}\right) t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}^{2} \\
& \quad+\left(s_{\alpha}-\check{s}_{\alpha}\right) t_{\alpha} \check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}+\left(t_{\alpha}-\check{t}_{\alpha}\right) \check{t}_{\alpha}^{2} \check{s}_{\alpha}^{3} \\
= & \frac{1}{N} \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right)\left(t_{\alpha}^{2} s_{\alpha}^{3}\left(1+\check{t}_{\alpha} \check{m}_{*}\right) \check{s}_{\alpha}+t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}^{2}\left(1+t_{\alpha} m_{*}\right) s_{\alpha}\right. \\
& \left.\quad+\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{3}\left(1+t_{\alpha} m_{*}\right) s_{\alpha}\right)+\left(s_{\alpha}-\check{s}_{\alpha}\right)\left(\left(s_{\alpha}+\check{s}_{\alpha}\right) t_{\alpha}^{2} s_{\alpha} \check{t}_{\alpha}+t_{\alpha} \check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right) \\
= & \frac{1}{N} \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right) s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha}^{2} s_{\alpha}^{2}+t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}+\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right) \\
& \quad+t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}\left(\check{m}_{*}-m_{*}\right)\left(t_{\alpha}^{2} s_{\alpha}^{2}+t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}+\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right) \\
= & \left(\frac{1}{N} \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right) \mathcal{Q}_{\alpha}\right)+3\left(\check{m}_{*}-m_{*}\right) A_{4}+O\left(N^{-2}\right) .
\end{aligned}
$$

Combining the above and multiplying by $N$ yields (3.35).

### 3.4.3 Proof of resolvent comparison lemma

We use the notation of Sections 3.4.1 and 3.4.2. Define the following quantities, depending implicitly on a fixed index $i \in \mathcal{I}_{N}$ and $y \in\left[s_{1}, s_{2}\right]$ :

$$
\begin{aligned}
& \mathfrak{X}_{3,12^{\prime}}=K^{\prime}(\mathfrak{X})\left(m_{N}-m_{*}\right) \frac{1}{N} \sum_{k} G_{i k}^{2} \\
& \mathfrak{X}_{3,3}=K^{\prime}(\mathfrak{X}) \frac{1}{N^{2}} \sum_{k, l} G_{i k} G_{k l} G_{i l} \\
& \mathfrak{X}_{3,2 \widetilde{2}}=K^{\prime \prime}(\mathfrak{X}) \frac{1}{N^{2}} \sum_{j, k, l} G_{i k} G_{i l} \operatorname{Im} \int \tilde{G}_{j k} \tilde{G}_{j l} \\
& \mathfrak{X}_{3,2^{\prime} \widetilde{2}^{\prime}}=K^{\prime \prime}(\mathfrak{X}) \frac{1}{N^{2}} \sum_{j, k, l} G_{i k}^{2} \operatorname{Im} \int \tilde{G}_{j l}^{2} \\
& \mathfrak{X}_{4,22^{\prime}}=K^{\prime}(\mathfrak{X})\left(m_{N}-m_{*}\right)^{2} \frac{1}{N} \sum_{k} G_{i k}^{2} \\
& \mathfrak{X}_{4,13}=K^{\prime}(\mathfrak{X})\left(m_{N}-m_{*}\right) \frac{1}{N^{2}} \sum_{k, l} G_{i k} G_{k l} G_{i l} \\
& \mathfrak{X}_{4,4}=K^{\prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, k, l} G_{i j} G_{j k} G_{k l} G_{i l} \\
& \mathfrak{X}_{4,4^{\prime}}=K^{\prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, k, l} G_{i k}^{2} G_{j l}^{2} \\
& \mathfrak{X}_{4,12 \tilde{2}}=K^{\prime \prime}(\mathfrak{X})\left(m_{N}-m_{*}\right) \frac{1}{N^{2}} \sum_{j, k, l} G_{i k} G_{i l} \operatorname{Im} \int \tilde{G}_{j k} \tilde{G}_{j l} \\
& \mathfrak{X}_{4,12^{\prime} \widetilde{2}^{\prime}}=K^{\prime \prime}(\mathfrak{X})\left(m_{N}-m_{*}\right) \frac{1}{N^{2}} \sum_{j, k, l} G_{i k}^{2} \operatorname{Im} \int \tilde{G}_{j l}^{2} \\
& \mathfrak{X}_{4,3 \widetilde{2}}=K^{\prime \prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, p, q, r} G_{i p} G_{i q} G_{p r} \operatorname{Im} \int \tilde{G}_{j q} \tilde{G}_{j r} \\
& \mathfrak{X}_{4,3^{\prime} \tilde{2}}=K^{\prime \prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, p, q, r} G_{i r}^{2} G_{p q} \operatorname{Im} \int \tilde{G}_{j p} \tilde{G}_{j q} \\
& \mathfrak{X}_{4,3 \widetilde{2}^{\prime}}=K^{\prime \prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, p, q, r} G_{i q} G_{i r} G_{q r} \operatorname{Im} \int \tilde{G}_{j p}^{2} \\
& \mathfrak{X}_{4,2 \widetilde{12}}=K^{\prime \prime}(\mathfrak{X}) \frac{1}{N^{2}} \sum_{j, k, l} G_{i k} G_{i l} \operatorname{Im} \int\left(\tilde{m}_{N}-m_{*}\right) \tilde{G}_{j k} \tilde{G}_{j l} \\
& \mathfrak{X}_{4,2^{\prime} \widetilde{12^{\prime}}}=K^{\prime \prime}(\mathfrak{X}) \frac{1}{N^{2}} \sum_{j, k, l} G_{i l}^{2} \operatorname{Im} \int\left(\tilde{m}_{N}-m_{*}\right) \tilde{G}_{j k}^{2} \\
& \mathfrak{X}_{4,2 \widetilde{3}}=K^{\prime \prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, p, q, r} G_{i p} G_{i q} \operatorname{Im} \int \tilde{G}_{j p} \tilde{G}_{j r} \tilde{G}_{q r}
\end{aligned}
$$

$$
\begin{aligned}
& \mathfrak{X}_{4,2 \tilde{3}^{\prime}}=K^{\prime \prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, p, q, r} G_{i p} G_{i q} \operatorname{Im} \int \tilde{G}_{j r}^{2} \tilde{G}_{p q} \\
& \mathfrak{X}_{4,2^{2} \widetilde{3}}=K^{\prime \prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, p, q, r} G_{i p}^{2} \operatorname{Im} \int \tilde{G}_{j q} \tilde{G}_{j r} \tilde{G}_{q r} \\
& \mathfrak{X}_{4,2 \widetilde{22}}=K^{\prime \prime \prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, k, p, q, r} G_{i p} G_{i q}\left(\operatorname{Im} \int \tilde{G}_{j p} \tilde{G}_{j r}\right)\left(\operatorname{Im} \int \tilde{G}_{k q} \tilde{G}_{k r}\right) \\
& \mathfrak{X}_{4,2^{2} \widetilde{22}}=K^{\prime \prime \prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, k, p, q, r} G_{i p}^{2}\left(\operatorname{Im} \int \tilde{G}_{j q} \tilde{G}_{j r}\right)\left(\operatorname{Im} \int \tilde{G}_{k q} \tilde{G}_{k r}\right) \\
& \mathfrak{X}_{4,2 \widetilde{22^{\prime}}}=K^{\prime \prime \prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, k, p, q, r} G_{i p} G_{i q}\left(\operatorname{Im} \int \tilde{G}_{j p} \tilde{G}_{j q}\right)\left(\operatorname{Im} \int \tilde{G}_{k r}^{2}\right) \\
& \mathfrak{X}_{4,2^{2} \tilde{2^{2}} \tilde{2}^{\prime}}=K^{\prime \prime \prime}(\mathfrak{X}) \frac{1}{N^{3}} \sum_{j, k, p, q, r} G_{i p}^{2}\left(\operatorname{Im} \int \tilde{G}_{j q}^{2}\right)\left(\operatorname{Im} \int \tilde{G}_{k r}^{2}\right)
\end{aligned}
$$

Define the aggregate quantities

$$
\begin{aligned}
& \mathfrak{X}_{3}=\mathfrak{X}_{3,12}+\mathfrak{X}_{3,3}+\mathfrak{X}_{3,2 \widetilde{2}} \\
& \mathfrak{X}_{4}= 3 \mathfrak{X}_{4,22^{\prime}}+6 \mathfrak{X}_{4,13}+12 \mathfrak{X}_{4,4}+3 \mathfrak{X}_{4,4^{\prime}}+4 \mathfrak{X}_{4,12 \widetilde{2}}+8 \mathfrak{X}_{4,3 \widetilde{2}}+4 \mathfrak{X}_{4,3^{\prime} \widetilde{2}} \\
& \quad+2 \mathfrak{X}_{4,2 \widetilde{12}}+2 \mathfrak{X}_{4,2 \widetilde{3^{\prime}}}+4 \mathfrak{X}_{4,2 \widetilde{3}}+4 \mathfrak{X}_{4,2 \widetilde{2} 2}, \\
& \mathfrak{X}_{4}^{-}=\mathfrak{X}_{4,2 \widetilde{12}}+\mathfrak{X}_{4,2 \widetilde{3^{\prime}}}+2 \mathfrak{X}_{4,2 \widetilde{3}}-\mathfrak{X}_{4,12 \widetilde{2}}-\mathfrak{X}_{4,3^{\prime} \widetilde{2}}-2 \mathfrak{X}_{4,3 \widetilde{2}} .
\end{aligned}
$$

(Not all of the above terms appear in these aggregate quantities; we define them because they appear in intermediate steps of the proof.) The notation signifies that each term $\mathfrak{X}_{3, *}$ is of size at most $O_{\prec}\left(\Psi^{3}\right)$, and each term $\mathfrak{X}_{4, *}$ is of size at most $O_{\prec}\left(\Psi^{4}\right)$, as may be verified from Lemmas 3.26 and 3.29. A $\sim$ in the subscript denotes an integrated quantity, and $\mathrm{a}^{\prime}$ in the subscript denotes a squared resolvent entry.

Lemma 3.25 is a consequence of the following two technical results.
Lemma 3.35 (Decoupling). Under the assumptions of Lemma 3.25, denote $\mathfrak{X}_{\lambda}=\lambda \mathfrak{X}+(1-\lambda) \check{\mathfrak{X}}$ for $\lambda \in[0,1]$. For fixed $i \in \mathcal{I}_{N}$ and $y \in\left[s_{1}, s_{2}\right]$, define $\mathfrak{X}_{3}, \mathfrak{X}_{4}$, and $\mathfrak{X}_{4}^{-}$as above. For fixed $\alpha \in \mathcal{I}_{M}$, let $s_{\alpha}=\left(1+t_{\alpha} m_{*}\right)$ and $\check{s}_{\alpha}=\left(1+\check{t}_{\alpha} \check{m}_{*}\right)$, and define

$$
\mathcal{P}_{\alpha}=s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right), \quad \mathcal{Q}_{\alpha}=s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha}^{2} s_{\alpha}^{2}+t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}+\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right), \quad \mathcal{R}_{\alpha}=s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha} s_{\alpha}-\check{t}_{\alpha} \check{s}_{\alpha}\right)^{2} .
$$

Then

$$
\begin{aligned}
\int_{0}^{1} \mathbb{E}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{G_{i \alpha}}{t_{\alpha}} \frac{\check{G}_{i \alpha}}{\check{t}_{\alpha}}\right] d \lambda= & s_{\alpha} \check{s}_{\alpha} \int_{0}^{1} \mathbb{E}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{1}{N} \sum_{k} G_{i k} \check{G}_{i k}\right] d \lambda \\
& -\mathcal{P}_{\alpha} \mathbb{E}\left[\mathfrak{X}_{3}\right]+\frac{1}{3} \mathcal{Q}_{\alpha} \mathbb{E}\left[\mathfrak{X}_{4}\right]+\frac{1}{3} \mathcal{R}_{\alpha} \mathbb{E}\left[\mathfrak{X}_{4}^{-}\right]+O_{\prec}\left(\Psi^{5}\right) .
\end{aligned}
$$

Lemma 3.36 (Optical theorems). Under the assumptions of Lemma 3.25, for fixed $i \in \mathcal{I}_{N}$ and $y \in\left[s_{1}, s_{2}\right]$, define $\mathfrak{X}_{3}$ and $\mathfrak{X}_{4}$ as above. Let $A_{4}=N^{-1} \sum_{\alpha} t_{\alpha}^{4} s_{\alpha}^{4}$. Then

$$
2 \operatorname{Im} \mathbb{E}\left[\mathfrak{X}_{3}\right]=\left(A_{4}-m_{*}^{-4}\right) \operatorname{Im} \mathbb{E}\left[\mathfrak{X}_{4}\right]+O_{\prec}\left(\Psi^{5}\right) .
$$

Lemma 3.35 generalizes [LS16, Lemma 6.2] to a swappable pair. We will present its proof in Section 3.4.4, following similar ideas. We introduce the interpolation $\mathfrak{X}_{\lambda}=\lambda \mathfrak{X}+(1-\lambda) \check{\mathfrak{X}}$ as a device to bound $K(\mathfrak{X})-K(\check{\mathfrak{X}})$. (This is different from a continuous interpolation between the entries of $T$ and $\check{T}$.) Let us make several additional remarks:

1. The proof in [LS16] requires this lemma in "differential form", where $T=\check{T}$. In this case, we have $G=\check{G}, \mathfrak{X}_{\lambda}=\mathfrak{X}$ for every $\lambda \in[0,1], s_{\alpha}=\check{s}_{\alpha}$, and $t_{\alpha}=\check{t}_{\alpha}$. Then the integral over $\lambda$ is irrelevant, and Lemma 3.35 reduces to the full version of [LS16, Lemma 6.2].
2. There is an additional term $\mathfrak{X}_{4}^{-}$that does not appear in [LS16], and which is not canceled by the optical theorems of Lemma 3.36. (When $T=\check{T}$, we have $\mathcal{R}_{\alpha}=0$ so this term is not present.) The cancellation will instead occur by symmetry of its definition, upon integrating over $y$.
3. The main additional complexity in our proof comes from needing to separately track the terms that arise from resolvent expansions of $G$ and $\check{G}$, and from $\mathfrak{X}$ and $\check{\mathfrak{X}}$ after Taylor expanding $K^{\prime}\left(\mathfrak{X}_{\lambda}\right)$. An important simplification is that we may use Lemmas 3.31 and 3.33 to convert $O_{\prec}\left(\Psi^{3}\right)$ and $O_{\prec}\left(\Psi^{4}\right)$ terms to involve only $G$ and not $\check{G}$-hence $\mathfrak{X}_{3}, \mathfrak{X}_{4}, \mathfrak{X}_{4}^{-}$are defined only by $T$ and not $\check{T}$. Swappability of $\left(T, E_{*}\right)$ and $\left(\check{T}, \check{E}_{*}\right)$ is used for this simplification.

The other technical ingredient, Lemma 3.36, is identical to the full version of [LS16, Lemma B.1], as the terms $\mathfrak{X}_{3}$ and $\mathfrak{X}_{4}$ depend only on the single matrix $T$. We briefly discuss the breakdown of its proof in Section 3.4.5.

In [LS16], for expositional clarity, these lemmas were stated and proven only in the special case $K^{\prime} \equiv 1$. Full proofs were presented for an analogous deformed Wigner model in [LS15]. Although more cumbersome, we will demonstrate the full proof of Lemma 3.35 for a general function $K$ in Section 3.4.4, as much of the additional complexity due to two resolvents $G$ and $\check{G}$ arises from the interpolation $\mathfrak{X}_{\lambda}$ and the Taylor expansion of $K^{\prime}$.

We conclude this section by establishing Lemma 3.25 using the above two results:
Proof of Lemma 3.25. We write

$$
\begin{equation*}
K(\mathfrak{X})-K(\check{\mathfrak{X}})=\int_{0}^{1} \frac{d}{d \lambda} K\left(\mathfrak{X}_{\lambda}\right) d \lambda=\int_{0}^{1} K^{\prime}\left(\mathfrak{X}_{\lambda}\right)(\mathfrak{X}-\check{\mathfrak{X}}) d \lambda . \tag{3.39}
\end{equation*}
$$

Recalling

$$
\mathfrak{X}=\sum_{i} \operatorname{Im} \int \tilde{G}_{i i}
$$

and applying (3.32),

$$
\mathfrak{X}-\check{\mathfrak{X}}=\sum_{i} \operatorname{Im} \int\left(\sum_{k} \tilde{G}_{i k} \tilde{\tilde{G}}_{i k}\left(E_{*}-\check{E}_{*}\right)-\sum_{\alpha} \frac{\tilde{G}_{i \alpha}}{t_{\alpha}} \frac{\tilde{G}_{i \alpha}}{\check{t}_{\alpha}}\left(t_{\alpha}-\check{t}_{\alpha}\right)\right) .
$$

( $\tilde{G}$ and $\tilde{G}$ denote $G$ and $\check{G}$ evaluated at the variable of integration $\tilde{y}$.) Further applying (3.28), Lemma 3.26, and the trivial bound $N^{-2 / 3+\varepsilon} \prec \Psi^{2}$,

$$
\mathfrak{X}-\check{\mathfrak{X}}=\sum_{i} \operatorname{Im} \int \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right)\left(s_{\alpha} \check{s}_{\alpha} \frac{1}{N} \sum_{k} \tilde{G}_{i k} \tilde{\tilde{G}}_{i k}-\frac{\tilde{G}_{i \alpha}}{t_{\alpha}} \frac{\tilde{G}_{i \alpha}}{\check{t}_{\alpha}}\right)+O_{\prec}\left(\Psi^{4}\right) .
$$

Applying this to (3.39), taking the expectation, exchanging orders of summation and integration, and noting that $K^{\prime}\left(\mathfrak{X}_{\lambda}\right)$ is real,

$$
\begin{aligned}
& \mathbb{E}[K(\mathfrak{X})-K(\check{\mathfrak{X}})] \\
& =\sum_{i} \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right) \operatorname{Im} \iint_{0}^{1} \mathbb{E}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right)\left(s_{\alpha} \check{s}_{\alpha} \frac{1}{N} \sum_{k} \tilde{G}_{i k} \tilde{G}_{i k}-\frac{\tilde{G}_{i \alpha}}{t_{\alpha}} \frac{\tilde{G}_{i \alpha}}{\check{t}_{\alpha}}\right)\right] d \lambda d \tilde{y}+O_{\prec}\left(\Psi^{4}\right),
\end{aligned}
$$

where the expectation of the remainder term is still $O_{\prec}\left(\Psi^{4}\right)$ by Lemmas 3.9 and 3.32. Denoting by $\tilde{\mathfrak{X}}_{3}(i), \tilde{\mathfrak{X}}_{4}(i)$, and $\tilde{\mathfrak{X}}_{4}^{-}(i)$ the quantities $\mathfrak{X}_{3}, \mathfrak{X}_{4}$, and $\mathfrak{X}_{4}^{-}$defined by $\tilde{y}$ and the outer index of summation $i$, Lemma 3.35 implies
$\mathbb{E}[K(\mathfrak{X})-K(\check{\mathfrak{X}})]=\sum_{i} \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right) \operatorname{Im} \int\left(\mathcal{P}_{\alpha} \mathbb{E}\left[\tilde{\mathfrak{X}}_{3}(i)\right]-\frac{1}{3} \mathcal{Q}_{\alpha} \mathbb{E}\left[\tilde{\mathfrak{X}}_{4}(i)\right]-\frac{1}{3} \mathcal{R}_{\alpha} \mathbb{E}\left[\check{\mathfrak{X}}_{4}^{-}(i)\right]\right) d \tilde{y}+O_{\prec}\left(N^{1 / 3+\varepsilon} \Psi^{5}\right)$,
where the error is $N^{1 / 3+\varepsilon} \Psi^{5}$ because $\sum_{\alpha}\left|t_{\alpha}-\check{t}_{\alpha}\right| \leq C$ and the range of integration is contained in $\left[-N^{-2 / 3+\varepsilon}, N^{-2 / 3+\varepsilon}\right]$. We note

$$
\operatorname{Im} \int \tilde{\mathfrak{X}}_{4}^{-}(i) d \tilde{y}=0
$$

by symmetry of the terms defining $\tilde{\mathfrak{X}}_{4}^{-}$, so this term vanishes. Then, applying Lemma 3.36 ,

$$
\mathbb{E}[K(\mathfrak{X})-K(\check{\mathfrak{X}})]=\sum_{i} \sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right)\left(\mathcal{P}_{\alpha} \frac{A_{4}-m_{*}^{-4}}{2}-\frac{\mathcal{Q}_{\alpha}}{3}\right) \operatorname{Im} \int \mathbb{E}\left[\tilde{\mathfrak{X}}_{4}(i)\right] d \tilde{y}+O_{\prec}\left(N^{1 / 3+\varepsilon} \Psi^{5}\right) .
$$

Finally, applying Lemma 3.34, we have

$$
\sum_{\alpha}\left(t_{\alpha}-\check{t}_{\alpha}\right)\left(\mathcal{P}_{\alpha} \frac{A_{4}-m_{*}^{-4}}{2}-\frac{\mathcal{Q}_{\alpha}}{3}\right) \leq C / N
$$

Hence $\mathbb{E}[K(\mathfrak{X})-K(\check{\mathfrak{X}})] \prec N^{1 / 3+\varepsilon} \Psi^{5}=N^{-4 / 3+16 \varepsilon}$.

### 3.4.4 Proof of decoupling lemma

In this section, we prove Lemma 3.35. We will implicitly use the resolvent bounds of Lemma 3.26 throughout the proof.

Step 1: Consider first a fixed value $\lambda \in[0,1]$. Let $\mathbb{E}_{\alpha}$ denote the partial expectation over row $\alpha$ of $X$ (i.e. conditional on all $X_{\beta j}$ for $\beta \neq \alpha$ ). In anticipation of computing $\mathbb{E}_{\alpha}$ for the quantity on the left, we expand

$$
K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{G_{i \alpha}}{t_{\alpha}} \frac{\check{G}_{i \alpha}}{\check{t}_{\alpha}}
$$

as a polynomial of entries of row $\alpha$ of $X$, with coefficients independent of all entries in this row.
Applying the resolvent identities,

$$
\frac{G_{i \alpha}}{t_{\alpha}}=\frac{G_{\alpha \alpha}}{t_{\alpha}} \sum_{k} G_{i k}^{(\alpha)} X_{\alpha k}=-\frac{1}{1+t_{\alpha} \sum_{p, q} G_{p q}^{(\alpha)} X_{\alpha p} X_{\alpha q}} \sum_{k} G_{i k}^{(\alpha)} X_{\alpha k}
$$

Applying Lemma 3.27 and a Taylor expansion of the function $\left(1+t_{\alpha} x\right)^{-1}$ around $x=m_{*}$,

$$
\begin{align*}
\frac{G_{i \alpha}}{t_{\alpha}}= & -s_{\alpha} \sum_{k} G_{i k}^{(\alpha)} X_{\alpha k}+t_{\alpha} s_{\alpha}^{2}\left(\sum_{p, q} G_{p q}^{(\alpha)} X_{\alpha p} X_{\alpha q}-m_{*}\right) \sum_{k} G_{i k}^{(\alpha)} X_{\alpha k} \\
& -t_{\alpha}^{2} s_{\alpha}^{3}\left(\sum_{p, q} G_{p q}^{(\alpha)} X_{\alpha p} X_{\alpha q}-m_{*}\right)^{2} \sum_{k} G_{i k}^{(\alpha)} X_{\alpha k}+O_{\prec}\left(\Psi^{4}\right) \\
\equiv & U_{1}+U_{2}+U_{3}+O_{\prec}\left(\Psi^{4}\right) \tag{3.40}
\end{align*}
$$

where we defined the three explicit terms of sizes $O_{\prec}(\Psi), O_{\prec}\left(\Psi^{2}\right), O_{\prec}\left(\Psi^{3}\right)$ as $U_{1}, U_{2}, U_{3}$. Similarly

$$
\begin{equation*}
\frac{\check{G}_{i \alpha}}{\check{t}_{\alpha}}=\check{U}_{1}+\check{U}_{2}+\check{U}_{3}+O_{\prec}\left(\Psi^{4}\right) \tag{3.41}
\end{equation*}
$$

where $\check{U}_{i}$ are defined analogously with $\check{s}_{\alpha}, \check{t}_{\alpha}, \check{m}_{*}, \check{G}$ in place of $s_{\alpha}, t_{\alpha}, m_{*}, G$.
For $K^{\prime}\left(\mathfrak{X}_{\lambda}\right)$, define $\mathfrak{X}_{\lambda}^{(\alpha)}=\lambda \mathfrak{X}^{(\alpha)}+(1-\lambda) \check{\mathfrak{X}}^{(\alpha)}$ and note from Lemma 3.30 that $\mathfrak{X}_{\lambda}-\mathfrak{X}_{\lambda}^{(\alpha)} \prec \Psi$. Taylor expanding $K^{\prime}(x)$ around $x=\mathfrak{X}_{\lambda}^{(\alpha)}$,

$$
\begin{equation*}
K^{\prime}\left(\mathfrak{X}_{\lambda}\right)=K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)+K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\mathfrak{X}_{\lambda}-\mathfrak{X}_{\lambda}^{(\alpha)}\right)+\frac{K^{\prime \prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)}{2}\left(\mathfrak{X}_{\lambda}-\mathfrak{X}_{\lambda}^{(\alpha)}\right)^{2}+O_{\prec}\left(\Psi^{3}\right) \tag{3.42}
\end{equation*}
$$

Applying the definition of $\mathfrak{X}, \mathfrak{X}^{(\alpha)}$ and the resolvent identities,

$$
\mathfrak{X}-\mathfrak{X}^{(\alpha)}=\operatorname{Im} \int \sum_{j}\left(\tilde{G}_{j j}-\tilde{G}_{j j}^{(\alpha)}\right)=\operatorname{Im} \int \sum_{j} \frac{\tilde{G}_{j \alpha}^{2}}{\tilde{G}_{\alpha \alpha}}=\operatorname{Im} \int \tilde{G}_{\alpha \alpha} \sum_{j, p, q} \tilde{G}_{j p}^{(\alpha)} X_{\alpha p} \tilde{G}_{j q}^{(\alpha)} X_{\alpha q} .
$$

Further applying the resolvent identity for $\tilde{G}_{\alpha \alpha}$, a Taylor expansion as above, and Lemma 3.29,

$$
\begin{align*}
\mathfrak{X}-\mathfrak{X}^{(\alpha)}= & -t_{\alpha} s_{\alpha} \operatorname{Im} \int \sum_{j, p, q} \tilde{G}_{j p}^{(\alpha)} X_{\alpha p} \tilde{G}_{j q}^{(\alpha)} X_{\alpha q} \\
& +t_{\alpha}^{2} s_{\alpha}^{2} \operatorname{Im} \int \sum_{r, s}\left(\tilde{G}_{r s}^{(\alpha)} X_{\alpha r} X_{\alpha s}-m_{*}\right) \sum_{j, p, q} \tilde{G}_{j p}^{(\alpha)} X_{\alpha p} \tilde{G}_{j q}^{(\alpha)} X_{\alpha q}+O_{\prec}\left(\Psi^{3}\right) \\
\equiv & V_{1}+V_{2}+O_{\prec}\left(\Psi^{3}\right), \tag{3.43}
\end{align*}
$$

where $V_{1} \prec \Psi$ and $V_{2} \prec \Psi^{2}$. Analogously we may write

$$
\begin{equation*}
\check{\mathfrak{X}}-\check{\mathfrak{X}}^{(\alpha)}=\check{V}_{1}+\check{V}_{2}+O_{\prec}\left(\Psi^{3}\right), \tag{3.44}
\end{equation*}
$$

where $\check{V}_{1}, \check{V}_{2}$ are defined with $\check{s}_{\alpha}, \check{t}_{\alpha}, \check{m}_{*}, \check{G}$ in place of $s_{\alpha}, t_{\alpha}, m_{*}, G$. Substituting (3.43) and (3.44) into (3.42), and combining with (3.40) and (3.41), we obtain

$$
\begin{equation*}
K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{G_{i \alpha}}{t_{\alpha}} \frac{\check{G}_{i \alpha}}{\check{t}_{\alpha}}=W_{2}+W_{3}+W_{4}+O_{\prec}\left(\Psi^{5}\right) \tag{3.45}
\end{equation*}
$$

where the $O_{\prec}\left(\Psi^{2}\right)$ term is

$$
W_{2}=K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) U_{1} \check{U}_{1}
$$

the $O_{\prec}\left(\Psi^{3}\right)$ term is

$$
W_{3}=K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(U_{2} \check{U}_{1}+U_{1} \check{U}_{2}\right)+K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right) U_{1} \check{U}_{1},
$$

and the $O_{\prec}\left(\Psi^{4}\right)$ term is

$$
\begin{aligned}
W_{4}= & K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(U_{3} \check{U}_{1}+U_{2} \check{U}_{2}+U_{1} \check{U}_{3}\right)+K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right)\left(U_{2} \check{U}_{1}+U_{1} \check{U}_{2}\right) \\
& +\left[K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{2}+(1-\lambda) \check{V}_{2}\right)+\frac{K^{\prime \prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)}{2}\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right)^{2}\right] U_{1} \check{U}_{1} .
\end{aligned}
$$

Step 2: We compute $\mathbb{E}_{\alpha}$ of $W_{2}, W_{3}, W_{4}$ above. Note that $\mathfrak{X}^{(\alpha)}, \check{\mathfrak{X}}^{(\alpha)}, G^{(\alpha)}, \check{G}^{(\alpha)}$ are independent of row $\alpha$ of $X$. Then for $W_{2}$, we have

$$
\begin{align*}
\mathbb{E}_{\alpha}\left[W_{2}\right] & =s_{\alpha} \check{s}_{\alpha} K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \sum_{k, l} G_{i k}^{(\alpha)} \check{G}_{i l}^{(\alpha)} \mathbb{E}_{\alpha}\left[X_{\alpha k} X_{\alpha l}\right]  \tag{3.46}\\
& =s_{\alpha} \check{s}_{\alpha} K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)},
\end{align*}
$$

where we have used $\mathbb{E}\left[X_{\alpha k} X_{\alpha l}\right]=1 / N$ if $k=l$ and 0 otherwise.
For $W_{3}$, let us introduce

$$
\mathfrak{Y}_{3,12^{\prime}}^{(\alpha)}=K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(m_{N}^{(\alpha)}-m_{*}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)},
$$

$$
\begin{aligned}
\mathcal{Z}_{3,12^{\prime}}^{(\alpha)} & =K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\check{m}_{N}^{(\alpha)}-\check{m}_{*}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)}, \\
\mathfrak{Y}_{3,3}^{(\alpha)} & =K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N^{2}} \sum_{k, l} G_{i k}^{(\alpha)} G_{k l}^{(\alpha)} \check{G}_{i l}^{(\alpha)} \\
\mathcal{Z}_{3,3}^{(\alpha)} & =K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N^{2}} \sum_{k, l} G_{i k}^{(\alpha)} \check{G}_{k l}^{(\alpha)} \check{G}_{i l}^{(\alpha)} \\
\mathfrak{Y}_{3,2^{\prime} \widetilde{2}^{\prime}}^{(\alpha)} & =K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N^{2}} \sum_{j, k, l} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)} \operatorname{Im} \int\left(\tilde{G}_{j l}^{(\alpha)}\right)^{2} \\
\mathcal{Z}_{3,2^{\prime} \widetilde{2}^{\prime}}^{(\alpha)} & =K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N^{2}} \sum_{j, k, l} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)} \operatorname{Im} \int\left(\tilde{\tilde{G}}_{j l}^{(\alpha)}\right)^{2} \\
\mathfrak{Y}_{3,2 \widetilde{2}}^{(\alpha)} & =K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N^{2}} \sum_{j, k, l} G_{i k}^{(\alpha)} \check{G}_{i l}^{(\alpha)} \operatorname{Im} \int \tilde{G}_{j k}^{(\alpha)} \tilde{G}_{j l}^{(\alpha)} \\
\mathcal{Z}_{3,2 \widetilde{2}}^{(\alpha)} & =K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N^{2}} \sum_{j, k, l} G_{i k}^{(\alpha)} \check{G}_{i l}^{(\alpha)} \operatorname{Im} \int \tilde{G}_{j k}^{(\alpha)} \tilde{G}_{j l}^{(\alpha)},
\end{aligned}
$$

which are versions of $\mathfrak{X}_{3, *}$ that don't depend on row $\alpha$ of $X$ and with various instances of $m_{N}, m_{*}, G, \mathfrak{X}$ replaced by $\check{m}_{N}, \check{m}_{*}, \check{G}, \mathfrak{X}_{\lambda}$. Consider the first term of $W_{3}$ and write

$$
\begin{aligned}
& \mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) U_{2} \check{U}_{1}\right] \\
& =\mathbb{E}_{\alpha}\left[-t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha} K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\sum_{p, q} G_{p q}^{(\alpha)} X_{\alpha p} X_{\alpha q}-m_{*}\right) \sum_{k, l} G_{i k}^{(\alpha)} X_{\alpha k} \check{G}_{i l}^{(\alpha)} X_{\alpha l}\right] \\
& =-t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha} K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \sum_{k, l, p, q}\left(G_{p q}^{(\alpha)} \mathbb{E}_{\alpha}\left[X_{\alpha p} X_{\alpha q} X_{\alpha k} X_{\alpha l}\right]-\frac{1}{N} m_{*} \mathbb{1}\{p=q\} \mathbb{E}_{\alpha}\left[X_{\alpha k} X_{\alpha l}\right]\right) G_{i k}^{(\alpha)} \check{G}_{i l}^{(\alpha)} .
\end{aligned}
$$

The summand corresponding to $(k, l, p, q)$ is 0 unless each distinct index appears at least twice in $(k, l, p, q)$. Furthermore, the case where all four indices are equal is negligible:

$$
\sum_{k}\left(G_{k k}^{(\alpha)} \mathbb{E}_{\alpha}\left[X_{\alpha k}^{4}\right]-\frac{1}{N} m_{*} \mathbb{E}_{\alpha}\left[X_{\alpha k}^{2}\right]\right) G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)} \prec N \cdot N^{-2} \cdot \Psi^{2} \prec \Psi^{5}
$$

(The $k=i$ case of the sum may be bounded separately as $O_{\prec}\left(N^{-2}\right)$.) Thus up to $O_{\prec}\left(\Psi^{5}\right)$, we need only consider summands where each distinct index appears exactly twice. Considering the one case where $k=l$ and the two cases where $k=p$ and $k=q$,

$$
\begin{aligned}
\mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) U_{2} \check{U}_{1}\right]=-t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha} K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\frac{1}{N^{2}} \sum_{k}\right. & \sum_{p}^{(k)}\left(G_{p p}^{(\alpha)}-m_{*}\right) G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)} \\
& \left.+\frac{2}{N^{2}} \sum_{k} \sum_{l}^{(k)} G_{i k}^{(\alpha)} \check{G}_{i l}^{(\alpha)} G_{k l}^{(\alpha)}\right)+O_{\prec}\left(\Psi^{5}\right)
\end{aligned}
$$

Re-including $p=k$ and $l=k$ into the double summations introduces an additional $O_{\prec}\left(\Psi^{5}\right)$ error; hence we obtain for the first term of $W_{3}$

$$
\begin{equation*}
\mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) U_{2} \check{U}_{1}\right]=-t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha}\left(\mathfrak{Y}_{3,12^{\prime}}^{(\alpha)}+2 \mathfrak{Y}_{3,3}^{(\alpha)}\right)+O_{\prec}\left(\Psi^{5}\right) . \tag{3.47}
\end{equation*}
$$

Similar arguments apply for the remaining three terms of $W_{3}$. For the terms involving an integral, we may apply Lemma 3.29 and also move $X_{\alpha k}$ outside of the integral and imaginary part because $X$ is real and does not depend on the variable of integration $\tilde{y}$. We obtain

$$
\begin{align*}
\mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) U_{1} \check{U}_{2}\right] & =-\check{t}_{\alpha} \check{s}_{\alpha}^{2} s_{\alpha}\left(\mathcal{Z}_{3,12^{\prime}}^{(\alpha)}+2 \mathcal{Z}_{3,3}^{(\alpha)}\right)+O_{\prec}\left(\Psi^{5}\right),  \tag{3.48}\\
\mathbb{E}_{\alpha}\left[\lambda K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) V_{1} U_{1} \check{U}_{1}\right] & =-\lambda t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha}\left(\mathfrak{Y}_{3,2^{\prime} \widetilde{2}^{\prime}}^{(\alpha)}+2 \mathfrak{Y}_{3,2 \widetilde{2}}^{(\alpha)}\right)+O_{\prec}\left(\Psi^{5}\right),  \tag{3.49}\\
\mathbb{E}_{\alpha}\left[(1-\lambda) K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \check{V}_{1} U_{1} \check{U}_{1}\right] & =-(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}^{2} s_{\alpha}\left(\mathcal{Z}_{3,2^{\prime} \widetilde{2}^{\prime}}^{(\alpha)}+2 \mathcal{Z}_{3,2 \widetilde{2}}^{(\alpha)}\right)+O_{\prec}\left(\Psi^{5}\right), \tag{3.50}
\end{align*}
$$

and $\mathbb{E}_{\alpha}\left[W_{3}\right]$ is the sum of (3.47-3.50).
For $W_{4}$, consider the first term and write

$$
\begin{aligned}
& \mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) U_{3} \check{U}_{1}\right]= \mathbb{E}_{\alpha}\left[t_{\alpha}^{2} s_{\alpha}^{3} \check{s}_{\alpha} K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\sum_{p, q} G_{p q}^{(\alpha)} X_{\alpha p} X_{\alpha q}-m_{*}\right)^{2} \sum_{k, l} G_{i k}^{(\alpha)} X_{\alpha k} \check{G}_{i l}^{(\alpha)} X_{\alpha l}\right] \\
&=t_{\alpha}^{2} s_{\alpha}^{3} \check{s}_{\alpha} K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \sum_{p, q, r, s, k, l}\left(G_{p q}^{(\alpha)} G_{r s}^{(\alpha)} \mathbb{E}_{\alpha}\left[X_{\alpha p} X_{\alpha q} X_{\alpha r} X_{\alpha s} X_{\alpha k} X_{\alpha l}\right]\right. \\
&-\frac{1}{N} m_{*} \mathbb{1}\{p=q\} G_{r s}^{(\alpha)} \mathbb{E}_{\alpha}\left[X_{\alpha r} X_{\alpha s} X_{\alpha k} X_{\alpha l}\right] \\
&-\frac{1}{N} m_{*} \mathbb{1}\{r=s\} G_{p q}^{(\alpha)} \mathbb{E}_{\alpha}\left[X_{\alpha p} X_{\alpha q} X_{\alpha k} X_{\alpha l}\right] \\
&\left.+\frac{1}{N^{2}} m_{*}^{2} \mathbb{1}\{p=q\} \mathbb{1}\{r=s\} \mathbb{E}\left[X_{\alpha k} X_{\alpha l}\right]\right) G_{i k}^{(\alpha)} \check{G}_{i l}^{(\alpha)} .
\end{aligned}
$$

A summand corresponding to $(k, l, p, q, r, s)$ is 0 unless each distinct index in ( $k, l, p, q, r, s)$ appears at least twice. Furthermore, as in the computations for $W_{3}$ above, all summands for which $(k, l, p, q, r, s)$ do not form three distinct pairs may be omitted and reincluded after taking $\mathbb{E}_{\alpha}$, introducing an $O_{\prec}\left(\Psi^{5}\right)$ error. Considering all pairings of these indices,

$$
\begin{aligned}
& \mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) U_{3} \check{U}_{1}\right]=t_{\alpha}^{2} s_{\alpha}^{3} \check{s}_{\alpha} K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\left(m_{N}^{(\alpha)}-m_{*}\right)^{2} \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)}\right. \\
&+4\left(m_{N}^{(\alpha)}-m_{*}\right) \frac{1}{N^{2}} \sum_{k, l} G_{i k}^{(\alpha)} G_{k l}^{(\alpha)} \check{G}_{i l}^{(\alpha)}+8 \frac{1}{N^{3}} \sum_{j, k, l} G_{i k}^{(\alpha)} G_{j k}^{(\alpha)} G_{j l}^{(\alpha)} \check{G}_{i l}^{(\alpha)} \\
&\left.+2 \frac{1}{N^{3}} \sum_{j, k, l} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)}\left(G_{j l}^{(\alpha)}\right)^{2}\right)+O_{\prec}\left(\Psi^{5}\right) .
\end{aligned}
$$

At this point, let us apply Lemmas 3.30 and 3.31 to remove each superscript $(\alpha)$ above and to
convert each $\check{G}$ to $G$, introducing an $O_{\prec}\left(\Psi^{5}\right)$ error. (We could not do this naively for $W_{2}$ and $W_{3}$, because the errors would be $O_{\prec}\left(\Psi^{3}\right)$ and $O_{\prec}\left(\Psi^{4}\right)$ respectively.) We may also remove the superscript $(\alpha)$ and convert $\mathfrak{X}_{\lambda}$ to $\mathfrak{X}$ in $K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)$, via the second-derivative bounds

$$
\begin{aligned}
K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)-K^{\prime}\left(\mathfrak{X}_{\lambda}\right) & \leq\left\|K^{\prime \prime}\right\|_{\infty}\left|\mathfrak{X}_{\lambda}^{(\alpha)}-\mathfrak{X}_{\lambda}\right| \prec \Psi . \\
K^{\prime}\left(\mathfrak{X}_{\lambda}\right)-K^{\prime}(\mathfrak{X}) & \leq\left\|K^{\prime \prime}\right\|_{\infty}\left|\mathfrak{X}_{\lambda}-\mathfrak{X}\right| \prec \Psi .
\end{aligned}
$$

We thus obtain

$$
\mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) U_{3} \check{U}_{1}\right]=t_{\alpha}^{2} s_{\alpha}^{3} \check{s}_{\alpha}\left(\mathfrak{X}_{4,22^{\prime}}+4 \mathfrak{X}_{4,13}+8 \mathfrak{X}_{4,4}+2 \mathfrak{X}_{4,4^{\prime}}\right)+O_{\prec}\left(\Psi^{5}\right)
$$

Applying a similar computation to each term of $W_{4}$, we obtain

$$
\begin{align*}
& \mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(U_{3} \check{U}_{1}+U_{2} \check{U}_{2}+U_{1} \check{U}_{3}\right)\right]  \tag{3.51}\\
& =s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha}^{2} s_{\alpha}^{2}+t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}+\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right)\left(\mathfrak{X}_{4,22^{\prime}}+4 \mathfrak{X}_{4,13}+8 \mathfrak{X}_{4,4}+2 \mathfrak{X}_{4,4^{\prime}}\right)+O_{\prec}\left(\Psi^{5}\right),  \tag{3.52}\\
& \mathbb{E}_{\alpha}\left[K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right)\left(U_{2} \check{U}_{1}+U_{1} \check{U}_{2}\right)\right] \\
& =s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right) \times \\
& \quad\left(\mathfrak{X}_{4,12^{\prime} \widetilde{2}^{\prime}}+2 \mathfrak{X}_{4,12 \widetilde{2}}+2 \mathfrak{X}_{4,3 \tilde{2}^{\prime}}+2 \mathfrak{X}_{4,3^{\prime} \widetilde{2}}+8 \mathfrak{X}_{4,3 \widetilde{2}}\right)+O_{\prec}\left(\Psi^{5}\right),  \tag{3.53}\\
& \mathbb{E}_{\alpha}\left[K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{2}+(1-\lambda) \check{V}_{2}\right) U_{1} \check{U}_{1}\right] \\
& =s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha}^{2} s_{\alpha}^{2}+(1-\lambda) \check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right)\left(\mathfrak{X}_{4,2^{\prime} \widetilde{12}^{\prime}}+2 \mathfrak{X}_{4,2 \widetilde{12}}+2 \mathfrak{X}_{4,2^{\prime} \widetilde{3}}+2 \mathfrak{X}_{4,23^{\prime}}+8 \mathfrak{X}_{4,2 \widetilde{3}}\right)+O_{\prec}\left(\Psi^{5}\right),  \tag{3.54}\\
& \mathbb{E}_{\alpha}\left[\frac{K^{\prime \prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)}{2}\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right)^{2} U_{1} \check{U}_{1}\right] \\
& =\frac{s_{\alpha} \check{s}_{\alpha}}{2}\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)^{2}\left(\mathfrak{X}_{4,2^{\prime} \widetilde{2}^{\prime} \widetilde{2}^{\prime}}+2 \mathfrak{X}_{4,2^{\prime} \widetilde{22}}+4 \mathfrak{X}_{4,2 \widetilde{22^{\prime}}}+8 \mathfrak{X}_{4,2 \widetilde{22}}\right)+O_{\prec}\left(\Psi^{5}\right), \tag{3.55}
\end{align*}
$$

and $\mathbb{E}_{\alpha}\left[W_{4}\right]$ is the sum of (3.52-3.55).
The $O_{\prec}\left(\Psi^{5}\right)$ remainder in (3.45) is given by the difference of the left side with $W_{2}, W_{3}, W_{4}$. As this is an integral over a polynomial of entries of $G^{(\alpha)}$ and $X$, its partial expectation is still $O_{\prec}\left(\Psi^{5}\right)$ by Lemmas 3.9 and 3.32 .

Summarizing the results of Steps 1 and 2, we collect (3.45), (3.46), (3.47-3.50), and (3.52-3.55):

$$
\begin{aligned}
\mathbb{E}_{\alpha} & {\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{G_{i \alpha}}{t_{\alpha}} \frac{\check{G}_{i \alpha}}{\check{t}_{\alpha}}\right] } \\
= & s_{\alpha} \check{s}_{\alpha} K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)} \\
& -t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha}\left(\mathfrak{Y}_{3,12^{\prime}}^{(\alpha)}+2 \mathfrak{Y}_{3,3}^{(\alpha)}\right)-\check{t}_{\alpha} \check{s}_{\alpha}^{2} s_{\alpha}\left(\mathcal{Z}_{3,12^{\prime}}^{(\alpha)}+2 \mathcal{Z}_{3,3}^{(\alpha)}\right) \\
& -\lambda t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha}\left(\mathfrak{Y}_{3,2^{\prime} \widetilde{2}^{\prime}}^{(\alpha)}+2 \mathfrak{Y}_{3,2 \widetilde{2}}^{(\alpha)}\right)-(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}^{2} s_{\alpha}\left(\mathcal{Z}_{3,2^{\prime} \widetilde{2}^{\prime}}^{(\alpha)}+2 \mathcal{Z}_{3,2 \widetilde{2}}^{(\alpha)}\right)
\end{aligned}
$$

$$
\begin{align*}
& +s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha}^{2} s_{\alpha}^{2}+t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}+\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right)\left(\mathfrak{X}_{4,22^{\prime}}+4 \mathfrak{X}_{4,13}+8 \mathfrak{X}_{4,4}+2 \mathfrak{X}_{4,4^{\prime}}\right) \\
& +s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right)\left(\mathfrak{X}_{4,12^{\prime} \widetilde{2}^{\prime}}+2 \mathfrak{X}_{4,12 \widetilde{2}}+2 \mathfrak{X}_{4,3 \widetilde{2}^{\prime}}+2 \mathfrak{X}_{4,3^{\prime} \widetilde{2}}+8 \mathfrak{X}_{4,3 \widetilde{2}}\right) \\
& +s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha}^{2} s_{\alpha}^{2}+\left(1-\lambda \check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right)\left(\mathfrak{X}_{4,2^{\prime} \widetilde{12}^{\prime}}+2 \mathfrak{X}_{4,2 \widetilde{12}}+2 \mathfrak{X}_{4,2^{\prime} \widetilde{3}}+2 \mathfrak{X}_{4,2 \widetilde{3}^{\prime}}+8 \mathfrak{X}_{4,2 \widetilde{3}}\right)\right. \\
& +\frac{s_{\alpha} \check{s}_{\alpha}}{2}\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)^{2}\left(\mathfrak{X}_{4,2^{\prime} \widetilde{2}^{\prime} \widetilde{2}^{\prime}}+2 \mathfrak{X}_{4,2^{\prime} \widetilde{2} \widetilde{2}}+4 \mathfrak{X}_{4,2 \widetilde{2} \widetilde{2}^{\prime}}+8 \mathfrak{X}_{4, \widetilde{2} \widetilde{2}}\right)+O_{\prec}\left(\Psi^{5}\right) \tag{3.56}
\end{align*}
$$

Step 3: In (3.56), we consider the first term on the right (of size $O_{\prec}\left(\Psi^{2}\right)$ ) and remove the superscripts $(\alpha)$, keeping track of the $O_{\prec}\left(\Psi^{3}\right)$ and $O_{\prec}\left(\Psi^{4}\right)$ terms that arise.

Applying the resolvent identities and a Taylor expansion for $G_{\alpha \alpha}$, we write

$$
\begin{align*}
G_{i k}^{(\alpha)}= & G_{i k}-\frac{G_{i \alpha} G_{k \alpha}}{G_{\alpha \alpha}} \\
= & G_{i k}-G_{\alpha \alpha} \sum_{r, s} G_{i r}^{(\alpha)} X_{\alpha r} G_{k s}^{(\alpha)} X_{\alpha s} \\
= & G_{i k}+t_{\alpha} s_{\alpha} \sum_{r, s} G_{i r}^{(\alpha)} X_{\alpha r} G_{k s}^{(\alpha)} X_{\alpha s}-t_{\alpha}^{2} s_{\alpha}^{2}\left(\sum_{p, q} G_{p q}^{(\alpha)} X_{\alpha p} X_{\alpha q}-m_{*}\right) \sum_{r, s} G_{i r}^{(\alpha)} X_{\alpha r} G_{k s}^{(\alpha)} X_{\alpha s} \\
& \quad+O_{\prec}\left(\Psi^{4}\right) \\
\equiv & G_{i k}+R_{2 k}+R_{3 k}+O_{\prec}\left(\Psi^{4}\right) \tag{3.57}
\end{align*}
$$

where we defined the two remainder terms of sizes $O_{\prec}\left(\Psi^{2}\right), O_{\prec}\left(\Psi^{3}\right)$ as $R_{2 k}, R_{3 k}$. Similarly we write

$$
\begin{equation*}
\check{G}_{i k}^{(\alpha)}=\check{G}_{i k}+\check{R}_{2 k}+\check{R}_{3 k}+O_{\prec}\left(\Psi^{4}\right) \tag{3.58}
\end{equation*}
$$

For $K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)$, we apply the Taylor expansion $(3.42)$ and recall $V_{1}, \check{V}_{1}, V_{2}, \check{V}_{2}$ from $(3.43,3.44)$ to obtain

$$
\begin{align*}
K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)= & K^{\prime}\left(\mathfrak{X}_{\lambda}\right)-K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\mathfrak{X}_{\lambda}-\mathfrak{X}_{\lambda}^{(\alpha)}\right)-\frac{K^{\prime \prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)}{2}\left(\mathfrak{X}_{\lambda}-\mathfrak{X}_{\lambda}^{(\alpha)}\right)^{2}+O_{\prec}\left(\Psi^{3}\right) \\
= & K^{\prime}\left(\mathfrak{X}_{\lambda}\right)-K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right)-K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{2}+(1-\lambda) \check{V}_{2}\right) \\
& -\frac{K^{\prime \prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)}{2}\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right)^{2}+O_{\prec}\left(\Psi^{3}\right) . \tag{3.59}
\end{align*}
$$

Taking the product of $(3.57),(3.58)$, and (3.59), applying the identity

$$
x y z=\left(x-\delta_{x}\right)\left(y-\delta_{y}\right)\left(z-\delta_{z}\right)+x y \delta_{z}+x \delta_{y} z+\delta_{x} y z-x \delta_{y} \delta_{z}-\delta_{x} y \delta_{z}-\delta_{x} \delta_{y} z+\delta_{x} \delta_{y} \delta_{z}
$$

(with $x=G_{i k}^{(\alpha)}, x-\delta_{x}=G_{i k}$, and $\delta_{x}=R_{2 k}+R_{3 k}$, etc.), and averaging over $k \in \mathcal{I}_{N}$, we obtain

$$
\begin{equation*}
K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)} \equiv S_{2}+S_{3,1}+S_{3,2}+S_{4,1}+S_{4,2}+S_{4,3}+S_{4,4}+S_{4,5}+O_{\prec}\left(\Psi^{5}\right) \tag{3.60}
\end{equation*}
$$

where the $O_{\prec}\left(\Psi^{2}\right)$ term is

$$
S_{2}=K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{1}{N} \sum_{k} G_{i k} \check{G}_{i k}
$$

the $O_{\prec}\left(\Psi^{3}\right)$ terms are

$$
\begin{aligned}
& S_{3,1}=K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{R}_{2 k}+K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N} \sum_{k} R_{2 k} \check{G}_{i k}^{(\alpha)} \\
& S_{3,2}=-K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)}
\end{aligned}
$$

and the $O_{\prec}\left(\Psi^{4}\right)$ terms are

$$
\begin{aligned}
& S_{4,1}=K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{R}_{3 k}+K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N} \sum_{k} R_{3 k} \check{G}_{i k}^{(\alpha)}, \\
& S_{4,2}=-K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{2}+(1-\lambda) \check{V}_{2}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)}, \\
& S_{4,3}=-\frac{K^{\prime \prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)}{2}\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right)^{2} \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)}, \\
& S_{4,4}=-K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) \frac{1}{N} \sum_{k} R_{2 k} \check{R}_{2 k}, \\
& S_{4,5}=K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{R}_{2 k}+K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right) \frac{1}{N} \sum_{k} R_{2 k} \check{G}_{i k}^{(\alpha)} .
\end{aligned}
$$

Recalling the definition of $R_{2 k}$ and applying $\mathbb{E}_{\alpha}$ to the $O_{\prec}\left(\Psi^{3}\right)$ terms, we obtain

$$
\begin{aligned}
& \mathbb{E}_{\alpha}\left[S_{3,1}\right]=t_{\alpha} s_{\alpha} \mathfrak{Y}_{3,3}^{(\alpha)}+\check{t}_{\alpha} \check{s}_{\alpha} \mathcal{Z}_{3,3}^{(\alpha)} \\
& \mathbb{E}_{\alpha}\left[S_{3,2}\right]=\lambda t_{\alpha} s_{\alpha} \mathfrak{Y}_{3,2^{\prime} \widetilde{2}^{\prime}}^{(\alpha)}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha} \mathcal{Z}_{3,2^{\prime} \widetilde{2}^{\prime}}^{(\alpha)}
\end{aligned}
$$

Similarly, we apply $\mathbb{E}_{\alpha}$ to each of the $O_{\prec}\left(\Psi^{4}\right)$ terms, considering all pairings of the four summation indices as in Step 2. Then applying Lemmas 3.30 and 3.31 to remove superscripts and convert $\check{G}$ to $G$, we obtain

$$
\begin{aligned}
& \mathbb{E}_{\alpha}\left[S_{4,1}\right]=-\left(t_{\alpha}^{2} s_{\alpha}^{2}+\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right)\left(\mathfrak{X}_{4,13}+2 \mathfrak{X}_{4,4}\right)+O_{\prec}\left(\Psi^{5}\right), \\
& \mathbb{E}_{\alpha}\left[S_{4,2}\right]=-\left(\lambda t_{\alpha}^{2} s_{\alpha}^{2}+(1-\lambda) \check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right)\left(\mathfrak{X}_{4,2^{\prime} / \widetilde{12}^{\prime}}+2 \mathfrak{X}_{4,2^{\prime} \tilde{3}}\right)+O_{\prec}\left(\Psi^{5}\right), \\
& \mathbb{E}_{\alpha}\left[S_{4,3}\right]=-\frac{1}{2}\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)^{2}\left(\mathfrak{X}_{4,2^{\prime} \widetilde{2}^{\prime} \widetilde{2}^{\prime}}+2 \mathfrak{X}_{4,2^{\prime} \widetilde{22}}\right)+O_{\prec}\left(\Psi^{5}\right), \\
& \mathbb{E}_{\alpha}\left[S_{4,4}\right]=-t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}\left(\mathfrak{X}_{4,4^{\prime}}+2 \mathfrak{X}_{4,4}\right)+O_{\prec}\left(\Psi^{5}\right), \\
& \mathbb{E}_{\alpha}\left[S_{4,5}\right]=-\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right)\left(\mathfrak{X}_{4,3 \tilde{2}^{\prime}}+2 \mathfrak{X}_{4,3 \widetilde{2}}\right)+O_{\prec}\left(\Psi^{5}\right) .
\end{aligned}
$$

Then applying $\mathbb{E}_{\alpha}$ to (3.60), noting that the remainder is again $O_{\prec}\left(\Psi^{5}\right)$ by Lemmas 3.9 and 3.32,
and substituting into (3.56),

$$
\begin{align*}
\mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{G_{i \alpha}}{t_{\alpha}} \frac{\check{G}_{i \alpha}}{\check{t}_{\alpha}}\right]= & s_{\alpha} \check{s}_{\alpha} \mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{1}{N} \sum_{k} G_{i k} \check{G}_{i k}\right]-t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha}\left(\mathfrak{Y}_{3,12^{\prime}}^{(\alpha)}+\mathfrak{Y}_{3,3}^{(\alpha)}\right) \\
& -\check{t}_{\alpha} \check{s}_{\alpha}^{2} s_{\alpha}\left(\mathcal{Z}_{3,12^{\prime}}^{(\alpha)}+\mathcal{Z}_{3,3}^{(\alpha)}\right)-2 \lambda t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha} \mathfrak{Y}_{3,2 \widetilde{2}}^{(\alpha)}-2(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}^{2} s_{\alpha} \mathcal{Z}_{3,2^{2}}^{(\alpha)} \\
& +s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha}^{2} s_{\alpha}^{2}+\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right)\left(\mathfrak{X}_{4,22^{\prime}}+3 \mathfrak{X}_{4,13}+6 \mathfrak{X}_{4,4}+2 \mathfrak{X}_{4,4^{\prime}}\right) \\
& +s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}\right)\left(\mathfrak{X}_{4,22^{\prime}}+4 \mathfrak{X}_{4,13}+6 \mathfrak{X}_{4,4}+\mathfrak{X}_{4,4^{\prime}}\right)+s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha} s_{\alpha}\right. \\
& \left.+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right)\left(\mathfrak{X}_{4,12^{\prime} \widetilde{2}^{\prime}}+2 \mathfrak{X}_{4,12 \widetilde{2}}+\mathfrak{X}_{4, \widetilde{2}^{\prime}}+2 \mathfrak{X}_{4,3^{2} \widetilde{2}}+6 \mathfrak{X}_{4,3 \widetilde{2}}\right) \\
& +s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha}^{2} s_{\alpha}^{2}+(1-\lambda) \check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right)\left(2 \mathfrak{X}_{4,2 \widetilde{2}}+2 \mathfrak{X}_{4,2 \widetilde{3}^{\prime}}+8 \mathfrak{X}_{4,2 \widetilde{3}}\right) \\
& +\frac{s_{\alpha} \check{s}_{\alpha}}{2}\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)^{2}\left(4 \mathfrak{X}_{4,2 \widetilde{22^{\prime}}}+8 \mathfrak{X}_{4,2 \widetilde{22}}\right)+O_{\prec}\left(\Psi^{5}\right) . \tag{3.61}
\end{align*}
$$

Step 4: In (3.61), we remove the superscript $(\alpha)$ from $\mathfrak{Y}_{3, *}$ and $\mathcal{Z}_{3, *}$, keeping track of the $O_{\prec}\left(\Psi^{4}\right)$ errors that arise. For each quantity $\mathfrak{Y}_{3, *}^{(\alpha)}$ or $\mathcal{Z}_{3, *}^{(\alpha)}$, let $\mathfrak{Y}_{3, *}$ or $\mathcal{Z}_{3, *}$ be the analogous quantity with each instance of $m_{N}^{(\alpha)}, G^{(\alpha)}, \tilde{G}^{(\alpha)}, \mathfrak{X}_{\lambda}^{(\alpha)}$ replaced by $m_{N}, G, \tilde{G}, \mathfrak{X}_{\lambda}$.

For $\mathfrak{Y}_{3,12^{\prime}}^{(\alpha)}$, recall from (3.57)

$$
G_{i k}^{(\alpha)}=G_{i k}+R_{2 k}+O_{\prec}\left(\Psi^{3}\right)
$$

and from (3.59)

$$
K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)=K^{\prime}\left(\mathfrak{X}_{\lambda}\right)-K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right)+O_{\prec}\left(\Psi^{2}\right) .
$$

For $m_{N}^{(\alpha)}-m_{*}$, we apply the resolvent identities and write

$$
\begin{aligned}
m_{N}^{(\alpha)}-m_{*} & =m_{N}-m_{*}-\frac{1}{N} \sum_{j} \frac{G_{j \alpha}^{2}}{G_{\alpha \alpha}} \\
& =m_{N}-m_{*}-G_{\alpha \alpha} \frac{1}{N} \sum_{j, k, l} G_{j k}^{(\alpha)} X_{\alpha k} G_{j l}^{(\alpha)} X_{\alpha l} \\
& =m_{N}-m_{*}+t_{\alpha} s_{\alpha} \frac{1}{N} \sum_{j, k, l} G_{j k}^{(\alpha)} X_{\alpha k} G_{j l}^{(\alpha)} X_{\alpha l}+O_{\prec}\left(\Psi^{3}\right) \\
& \equiv m_{N}-m_{*}+Q+O_{\prec}\left(\Psi^{3}\right),
\end{aligned}
$$

where $Q$ is the $O_{\prec}\left(\Psi^{2}\right)$ term. Multiplying the above and averaging over $k$ yields

$$
\begin{aligned}
\mathfrak{Y}_{3,12^{\prime}}^{(\alpha)}= & \mathfrak{Y}_{3,12^{\prime}}+K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(m_{N}^{(\alpha)}-m_{*}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{R}_{2 k} \\
& +K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(m_{N}^{(\alpha)}-m_{*}\right) \frac{1}{N} \sum_{k} \check{G}_{i k}^{(\alpha)} R_{2 k}+K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right) Q \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)} \\
& -K^{\prime \prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\lambda V_{1}+(1-\lambda) \check{V}_{1}\right)\left(m_{N}^{(\alpha)}-m_{*}\right) \frac{1}{N} \sum_{k} G_{i k}^{(\alpha)} \check{G}_{i k}^{(\alpha)}+O_{\prec}\left(\Psi^{5}\right),
\end{aligned}
$$

where each term except $\mathfrak{Y}_{3,12^{\prime}}$ on the right is of size $O_{\prec}\left(\Psi^{4}\right)$. Taking $\mathbb{E}_{\alpha}$ and applying Lemmas 3.30 and 3.31 to remove superscripts and checks,
$\mathfrak{Y}_{3,12^{\prime}}^{(\alpha)}=\mathbb{E}_{\alpha}\left[\mathfrak{Y}_{3,12^{\prime}}\right]+\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right) \mathfrak{X}_{4,13}+t_{\alpha} s_{\alpha} \mathfrak{X}_{4,4^{\prime}}+\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right) \mathfrak{X}_{4,12^{\prime} \tilde{2}^{\prime}}+O_{\prec}\left(\Psi^{5}\right)$.
Similar arguments yield

$$
\begin{aligned}
\mathcal{Z}_{3,12^{\prime}}^{(\alpha)} & =\mathbb{E}_{\alpha}\left[\mathcal{Z}_{3,12^{\prime}}\right]+\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right) \mathfrak{X}_{4,13}+\check{t}_{\alpha} \check{s}_{\alpha} \mathfrak{X}_{4,4^{\prime}}+\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right) \mathfrak{X}_{4,12^{\prime} \widetilde{2}^{\prime}}+O_{\prec}\left(\Psi^{5}\right), \\
\mathfrak{Y}_{3,3}^{(\alpha)} & =\mathbb{E}_{\alpha}\left[\mathfrak{Y}_{3,3}\right]+\left(2 t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right) \mathfrak{X}_{4,4}+\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right) \mathfrak{X}_{4,3 \widetilde{2}^{\prime}}+O_{\prec}\left(\Psi^{5}\right), \\
\mathcal{Z}_{3,3}^{(\alpha)} & =\mathbb{E}_{\alpha}\left[\mathcal{Z}_{3,3}\right]+\left(t_{\alpha} s_{\alpha}+2 \check{t}_{\alpha} \check{s}_{\alpha}\right) \mathfrak{X}_{4,4}+\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right) \mathfrak{X}_{4,3 \widetilde{2^{\prime}}}+O_{\prec}\left(\Psi^{5}\right), \\
\mathfrak{Y}_{3,2 \widetilde{2}}^{(\alpha)} & =\mathbb{E}_{\alpha}\left[\mathfrak{Y}_{3,2 \widetilde{2}}\right]+\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right) \mathfrak{X}_{4,3 \widetilde{2}}+2 t_{\alpha} s_{\alpha} \mathfrak{X}_{4,2 \widetilde{3}}+\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right) \mathfrak{X}_{4,2 \widetilde{22^{\prime}}}+O_{\prec}\left(\Psi^{5}\right), \\
\mathcal{Z}_{3,2 \widetilde{2}}^{(\alpha)} & =\mathbb{E}_{\alpha}\left[\mathcal{Z}_{3,2 \widetilde{2}}\right]+\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right) \mathfrak{X}_{4,3 \widetilde{2}}+2 \check{t}_{\alpha} \check{s}_{\alpha} \mathfrak{X}_{4,2 \widetilde{3}}+\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha}\right) \mathfrak{X}_{4,2 \widetilde{2} \widetilde{2}^{\prime}}+O_{\prec}\left(\Psi^{5}\right) .
\end{aligned}
$$

Substituting into (3.61),

$$
\begin{align*}
\mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{G_{i \alpha}}{t_{\alpha}} \frac{\check{G}_{i \alpha}}{\check{t}_{\alpha}}\right]= & s_{\alpha} \check{s}_{\alpha} \mathbb{E}_{\alpha}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{1}{N} \sum_{k} G_{i k} \check{G}_{i k}\right]-t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha} \mathbb{E}_{\alpha}\left[\mathfrak{Y}_{3,12^{\prime}}+\mathfrak{Y}_{3,3}\right] \\
& -\check{t}_{\alpha} \check{s}_{\alpha}^{2} s_{\alpha} \mathbb{E}_{\alpha}\left[\mathcal{Z}_{3,12^{\prime}}+\mathcal{Z}_{3,3}\right]-2 \lambda t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha} \mathbb{E}_{\alpha}\left[\mathfrak{Y}_{3,2 \tilde{2}}\right]-2(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}^{2} s_{\alpha} \mathbb{E}_{\alpha}\left[\mathcal{Z}_{3,2 \widetilde{2}}\right] \\
& +s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha}^{2} s_{\alpha}^{2}+t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}+\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right)\left(\mathfrak{X}_{4,22^{\prime}}+2 \check{\mathfrak{X}}_{4,13}+4 \mathfrak{X}_{4,4}+\mathfrak{X}_{4,4^{\prime}}\right) \\
& +s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right)\left(2 \mathfrak{X}_{4,12 \widetilde{2}}+2 \mathfrak{X}_{4,3^{\prime 2}}+4 \mathfrak{X}_{4,3 \widetilde{2}}\right) \\
& +s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha}^{2} s_{\alpha}^{2}+(1-\lambda) \check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right)\left(2 \mathfrak{X}_{4,2 \widetilde{212}}+2 \mathfrak{X}_{4,2 \widetilde{3}^{\prime}}+4 \mathfrak{X}_{4,2 \widetilde{3}}\right) \\
& +4 s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)^{2} \mathfrak{X}_{4,2 \widetilde{2} \widetilde{2}}+O_{\prec}\left(\Psi^{5}\right) . \tag{3.63}
\end{align*}
$$

Step 5: We take the full expectation of both sides of (3.63), applying Lemma 3.33 to convert $\mathfrak{Y}_{3, *}$ and $\mathcal{Z}_{3, *}$ into $\mathfrak{X}_{3, *}$. We illustrate the argument for $\mathcal{Z}_{3,12^{\prime}}$ :

For $k \neq i$, denote

$$
Y=K^{\prime}\left(\mathfrak{X}_{\lambda}\right)\left(\check{m}_{N}-\check{m}_{*}\right) G_{i k}, \quad Y^{(\alpha)}=K^{\prime}\left(\mathfrak{X}_{\lambda}^{(\alpha)}\right)\left(\check{m}_{N}^{(\alpha)}-\check{m}_{*}\right) G_{i k}^{(\alpha)}
$$

Then $Y \prec \Psi^{2}$, and $Y-Y^{(\alpha)} \prec \Psi^{3}$ for all $\alpha \in \mathcal{I}_{M}$, the latter from Lemma 3.30 and the secondderivative bound for $K$. Then applying Lemma 3.33,

$$
\mathbb{E}\left[Y \check{G}_{i k}\right]=\mathbb{E}\left[Y G_{i k}\right]+O_{\prec}\left(\Psi^{5}\right)
$$

Hence

$$
\begin{equation*}
\mathbb{E}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right)\left(\check{m}_{N}-\check{m}_{*}\right) \frac{1}{N} \sum_{k} G_{i k}\left(\check{G}_{i k}-G_{i k}\right)\right]=O_{\prec}\left(\Psi^{5}\right), \tag{3.64}
\end{equation*}
$$

where the $k=i$ term is controlled directly by Lemma 3.31. Applying this argument again with $Y=K^{\prime}\left(\mathfrak{X}_{\lambda}\right) G_{i k}^{2}$, together with the bound $\check{m}_{*}-m_{*} \leq C / N \prec \Psi^{3}$, we may convert the term
$\check{m}_{N}-\check{m}_{*}:$

$$
\begin{equation*}
\mathbb{E}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right)\left(\check{m}_{N}-\check{m}_{*}-m_{N}+m_{*}\right) \frac{1}{N} \sum_{k} G_{i k}^{2}\right]=O_{\prec}\left(\Psi^{5}\right) \tag{3.65}
\end{equation*}
$$

Finally, a Taylor expansion of $K^{\prime}(x)$ around $\mathfrak{X}$ yields

$$
\begin{equation*}
K^{\prime}\left(\mathfrak{X}_{\lambda}\right)=K^{\prime}(\mathfrak{X})+(1-\lambda) K^{\prime \prime}(\mathfrak{X})(\check{\mathfrak{X}}-\mathfrak{X})+O_{\prec}\left(\Psi^{2}\right) \tag{3.66}
\end{equation*}
$$

where we have used $\check{X}-\mathfrak{X} \prec \Psi$ by Lemma 3.31. Applying the third implication of Lemma 3.33 with $Y=K^{\prime \prime}(\mathfrak{X})\left(m_{N}-m_{*}\right) G_{i k}^{2} \prec \Psi^{3}$ for $k \neq i$, we obtain

$$
\begin{equation*}
\mathbb{E}\left[K^{\prime \prime}(\mathfrak{X})(\check{\mathfrak{X}}-\mathfrak{X})\left(m_{N}-m_{*}\right) \frac{1}{N} \sum_{k} G_{i k}^{2}\right]=O_{\prec}\left(\Psi^{5}\right) \tag{3.67}
\end{equation*}
$$

Then combining (3.64-3.67), we obtain $\mathbb{E}\left[\mathcal{Z}_{3,12^{\prime}}\right]=\mathbb{E}\left[\mathfrak{X}_{3,12^{\prime}}\right]+O_{\prec}\left(\Psi^{5}\right)$.
The same argument holds for the other terms $\mathfrak{Y}_{3, *}$ and $\mathcal{Z}_{3, *}$. Then taking the full expectation of (3.63),

$$
\begin{align*}
\mathbb{E}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{G_{i \alpha}}{t_{\alpha}} \frac{\check{G}_{i \alpha}}{\check{t}_{\alpha}}\right]= & s_{\alpha} \check{s}_{\alpha} \mathbb{E}\left[K^{\prime}\left(\mathfrak{X}_{\lambda}\right) \frac{1}{N} \sum_{k} G_{i k} \check{G}_{i k}\right]-\left(t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}^{2} s_{\alpha}\right) \mathbb{E}\left[\mathfrak{X}_{3,12^{\prime}}+\mathfrak{X}_{3,3}\right] \\
& -2\left(\lambda t_{\alpha} s_{\alpha}^{2} \check{s}_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}^{2} s_{\alpha}\right) \mathbb{E}\left[\mathfrak{X}_{3,2 \tilde{2}}\right] \\
& +s_{\alpha} \check{s}_{\alpha}\left(t_{\alpha}^{2} s_{\alpha}^{2}+t_{\alpha} s_{\alpha} \check{t}_{\alpha} \check{s}_{\alpha}+\check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right) \mathbb{E}\left[\mathfrak{X}_{4,22^{\prime}}+2 \mathfrak{X}_{4,13}+4 \mathfrak{X}_{4,4}+\mathfrak{X}_{4,4^{\prime}}\right] \\
& +s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)\left(t_{\alpha} s_{\alpha}+\check{t}_{\alpha} \check{s}_{\alpha}\right) \mathbb{E}\left[2 \mathfrak{X}_{4,12 \widetilde{2}}+2 \mathfrak{X}_{4,3^{\prime 2}}+4 \mathfrak{X}_{4,3 \widetilde{2}}\right] \\
& +s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha}^{2} s_{\alpha}^{2}+(1-\lambda) \check{t}_{\alpha}^{2} \check{s}_{\alpha}^{2}\right) \mathbb{E}\left[2 \mathfrak{X}_{4,2 \widetilde{2}}+2 \mathfrak{X}_{4,2 \widetilde{3}^{\prime}}+4 \mathfrak{X}_{4,2 \widetilde{3}}\right] \\
& +4 s_{\alpha} \check{s}_{\alpha}\left(\lambda t_{\alpha} s_{\alpha}+(1-\lambda) \check{t}_{\alpha} \check{s}_{\alpha}\right)^{2} \mathbb{E}\left[\mathfrak{X}_{4,2 \widetilde{2} 2}\right]+O_{\prec}\left(\Psi^{5}\right) . \tag{3.68}
\end{align*}
$$

Finally, we integrate (3.68) over $\lambda \in[0,1]$, applying $\int \lambda=\int(1-\lambda)=1 / 2$ and $\int \lambda^{2}=\int 2 \lambda(1-\lambda)=$ $\int(1-\lambda)^{2}=1 / 3$. Simplifying the result and identifying the terms $\mathfrak{X}_{3}, \mathfrak{X}_{4}, \mathfrak{X}_{4}^{-}, \mathcal{P}_{\alpha}, \mathcal{Q}_{\alpha}$, and $\mathcal{R}_{\alpha}$ concludes the proof of the lemma.

### 3.4.5 Proof of optical theorems

We discuss briefly the proof of Lemma 3.36. In the setting $K^{\prime} \equiv 1$, Lemma 3.36 corresponds to [LS16, Lemma B.1] upon taking the imaginary part.

The proof for general $K$ is the same as that of [LS16, Lemma B.1], with additional terms arising from the Taylor expansion of $K^{\prime}$ as in the proof of Lemma 3.35. The computation may be broken down into the following intermediate identities:

$$
\begin{align*}
& \frac{1}{N}\left(\mathbb{E}\left[K^{\prime}(\mathfrak{X})\right]+2 m_{*}^{-1} \mathbb{E}\left[K^{\prime}(\mathfrak{X})\left(m_{N}-m_{*}\right)\right]\right) \\
& \quad=2 \mathbb{E}\left[\mathfrak{X}_{3}\right]-2 m_{*}^{-1}\left(z-E_{*}\right) \mathbb{E}\left[\mathfrak{X}_{2}\right]-\left(A_{4}-2 m_{*}^{-1}-m_{*}^{-4}\right) \mathbb{E}\left[\mathfrak{X}_{4}\right]+O_{\prec}\left(\Psi^{5}\right), \tag{3.69}
\end{align*}
$$

$$
\begin{align*}
\frac{1}{N} \mathbb{E}\left[K^{\prime}(\mathfrak{X})\left(m_{N}-m_{*}\right)\right]-2 \mathbb{E}\left[\mathfrak{X}_{4,22^{\prime}}+\mathfrak{X}_{4,13}+\mathfrak{X}_{4,4}+\mathfrak{X}_{4,12 \widetilde{2}}\right] & =O_{\prec}\left(\Psi^{5}\right),  \tag{3.70}\\
\mathbb{E}\left[2 \mathfrak{X}_{4,13}+3 \mathfrak{X}_{4,4}+\mathfrak{X}_{4,4^{\prime}}+2 \mathfrak{X}_{4,3 \widetilde{2}}\right] & =O_{\prec}\left(\Psi^{5}\right),  \tag{3.71}\\
\left(z-E_{*}\right) \mathbb{E}\left[\mathfrak{X}_{2}\right]-\mathbb{E}\left[\mathfrak{X}_{4,22^{\prime}}+4 \mathfrak{X}_{4,4}+\mathfrak{X}_{4,4^{\prime}}+2 \mathfrak{X}_{4,3^{\prime} \widetilde{2}}\right] & =O_{\prec}\left(\Psi^{5}\right),  \tag{3.72}\\
\mathbb{E}\left[\mathfrak{X}_{4,12 \widetilde{2}}+2 \mathfrak{X}_{4,3 \widetilde{2}}+\mathfrak{X}_{4,3^{\prime} \tilde{2}}+\mathfrak{X}_{4,2 \widetilde{12}}+2 \mathfrak{X}_{4,2 \widetilde{3}}+\mathfrak{X}_{4,2 \widetilde{3}^{\prime}}+2 \mathfrak{X}_{4, \widetilde{2} \tilde{2}}\right] & =O_{\prec}\left(\Psi^{5}\right), \tag{3.73}
\end{align*}
$$

where

$$
\mathfrak{X}_{2}=K^{\prime}(\mathfrak{X}) \frac{1}{N} \sum_{k} G_{i k}^{2} .
$$

For $K^{\prime} \equiv 1$, (3.69) reduces to [LS16, (B.29)], (3.70) to [LS16, (B.33)], (3.71) to [LS16, (B.38)], and a linear combination of (3.71) and (3.72) to [LS16, (B.51)]. The last identity (3.73) is trivial for $K^{\prime} \equiv 1$, as the left side is 0 . It is analogous to [LS15, Eq. (C.42)] in the full computation for the deformed Wigner model, and may be derived as an "optical theorem" from $\mathfrak{X}_{3,22}$ in the same manner as (3.70) and (3.71). (The derivations of these identities do not require positivity of $T$ or $E_{*}$.) We omit further details and refer the reader to [LS16].

Lemma 3.36 follows from substituting (3.70) and (3.72) into (3.69), adding $4 m_{*}^{-1}$ times (3.71) and $4 m_{*}^{-1}$ times (3.73), and taking the imaginary part (noting $K^{\prime}$ is real-valued). This concludes the proof of Lemma 3.25, and hence of Theorem 2.6.

## Chapter 4

## Outliers in the spiked model

In this chapter, we prove Theorems 2.12-2.14, which describe the behavior of outlier eigenvalues and eigenvectors of $\widehat{\Sigma}$ under a spiked model for $\Sigma_{1}, \ldots, \Sigma_{k}$. We also prove Theorem 2.17, which provides theoretical guarantees for Algorithm 1 for estimating spike eigenvalues and eigenvectors in this setting.

Notation: Throughout, $\delta>0$ is a fixed constant. $C, c>0$ denote $\delta$-dependent constants that may change from instance to instance. For random (or deterministic) scalars $\xi$ and $\zeta$, we write

$$
\xi \prec \zeta \text { and } \xi=O_{\prec}(\zeta)
$$

if, for any constants $\varepsilon, D>0$, we have

$$
\mathbb{P}\left[|\xi|>n^{\varepsilon}|\zeta|\right]<n^{-D}
$$

for all $n \geq n_{0}$, where $n_{0}$ may depend only on $\delta, \varepsilon, D$ and the constants of Assumptions 2.1 and 2.10.

### 4.1 Behavior of outliers

The proofs of Theorems 2.12-2.14 will apply a matrix perturbation approach developed in [Pau07]. Without loss of generality, we may rotate coordinates in $\mathbb{R}^{p}$ so that $\mathcal{S}$ corresponds to the first $L$ coordinates. Hence for every $r=1, \ldots, k$,

$$
V_{r}=\binom{\stackrel{\circ}{V}_{r}}{0}
$$

where $\stackrel{\circ}{V}_{r} \in \mathbb{R}^{L \times l_{r}}$. Recalling $N=p-L$ and assuming momentarily that $\sigma_{r}^{2}>0$, we may write

$$
\Sigma_{r}=\sigma_{r}^{2}\left(\begin{array}{cc}
\Gamma_{r} & 0  \tag{4.1}\\
0 & \mathrm{Id}_{N}
\end{array}\right), \quad \Gamma_{r}=\operatorname{Id}_{L}+\sigma_{r}^{-2} \stackrel{\circ}{V}_{r} \Theta_{r} \stackrel{\circ}{V}_{r}^{\prime}
$$

Letting $\stackrel{\circ}{X}_{r} \in \mathbb{R}^{m_{r} \times L}$ and $X_{r} \in \mathbb{R}^{m_{r} \times N}$ be independent with i.i.d. $\mathcal{N}(0,1 / N)$ entries, and setting $\Xi_{r}=\dot{\circ}_{r} \Gamma_{r}^{1 / 2}$, we may represent $\alpha_{r}$ as

$$
\alpha_{r}=\sqrt{N}\left(\begin{array}{ll}
\dot{\circ}_{r} & X_{r}
\end{array}\right) \Sigma_{r}^{1 / 2}=\sqrt{N} \sigma_{r}\left(\begin{array}{ll}
\Xi_{r} & X_{r}
\end{array}\right) .
$$

Recalling $F_{r s}=N \sigma_{r} \sigma_{s} U_{r}^{\prime} B U_{s}$ from (2.7), we then have

$$
\widehat{\Sigma}=Y^{\prime} B Y=\sum_{r, s=1}^{k} \alpha_{r}^{\prime} U_{r}^{\prime} B U_{s} \alpha_{s}=\sum_{r, s=1}^{k}\binom{\Xi_{r}^{\prime}}{X_{r}^{\prime}} F_{r s}\left(\begin{array}{ll}
\Xi_{s} & X_{s}
\end{array}\right)=\left(\begin{array}{ll}
S_{11} & S_{12}  \tag{4.2}\\
S_{21} & S_{22}
\end{array}\right)
$$

where

$$
\left(\begin{array}{cc}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{array}\right)=\left(\begin{array}{cc}
\Xi^{\prime} F \Xi & \Xi^{\prime} F X \\
X^{\prime} F \Xi & X^{\prime} F X
\end{array}\right), \quad\left(\begin{array}{ll}
\Xi & X
\end{array}\right)=\left(\begin{array}{cc}
\Xi_{1} & X_{1} \\
\vdots & \vdots \\
\Xi_{k} & X_{k}
\end{array}\right)
$$

Note that $\sigma_{r}^{2} \Gamma_{r}, \sigma_{r} \Xi_{r}$, and $F_{r s} /\left(\sigma_{r} \sigma_{s}\right)$ are well-defined by continuity even when $\sigma_{r}^{2}=0$ and/or $\sigma_{s}^{2}=0$. The above definitions are understood in this sense if $\sigma_{r}^{2}=0$ for any $r$.

For any $z \notin \operatorname{spec}\left(X^{\prime} F X\right)$, the Schur complement of the lower-right block of $\widehat{\Sigma}-z \operatorname{Id}$ is

$$
\begin{equation*}
\widehat{K}(z)=\left(S_{11}-z \mathrm{Id}\right)-S_{12}\left(S_{22}-z \mathrm{Id}\right)^{-1} S_{21}=-\Xi^{\prime} G_{M}(z) \Xi-z \operatorname{Id}_{L} \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{M}(z)=F X G_{N}(z) X^{\prime} F-F, \quad G_{N}(z)=\left(X^{\prime} F X-z \operatorname{Id}_{N}\right)^{-1} \tag{4.4}
\end{equation*}
$$

If $\hat{\lambda}$ is an eigenvalue of $\widehat{\Sigma}$ separated from $\operatorname{supp}\left(\mu_{0}\right)$, then we expect from Theorem 2.5 that $\hat{\lambda} \notin$ $\operatorname{spec}\left(X^{\prime} F X\right)$, so we should have $0=\operatorname{det} \widehat{K}(\hat{\lambda})$. Defining the complex spectral domain

$$
U_{\delta}=\left\{z \in \mathbb{C}: \operatorname{dist}\left(z, \operatorname{supp}\left(\mu_{0}\right)\right) \geq \delta\right\}
$$

we will show that on $U_{\delta}$, the matrix $\widehat{K}(z)$ is close to the deterministic approximation

$$
\begin{equation*}
K(z)=\sum_{r=1}^{k} t_{r}(z)\left(\sigma_{r}^{2} \Gamma_{r}\right)-z \operatorname{Id}_{L} \tag{4.5}
\end{equation*}
$$

Recalling (4.1) and comparing (4.5) with (2.12), we observe that $K(z)$ is the upper $L \times L$ submatrix of $-T(z)$. This will yield Theorems 2.12 and 2.13 . Studying further the fluctuations of $\widehat{K}(z)$ about
$K(z)$, we will establish Theorem 2.14.
We show in Section 4.3 that $G_{M}(z)$ and $G_{N}(z)$ are blocks of a linearized resolvent matrix for $X^{\prime} F X$. Our proof establishes deterministic approximations for linear and quadratic functions of the entries of $G_{M}(z)$, which we may state as follows: Recall (2.13), and define a deterministic approximation of $G_{M}$ as

$$
\Pi_{M}=-F\left(\operatorname{Id}+m_{0} F\right)^{-1}=m_{0} F\left(\operatorname{Id}+m_{0} F\right)^{-1} F-F .
$$

Define

$$
\begin{equation*}
\Delta(z)=X G_{N}(z) X^{\prime}-m_{0}(z)\left(\operatorname{Id}+m_{0}(z) F\right)^{-1} \tag{4.6}
\end{equation*}
$$

Then, omitting the spectral argument $z$ for brevity, we have

$$
\begin{equation*}
G_{M}=\Pi_{M}+F \Delta F, \quad t_{r}=\left(N \sigma_{r}^{2}\right)^{-1} \operatorname{Tr}_{r}\left(-G_{M}+F \Delta F\right) \tag{4.7}
\end{equation*}
$$

We prove the following lemmas in Section 4.3.
Lemma 4.1. Fix $\delta, \varepsilon, D>0$. For any $z \in U_{\delta}$ and any deterministic matrix $V \in \mathbb{C}^{M \times M}$,

$$
\mathbb{P}\left[|\operatorname{Tr} \Delta V|>n^{-1 / 2+\varepsilon}\|V\|_{\mathrm{HS}}\right]<n^{-D}
$$

Lemma 4.2. Fix $\delta, \varepsilon, D>0$. For any $z \in U_{\delta}$ and any deterministic matrices $V, W \in \mathbb{C}^{M \times M}$,

$$
\mathbb{P}\left[\left|\operatorname{Tr} \Delta V \Delta W-N^{-1}\left(\partial_{z} m_{0}\right) \operatorname{Tr}\left[V\left(\operatorname{Id}+m_{0} F\right)^{-2}\right] \operatorname{Tr}\left[W\left(\operatorname{Id}+m_{0} F\right)^{-2}\right]\right|>n^{1 / 2+\varepsilon}\|V\|\|W\|\right]<n^{-D}
$$

We will use Lemma 4.1 to approximate linear functions in $G_{M}(z)$, and then use Lemma 4.2 to approximate quadratic functions in $G_{M}(z)$. Note that if $V=\mathbf{w} \mathbf{v}^{\prime}$ is of rank one, then Lemma 4.1 is an anisotropic local law of the form established in [KY17] for spectral arguments $z$ separated from $\operatorname{supp}\left(\mu_{0}\right)$. For general $V$, the statement above is stronger than that obtained by expressing $V$ as a sum of rank-one matrices and applying the triangle inequality to the Hilbert-Schmidt norm. We will require this stronger form for the proof of Theorem 2.14.

We record here also the following basic results regarding $\operatorname{supp}\left(\mu_{0}\right)$ and the Stieltjes transform $m_{0}(z)$ for spectral arguments $z$ separated from this support, which are restatements of Propositions A. 3 and A. 8 in Appendix A.

Proposition 4.3. Suppose Assumption 2.10 holds, and let $\mu_{0}$ be the law defined by Theorem 2.4. For a constant $C>0, \operatorname{supp}\left(\mu_{0}\right) \subset[-C, C]$.

Proposition 4.4. Suppose Assumption 2.10 holds, and let $m_{0}(z)$ be the Stieltjes transform of the law $\mu_{0}$. Fix any constant $\delta>0$. Then for some constant $c>0$, all $z \in U_{\delta}$, and each eigenvalue $t_{\alpha}$
of $F$,

$$
\left|1+t_{\alpha} m_{0}(z)\right|>c .
$$

### 4.1.1 First-order behavior

We prove Theorems 2.12 and 2.13. Let us first establish the approximations

$$
\begin{align*}
\sup _{z \in U_{\delta}}\|\widehat{K}(z)-K(z)\| \prec n^{-1 / 2}  \tag{4.8}\\
\sup _{z \in U_{\delta}}\left\|\partial_{z} \widehat{K}(z)-\partial_{z} K(z)\right\| \prec n^{-1 / 2} \tag{4.9}
\end{align*}
$$

Denote by $\left(G_{M}\right)_{r s}$ and $\left(\Pi_{M}\right)_{r s}$ the $(r, s)$ blocks of $G_{M}$ and $\Pi_{M}$. We record a basic lemma which bounds $G_{M}, \Pi_{M}$, and the derivatives of $K$ and $\widehat{K}$. Quantities such as $F_{r s} /\left(\sigma_{r} \sigma_{s}\right)$ are defined by continuity at $\sigma_{r}^{2}=0$ and/or $\sigma_{s}^{2}=0$.

Lemma 4.5. There is a constant $C>0$ such that
(a) For all $z \in U_{\delta}$ and $r, s=1, \ldots, k$,

$$
\left\|F_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\| /<C, \quad\left\|\left(\Pi_{M}\right)_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|<C, \quad\|K(z)+z \mathrm{Id}\|<C, \quad\left\|\partial_{z} K(z)\right\|<C
$$

(b) For any $D>0$ and all $n \geq n_{0}(\delta, D)$, with probability at least $1-n^{-D}$, for all $z \in U_{\delta}$ and $r, s=1, \ldots, k$

$$
\left\|\left(G_{M}\right)_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|<C, \quad\|\widehat{K}(z)+z \operatorname{Id}\|<C, \quad\left\|\partial_{z} \widehat{K}(z)\right\|<C, \quad\left\|\partial_{z}^{2} \widehat{K}(z)\right\|<C
$$

Proof. For (a), $\left\|F_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|<C$ by Assumption 2.1. From Proposition 4.4, we have $\left\|\left(\operatorname{Id}+m_{0} F\right)^{-1}\right\|<$ $C$. Furthermore, $\left|m_{0}(z)\right| \leq 1 / \delta$ for $z \in U_{\delta}$ by (2.11). Then, denoting by $P_{r}$ the projection onto block $r$ and applying

$$
\left(\Pi_{M}\right)_{r s}=m_{0} P_{r} F\left(\operatorname{Id}+m_{0} F\right)^{-1} F P_{s}-F_{r s}
$$

we obtain

$$
\left\|\left(\Pi_{M}\right)_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|<C\left\|P_{r} F / \sigma_{r}\right\|\left\|F P_{s} / \sigma_{s}\right\|+\left\|F_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|<C
$$

This implies also $\left|t_{r}(z)\right|<C$, which together with $\left\|\sigma_{r}^{2} \Gamma_{r}\right\|<C$ yields the bound on $K$. The bound for $\partial_{z} K$ follows similarly.

For (b), applying Theorem 2.5 and a standard spectral norm bound for Gaussian matrices, on an event of probability $1-n^{-D}$ we have $\operatorname{spec}\left(X^{\prime} F X\right) \subset \operatorname{supp}\left(\mu_{0}\right)_{\delta / 2},\left\|X_{r}\right\|<C$, and $\left\|\dot{X}_{r}\right\|<C$ for all $r=1, \ldots, k$. From the spectral decomposition of $G_{N}$, on this event, we have $\left\|G_{N}\right\|<C$,
$\left\|\partial_{z} G_{N}\right\|<C$, and $\left\|\partial_{z}^{2} G_{N}\right\|<C$ for all $z \in U_{\delta}$. Then

$$
\left\|\left(G_{M}\right)_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|,\left\|\partial_{z}\left(G_{M}\right)_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|,\left\|\partial_{z}^{2}\left(G_{M}\right)_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|<C
$$

As $\widehat{K}=-\sum_{r, s} \Xi_{r}^{\prime} G_{M} \Xi_{s}-z \operatorname{Id}$ and $\left\|\sigma_{r} \Xi_{r}\right\|<C\left\|\sigma_{r}^{2} \Gamma_{r}\right\|^{1 / 2}<C$, this yields the bounds on $\widehat{K}$ and its derivatives.

We recall also the following bound for Gaussian quadratic forms.
Lemma 4.6 (Gaussian quadratic forms). Let $\mathbf{x}$ and $\mathbf{y}$ be independent vectors of any dimensions, with i.i.d. $\mathcal{N}(0,1 / N)$ entries. Then for any complex deterministic matrices $A$ and $B$ of the corresponding sizes,

$$
\mathbf{x}^{\prime} A \mathbf{x}-N^{-1} \operatorname{Tr} A \prec N^{-1}\|A\|_{\mathrm{HS}}, \quad \mathbf{x}^{\prime} B \mathbf{y} \prec N^{-1}\|B\|_{\mathrm{HS}} .
$$

Proof. The first statement follows from the Hanson-Wright inequality, see e.g. [RV13]. The second follows from the first applied to $(\mathbf{x}, \mathbf{y})$, with $A$ a $2 \times 2$ block matrix having blocks $0, B, B^{\prime}, 0$.

Applying (4.7), we may write $\widehat{K}(z)-K(z)=E_{1}(z)+E_{2}(z)$ where

$$
\begin{align*}
& E_{1}(z)=-\Xi^{\prime} G_{M} \Xi+\sum_{r=1}^{k}\left(N^{-1} \operatorname{Tr}_{r} G_{M}\right) \Gamma_{r}  \tag{4.10}\\
& E_{2}(z)=-\sum_{r=1}^{k}\left(N^{-1} \operatorname{Tr}_{r} F \Delta F\right) \Gamma_{r} \tag{4.11}
\end{align*}
$$

Writing $P_{r}$ for the projection onto block $r$, Lemma 4.1 yields

$$
\begin{equation*}
\left(N \sigma_{r}^{2}\right)^{-1} \operatorname{Tr}_{r} F \Delta F=\left(N \sigma_{r}^{2}\right)^{-1} \operatorname{Tr} \Delta F P_{r} F \prec n^{-3 / 2}\left\|F P_{r} F / \sigma_{r}^{2}\right\|_{\mathrm{HS}} \prec n^{-1} \tag{4.12}
\end{equation*}
$$

Hence $\left\|E_{2}(z)\right\| \prec n^{-1}$. For $E_{1}$, we write

$$
\Xi^{\prime} G_{M} \Xi=\sum_{r, s=1}^{k} \Xi_{r}^{\prime}\left(G_{M}\right)_{r s} \Xi_{s}=\sum_{r, s=1}^{k}\left(\sigma_{r}^{2} \Gamma_{r}\right)^{1 / 2} \stackrel{\circ}{X}_{r}^{\prime} \frac{\left(G_{M}\right)_{r s}}{\sigma_{r} \sigma_{s}} \stackrel{\circ}{X}_{s}\left(\sigma_{s}^{2} \Gamma_{s}\right)^{1 / 2}
$$

Recall that the matrices $\stackrel{\circ}{X}_{r}$ are independent of each other and of $G_{M}$. Applying Lemma 4.6 conditional on $G_{M}$ and taking a union bound over the columns of $\stackrel{\circ}{X}_{r}$ and $\stackrel{\circ}{X}_{s}$, for all $r, s$,

$$
\left\|\stackrel{\circ}{X}_{r}^{\prime} \frac{\left(G_{M}\right)_{r s}}{\sigma_{r} \sigma_{s}} \stackrel{\circ}{X}_{s}-\mathbb{1}\{r=s\}\left(\left(N \sigma_{r}^{2}\right)^{-1} \operatorname{Tr}_{r} G_{M}\right) \operatorname{Id}_{L}\right\|_{\infty} \prec n^{-1}\left\|\left(G_{M}\right)_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|_{\mathrm{HS}},
$$

where $\|A\|_{\infty}=\max _{i, j}\left|A_{i j}\right|$. As $L$ is at most a constant, this norm is equivalent to the operator norm. By Lemma 4.5, $\left\|\left(G_{M}\right)_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|_{\mathrm{HS}} \prec n^{1 / 2}$, so $\left\|E_{1}(z)\right\| \prec n^{-1 / 2}$. Then

$$
\begin{equation*}
\|\widehat{K}(z)-K(z)\| \prec n^{-1 / 2} \tag{4.13}
\end{equation*}
$$

Lipschitz continuity allows us to take a union bound over $z \in U_{\delta}$ : On the event where the conclusions of Lemma 4.5 hold, for any $z, z^{\prime} \in U_{\delta}$,

$$
\left\|\widehat{K}(z)-\widehat{K}\left(z^{\prime}\right)\right\|<C\left|z-z^{\prime}\right|, \quad\left\|K(z)-K\left(z^{\prime}\right)\right\|<C\left|z-z^{\prime}\right|
$$

Then, taking a union bound of (4.13) over a grid of values in $U_{\delta} \cap\left\{|z| \leq n^{1 / 2}\right\}$ with spacing $n^{-1 / 2}$, we obtain

$$
\begin{equation*}
\sup _{z \in U_{\delta}:|z| \leq n^{1 / 2}}\|\widehat{K}(z)-K(z)\| \prec n^{-1 / 2} \tag{4.14}
\end{equation*}
$$

For $|z|>n^{1 / 2}$, we apply a direct argument: By Proposition 4.3 and (2.11), we have $\left|m_{0}(z)\right|<$ $C n^{-1 / 2}$. Then $\left|t_{r}(z)-\left(N \sigma_{r}^{2}\right)^{-1} \operatorname{Tr}_{r} F\right|<C n^{-1 / 2}$. Furthermore, on the high-probability event where $\left\|X^{\prime} F X\right\|<C$ and $\left\|\AA_{r}\right\|<C$ for each $r=1, \ldots, k$, we have $\left\|G_{N}\right\|<C n^{-1 / 2},\left\|\left[\left(G_{M}\right)_{r s}-F_{r s}\right] /\left(\sigma_{r} \sigma_{s}\right)\right\|<$ $C n^{-1 / 2}$, and $\left\|\sigma_{r} \Xi_{r}\right\|<C$. Then, on this event,

$$
\sup _{|z|>n^{1 / 2}}\|\widehat{K}(z)-K(z)\| \leq\left\|\Xi^{\prime} F \Xi-\sum_{r=1}^{k}\left(N^{-1} \operatorname{Tr}_{r} F\right) \Gamma_{r}\right\|+C n^{-1 / 2}
$$

Applying Lemma 4.6 again yields $\sup _{|z|>n^{1 / 2}}\|\widehat{K}(z)-K(z)\| \prec n^{-1 / 2}$. Combining with (4.14) yields (4.8). Note that $D_{i j}(z) \equiv \widehat{K}(z)_{i j}-K(z)_{i j}$ is analytic over $U_{\delta / 2}$. Letting $\gamma$ be the circle around $z$ with radius $\delta / 2$, the Cauchy integral formula implies

$$
\left|\partial_{z} D_{i j}(z)\right| \leq \frac{1}{2 \pi} \int_{\gamma} \frac{\left|D_{i j}(w)\right|}{|z-w|^{2}} d w \leq \frac{4}{\delta} \max _{w \in \gamma}\left|D_{i j}(w)\right|
$$

Then applying (4.8) with $\delta / 2$ in place of $\delta$, we obtain also the derivative bound (4.9).
Proof of Theorem 2.12. Let $\mathcal{E}$ be the event where

$$
\begin{gathered}
\operatorname{spec}\left(X^{\prime} F X\right) \subset \operatorname{supp}\left(\mu_{0}\right)_{\delta / 2} \\
\sup _{z \in U_{\delta / 2}}\|\widehat{K}(z)-K(z)\|<n^{-1 / 2+\varepsilon / 2}, \quad \sup _{z \in U_{\delta / 2}}\left\|\partial_{z} \widehat{K}(z)-\partial_{z} K(z)\right\|<n^{-1 / 2+\varepsilon / 2},
\end{gathered}
$$

which holds with probability $1-n^{-D}$ for all $n \geq n_{0}(\delta, \varepsilon, D)$. On $\mathcal{E}$, by the Schur complement identity

$$
\operatorname{det}(\widehat{\Sigma}-\lambda \operatorname{Id})=\operatorname{det}\left(X^{\prime} F X-\lambda \operatorname{Id}\right) \operatorname{det}(\widehat{K}(\lambda))
$$

the eigenvalues of $\widehat{\Sigma}$ outside $\operatorname{supp}\left(\mu_{0}\right)_{\delta / 2}$ are the roots $\hat{\lambda} \in U_{\delta / 2} \cap \mathbb{R}$ of $\operatorname{det}(\widehat{K}(\hat{\lambda}))$, counting multiplicity. As $T(z)$ is block diagonal with upper $L \times L$ block equal to $-K(z)$ and lower $N \times N$ block equal to $-m_{0}(z)^{-1} \mathrm{Id}$, the elements of $\Lambda_{0}$ are the roots $\lambda \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$ of $\operatorname{det}(K(\lambda))$, counting multiplicity.

Let $\hat{\mu}_{1}(\lambda) \leq \ldots \leq \hat{\mu}_{L}(\lambda)$ be the eigenvalues of $\widehat{K}(\lambda)$, and let $\mu_{1}(\lambda) \leq \ldots \leq \mu_{L}(\lambda)$ be those of
$K(\lambda)$. Proposition 2.11 implies that $\partial_{\lambda} K(\lambda)$ has maximum eigenvalue at most -1 , so for any interval $I$ of $\mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$, any $\lambda, \lambda^{\prime} \in I$ with $\lambda<\lambda^{\prime}$, and any $\ell \in\{1, \ldots, L\}$,

$$
\mu_{\ell}(\lambda)-\mu_{\ell}\left(\lambda^{\prime}\right) \geq \lambda^{\prime}-\lambda
$$

On $\mathcal{E}$, for $\lambda \in I \cap U_{\delta / 2}$, we may bound the largest eigenvalue of $\partial_{\lambda} \widehat{K}(\lambda)$ by $-1 / 2$. Then similarly

$$
\hat{\mu}_{\ell}(\lambda)-\hat{\mu}_{\ell}\left(\lambda^{\prime}\right) \geq\left(\lambda^{\prime}-\lambda\right) / 2
$$

For each $(\lambda, \ell)$ with $\lambda \in I \cap U_{\delta}$ and $\mu_{\ell}(\lambda)=0$, we have

$$
\mu_{\ell}\left(\lambda-n^{-1 / 2+\varepsilon}\right) \geq n^{-1 / 2+\varepsilon}, \quad \mu_{\ell}\left(\lambda+n^{-1 / 2+\varepsilon}\right) \leq-n^{-1 / 2+\varepsilon}
$$

and hence on $\mathcal{E}$

$$
\hat{\mu}_{\ell}\left(\lambda-n^{-1 / 2+\varepsilon}\right)>0, \quad \hat{\mu}_{\ell}\left(\lambda+n^{-1 / 2+\varepsilon}\right)<0 .
$$

So there is some $\hat{\lambda}$ where $\hat{\mu}_{\ell}(\hat{\lambda})=0$ and $|\hat{\lambda}-\lambda|<n^{-1 / 2+\varepsilon}$. Conversely, for each $(\hat{\lambda}, \ell)$ with $\hat{\lambda} \in I \cap U_{\delta}$ and $\hat{\mu}_{\ell}(\hat{\lambda})=0$, there is some $\lambda$ with $\mu_{\ell}(\lambda)=0$ and $|\lambda-\hat{\lambda}|<n^{-1 / 2+\varepsilon}$. Taking $\Lambda_{\delta}$ and $\widehat{\Lambda}_{\delta}$ to be the roots of $\operatorname{det}(K(\lambda))$ and $\operatorname{det}(\widehat{K}(\hat{\lambda}))$ corresponding to these pairs $(\lambda, \ell)$ and $(\hat{\lambda}, \ell)$ for each interval $I$ of $\mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$, we obtain Theorem 2.12.

Proof of Theorem 2.13. For the given $\lambda$ and $\hat{\lambda}$, Theorem 2.12 implies $\lambda-\hat{\lambda} \prec n^{-1 / 2}$. Let us write

$$
\widehat{K}(\hat{\lambda})-K(\lambda)=(\widehat{K}(\hat{\lambda})-\widehat{K}(\lambda))+(\widehat{K}(\lambda)-K(\lambda))
$$

The first term on the right has norm $O_{\prec}\left(n^{-1 / 2}\right)$, by the bound on $\partial_{\lambda} \widehat{K}(\lambda)$ from Lemma 4.5. The second term also has norm $O_{\prec}\left(n^{-1 / 2}\right)$, by (4.8). Hence

$$
\begin{equation*}
\|\widehat{K}(\hat{\lambda})-K(\lambda)\| \prec n^{-1 / 2} \tag{4.15}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left\|\partial_{\lambda} \widehat{K}(\hat{\lambda})-\partial_{\lambda} K(\lambda)\right\| \prec n^{-1 / 2} . \tag{4.16}
\end{equation*}
$$

For the given $\hat{\mathbf{v}}$, let us write $\hat{\mathbf{v}}=\left(\hat{\mathbf{v}}_{1}, \hat{\mathbf{v}}_{2}\right)$ where $\hat{\mathbf{v}}_{1}$ consists of the first $L$ coordinates. Then, in the block decomposition of $\widehat{\Sigma}$ from (4.2), the equation $\widehat{\Sigma} \hat{\mathbf{v}}=\hat{\lambda} \hat{\mathbf{v}}$ yields

$$
S_{11} \hat{\mathbf{v}}_{1}+S_{12} \hat{\mathbf{v}}_{2}=\hat{\lambda} \hat{\mathbf{v}}_{1}, \quad S_{21} \hat{\mathbf{v}}_{1}+S_{22} \hat{\mathbf{v}}_{2}=\hat{\lambda} \hat{\mathbf{v}}_{2}
$$

The second equation yields $\hat{\mathbf{v}}_{2}=-\left(S_{22}-\hat{\lambda} \mathrm{Id}\right)^{-1} S_{21} \hat{\mathbf{v}}_{1}$. Substituting this into the first yields
$\widehat{K}(\hat{\lambda}) \hat{\mathbf{v}}_{1}=0$, while substituting it into $1=\|\hat{\mathbf{v}}\|^{2}=\left\|\hat{\mathbf{v}}_{1}\right\|^{2}+\left\|\hat{\mathbf{v}}_{2}\right\|^{2}$ yields

$$
1=\hat{\mathbf{v}}_{1}^{\prime}\left(\operatorname{Id}+S_{12}\left(S_{22}-\hat{\lambda} \operatorname{Id}\right)^{-2} S_{21}\right) \hat{\mathbf{v}}_{1}=-\hat{\mathbf{v}}_{1}^{\prime}\left(\partial_{\lambda} \widehat{K}(\hat{\lambda})\right) \hat{\mathbf{v}}_{1}
$$

Applying (4.16), we obtain

$$
\begin{equation*}
-\hat{\mathbf{v}}_{1}^{\prime}\left(\partial_{\lambda} K(\lambda)\right) \hat{\mathbf{v}}_{1}=1+O_{\prec}\left(n^{-1 / 2}\right) \tag{4.17}
\end{equation*}
$$

In particular, $\left\|\hat{\mathbf{v}}_{1}\right\| \geq c$ for a constant $c>0$. Hence $\hat{\mathbf{v}}_{1} /\left\|\hat{\mathbf{v}}_{1}\right\|$ is a well-defined unit vector in ker $\widehat{K}(\hat{\lambda})$.
For the given $\mathbf{v}$, let us also write $\mathbf{v}=\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right)$. As $\mathbf{v} \in \mathcal{S}$ by Proposition 2.11, we have $\mathbf{v}_{2}=0$, $\left\|\mathbf{v}_{1}\right\|=1$, and $\mathbf{v}_{1} \in \operatorname{ker} K(\lambda)$. We apply the Davis-Kahan theorem to bound $\left\|\hat{\mathbf{v}}_{1} /\right\| \hat{\mathbf{v}}_{1}\left\|-\mathbf{v}_{1}\right\|$ : Let $\mu_{1}(\lambda) \leq \ldots \leq \mu_{L}(\lambda)$ be the eigenvalues of $K(\lambda)$, with $\mu_{\ell}(\lambda)=0$. By Proposition $2.11, \partial_{\lambda} K(\lambda)$ has maximum eigenvalue at most -1 . Thus, if $\left|\mu_{\ell^{\prime}}(\lambda)\right|<\delta$ for another $\ell^{\prime} \neq \ell$, then $\mu_{\ell^{\prime}}(\lambda-\delta)>0$ and $\mu_{\ell^{\prime}}(\lambda+\delta)<0$, so $\mu_{\ell^{\prime}}\left(\lambda^{\prime}\right)=0$ for some $\lambda^{\prime} \in(\lambda-\delta, \lambda+\delta)$. This contradicts the given condition that $\lambda$ is separated from other elements of $\Lambda_{0}$ by $\delta$. Hence $\left|\mu_{\ell^{\prime}}(\lambda)\right| \geq \delta$ for all $\ell^{\prime} \neq \ell$, so the Davis-Kahan Theorem and (4.15) imply

$$
\begin{equation*}
\left\|\hat{\mathbf{v}}_{1}-\right\| \hat{\mathbf{v}}_{1}\left\|\mathbf{v}_{1}\right\| \prec n^{-1 / 2} \tag{4.18}
\end{equation*}
$$

for an appropriate choice of sign of $\mathbf{v}_{1}$. Substituting into (4.17), $-\left\|\hat{\mathbf{v}}_{1}\right\|^{2} \mathbf{v}_{1}^{\prime} \partial_{\lambda} K(\lambda) \mathbf{v}_{1}=1+$ $O_{\prec}\left(n^{-1 / 2}\right)$. As $\mathbf{v}_{1}^{\prime} \partial_{\lambda} K(\lambda) \mathbf{v}_{1} \leq-1$, this yields

$$
\left\|\hat{\mathbf{v}}_{1}\right\|=\left(-\mathbf{v}_{1}^{\prime} \partial_{\lambda} K(\lambda) \mathbf{v}_{1}\right)^{-1 / 2}+O_{\prec}\left(n^{-1 / 2}\right)
$$

Substituting back into (4.18),

$$
\left\|\hat{\mathbf{v}}_{1}-\left(-\mathbf{v}_{1}^{\prime} \partial_{\lambda} K(\lambda) \mathbf{v}_{1}\right)^{-1 / 2} \mathbf{v}_{1}\right\|=\left\|P_{\mathcal{S}} \hat{\mathbf{v}}-\left(\mathbf{v}^{\prime} \partial_{\lambda} T(\lambda) \mathbf{v}\right)^{-1 / 2} \mathbf{v}\right\| \prec n^{-1 / 2}
$$

where the equality uses $\mathbf{v}=\left(\mathbf{v}_{1}, 0\right), P_{\mathcal{S}} \hat{\mathbf{v}}=\left(\hat{\mathbf{v}}_{1}, 0\right)$, and that $K$ is the upper-left block of $-T$. This proves (a).

For (b), note simply that for any $O \in \mathbb{R}^{N \times N}$, the rotation $X \mapsto X O$ induces the mapping $\left(\hat{\mathbf{v}}_{1}, \hat{\mathbf{v}}_{2}\right) \mapsto\left(\hat{\mathbf{v}}_{1}, O^{\prime} \hat{\mathbf{v}}_{2}\right)$. As $X$ and $\widehat{\Sigma}$ are invariant in law under such a rotation, $\hat{\mathbf{v}}_{2}$ must be rotationally invariant in law conditional on $\hat{\mathbf{v}}_{1}$.

### 4.1.2 Fluctuations of outlier eigenvalues

Next, we prove Theorem 2.14. We establish asymptotic normality using the following elementary lemma.

Lemma 4.7. Suppose $\mathbf{z} \in \mathbb{R}^{n}$ has law $\mathcal{N}\left(0, V V^{\prime}\right)$ where $V \in \mathbb{R}^{n \times m}$, and let $A \in \mathbb{R}^{n \times n}$. If $\left\|V^{\prime} A V\right\| /\left\|V^{\prime} A V\right\|_{\mathrm{HS}} \rightarrow 0$ as $n \rightarrow \infty$, then

$$
\left\|V^{\prime} A V\right\|_{\mathrm{HS}}^{-1}\left(\mathbf{z}^{\prime} A \mathbf{z}-\mathbb{E}\left[\mathbf{z}^{\prime} A \mathbf{z}\right]\right) \rightarrow \mathcal{N}(0,2)
$$

Proof. Denote the spectral decomposition of $V^{\prime} A V$ as $O^{\prime} D O$ where $D=\operatorname{diag}\left(d_{1}, \ldots, d_{m}\right)$, and let $\xi \in \mathbb{R}^{m}$ have i.i.d. $\mathcal{N}(0,1)$ entries. Then $\mathbf{z}^{\prime} A \mathbf{z}-\mathbb{E}\left[\mathbf{z}^{\prime} A \mathbf{z}\right]$ is equal in law to

$$
\xi^{\prime} D \xi-\mathbb{E}\left[\xi^{\prime} D \xi\right]=\sum_{i=1}^{m} d_{i}\left(\xi_{i}^{2}-1\right)
$$

As

$$
\sum_{i=1}^{m} \mathbb{E}\left[d_{i}^{2}\left(\xi_{i}^{2}-1\right)^{2}\right]=2\|D\|_{\mathrm{HS}}^{2}, \quad \sum_{i=1}^{m} \mathbb{E}\left[\left|d_{i}\left(\xi_{i}^{2}-1\right)\right|^{3}\right] \leq C\|D\|_{\mathrm{HS}}^{2} \cdot\|D\|
$$

and $\|D\| /\|D\|_{\mathrm{HS}} \rightarrow 0$, the result follows from the Lyapunov central limit theorem.
Proof of Theorem 2.14. For the given $\lambda$ and $\mathbf{v}$, we have $\mathbf{v}=\left(\mathbf{v}_{1}, 0\right)$, where $\mathbf{v}_{1} \in \mathbb{R}^{L}$ and $K(\lambda) \mathbf{v}_{1}=0$. Furthermore, recall from the proof of Theorem 2.13 that for the given $\hat{\lambda}$, there is a unit vector $\hat{\mathbf{v}}_{1}$ where $\widehat{K}(\hat{\lambda}) \hat{\mathbf{v}}_{1}=0$ and $\left\|\hat{\mathbf{v}}_{1}-\mathbf{v}_{1}\right\| \prec n^{-1 / 2}$. Lemma 4.5 implies $\|\widehat{K}(\hat{\lambda})\|<C$ with probability $1-n^{-D}$, so

$$
\mathbf{v}_{1}^{\prime} \widehat{K}(\hat{\lambda}) \mathbf{v}_{1}=\left(\hat{\mathbf{v}}_{1}-\mathbf{v}_{1}\right)^{\prime} \widehat{K}(\hat{\lambda})\left(\hat{\mathbf{v}}_{1}-\mathbf{v}_{1}\right) \prec n^{-1}
$$

Applying this and $\mathbf{v}_{1}^{\prime} K(\lambda) \mathbf{v}_{1}=0$, we obtain

$$
\begin{equation*}
\mathbf{v}_{1}^{\prime}(\widehat{K}(\hat{\lambda})-\widehat{K}(\lambda)) \mathbf{v}_{1}+\mathbf{v}_{1}^{\prime}(\widehat{K}(\lambda)-K(\lambda)) \mathbf{v}_{1} \prec n^{-1} \tag{4.19}
\end{equation*}
$$

Recall that Theorem 2.12 implies $\lambda-\hat{\lambda} \prec n^{-1 / 2}$. Applying a second-order Taylor expansion for the first term of (4.19), approximating $\partial_{\lambda} \widehat{K}(\lambda)$ by $\partial_{\lambda} K(\lambda)$ using (4.9), and bounding $\partial_{\lambda}^{2} \widehat{K}(\lambda)$ using Lemma 4.5, we get

$$
\begin{equation*}
\mathbf{v}_{1}^{\prime}(\widehat{K}(\hat{\lambda})-\widehat{K}(\lambda)) \mathbf{v}_{1}=(\hat{\lambda}-\lambda) \mathbf{v}_{1}^{\prime} \partial_{\lambda} K(\lambda) \mathbf{v}_{1}+O_{\prec}\left(n^{-1}\right) \tag{4.20}
\end{equation*}
$$

For the second term of (4.19), recall $\widehat{K}(\lambda)-K(\lambda)=E_{1}(\lambda)+E_{2}(\lambda)$ with $E_{1}$ and $E_{2}$ as in (4.10-4.11). Recall also from (4.12) that $\left\|E_{2}(\lambda)\right\| \prec n^{-1}$. Then (4.19) becomes

$$
\begin{equation*}
(\hat{\lambda}-\lambda) \mathbf{v}_{1}^{\prime} \partial_{\lambda} K(\lambda) \mathbf{v}_{1}+\mathbf{v}_{1}^{\prime} E_{1}(\lambda) \mathbf{v}_{1} \prec n^{-1} \tag{4.21}
\end{equation*}
$$

Observe that $\Xi$ is independent of $X$, and $\mathbf{z}=\Xi \mathbf{v}_{1} \in \mathbb{R}^{M}$ has independent Gaussian entries. The covariance matrix of $\mathbf{z}$ is $V V^{\prime}$ for the diagonal matrix

$$
V=V^{\prime}=N^{-1 / 2} \sum_{r=1}^{k}\left(\mathbf{v}_{1}^{\prime} \Gamma_{r} \mathbf{v}_{1}\right)^{1 / 2} P_{r}
$$

Then $\mathbf{v}_{1}^{\prime} E_{1}(\lambda) \mathbf{v}_{1}=\mathbb{E}\left[-\mathbf{z}^{\prime} G_{M}(\lambda) \mathbf{z} \mid X\right]$, and we may apply Lemma 4.7 conditional on $X$ : Lemma 4.5 implies, with high probability, $\left\|\left(G_{M}\right)_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|<C$ for each $r$, s, so $\left\|V^{\prime} G_{M}(\lambda) V\right\|<C / n$. On the
other hand, since $\mathbf{v}^{\prime} T(\lambda) \mathbf{v}=0$, we have from (2.15) and (2.11)

$$
\left|\sum_{r=1}^{k} t_{r}(\lambda) \mathbf{v}_{1}^{\prime} \stackrel{\circ}{V}_{r} \Theta_{r} \stackrel{\circ}{V}_{r}^{\prime} \mathbf{v}_{1}\right|=\left|\frac{1}{m_{0}(\lambda)}\right| \geq \delta
$$

Then for some constant $c>0$ and some $r \in\{1, \ldots, k\}$ we must have

$$
\left|t_{r}(\lambda)\right|>c, \quad\left|\mathbf{v}_{1}^{\prime} \stackrel{\circ}{V}_{r} \Theta_{r} \stackrel{\circ}{V}_{r}^{\prime} \mathbf{v}_{1}\right|>c
$$

The latter implies $\mathbf{v}_{1}^{\prime}\left(\sigma_{r}^{2} \Gamma_{r}\right) \mathbf{v}_{1}>c$. The former implies $\left(N \sigma_{r}^{2}\right)^{-1}\left|\operatorname{Tr}_{r} G_{M}(\lambda)\right|>c$ on an event of probability $1-n^{-D}$, by (4.7) and (4.12). Then $\left\|\left(G_{M}\right)_{r r} / \sigma_{r}^{2}\right\|_{H S}>c \sqrt{n}$, and for this $r$

$$
\begin{equation*}
\left\|V^{\prime} G_{M}(\lambda) V\right\|_{\mathrm{HS}} \geq N^{-1} \mathbf{v}_{1}^{\prime}\left(\sigma_{r}^{2} \Gamma_{r}\right) \mathbf{v}_{1}\left\|\left(G_{M}\right)_{r r} / \sigma_{r}^{2}\right\|_{\mathrm{HS}}>c n^{-1 / 2} \tag{4.22}
\end{equation*}
$$

Thus, on this high probability event, we have $\left\|V^{\prime} G_{M}(\lambda) V\right\| /\left\|V^{\prime} G_{M}(\lambda) V\right\|_{\mathrm{HS}}<C n^{-1 / 2}$. Applying Lemma 4.7 conditional on $X$ and this event,

$$
\left\|V^{\prime} G_{M}(\lambda) V\right\|_{\mathrm{HS}}^{-1}\left(\mathbf{v}_{1}^{\prime} E_{1}(\lambda) \mathbf{v}_{1}\right) \rightarrow \mathcal{N}(0,2) .
$$

As the limit does not depend on $X$, this convergence holds unconditionally as well. Then, applying this, $\mathbf{v}_{1}^{\prime} \partial_{\lambda} K(\lambda) \mathbf{v}_{1}=-\mathbf{v}^{\prime} \partial_{\lambda} T(\lambda) \mathbf{v}$, and (4.22) to (4.21), we have

$$
\begin{equation*}
\frac{\left(\mathbf{v}^{\prime} \partial_{\lambda} T(\lambda) \mathbf{v}\right)}{\sqrt{2}\left\|V^{\prime} G_{M}(\lambda) V\right\|_{\mathrm{HS}}}(\hat{\lambda}-\lambda) \rightarrow \mathcal{N}(0,1) \tag{4.23}
\end{equation*}
$$

Finally, let us approximate $\left\|V^{\prime} G_{M}(\lambda) V\right\|_{\mathrm{HS}}$ : We have

$$
\left\|V^{\prime} G_{M} V\right\|_{\mathrm{HS}}^{2}=\operatorname{Tr} G_{M} V V^{\prime} G_{M} V V^{\prime}=\sum_{r, s=1}^{k} N^{-2}\left(\mathbf{v}_{1}^{\prime} \Gamma_{r} \mathbf{v}_{1}\right)\left(\mathbf{v}_{1}^{\prime} \Gamma_{s} \mathbf{v}_{1}\right) \operatorname{Tr} G_{M} P_{r} G_{M} P_{s}
$$

We apply $G_{M}=\Pi_{M}+F \Delta F$ from (4.7) and expand the above. Note that Lemma 4.1 implies

$$
\frac{\operatorname{Tr} \Pi_{M} P_{r} F \Delta F P_{s}}{\sigma_{r}^{2} \sigma_{s}^{2}} \prec n^{-1 / 2} \frac{\left\|F P_{s} \Pi_{M} P_{r} F\right\|_{\mathrm{HS}}}{\sigma_{r}^{2} \sigma_{s}^{2}} \prec\left\|F P_{s} / \sigma_{s}\right\| \cdot\left\|\left(\Pi_{M}\right)_{s r} /\left(\sigma_{s} \sigma_{r}\right)\right\| \cdot\left\|P_{r} F / \sigma_{r}\right\| \prec 1,
$$

so the cross terms of the expansion are negligible, and we have

$$
\frac{\operatorname{Tr} G_{M} P_{r} G_{M} P_{s}}{\sigma_{r}^{2} \sigma_{s}^{2}}=\frac{\operatorname{Tr} \Pi_{M} P_{r} \Pi_{M} P_{s}}{\sigma_{r}^{2} \sigma_{s}^{2}}+\frac{\operatorname{Tr} F \Delta F P_{r} F \Delta F P_{s}}{\sigma_{r}^{2} \sigma_{s}^{2}}+O_{\prec}(1)
$$

The first term on the right may be written as $\operatorname{Tr}\left(P_{s} \Pi_{M} P_{r}\right)\left(P_{r} \Pi_{M} P_{s}\right) /\left(\sigma_{r}^{2} \sigma_{s}^{2}\right)=\left\|\Pi_{M} /\left(\sigma_{r} \sigma_{s}\right)\right\|_{r s}^{2}$.

For the second term, applying Lemma 4.2,

$$
\begin{aligned}
\frac{\operatorname{Tr} \Delta F P_{r} F \Delta F P_{s} F}{\sigma_{r}^{2} \sigma_{s}^{2}} & =\left(N \sigma_{r}^{2} \sigma_{s}^{2}\right)^{-1}\left(\partial_{\lambda} m_{0}\right) \operatorname{Tr}_{r}\left[F\left(\operatorname{Id}+m_{0} F\right)^{-2} F\right] \operatorname{Tr}_{s}\left[F\left(\operatorname{Id}+m_{0} F\right)^{-2} F\right]+O_{\prec}\left(n^{1 / 2}\right) \\
& =N\left(\partial_{\lambda} t_{r}\right)\left(\partial_{\lambda} t_{s}\right)\left(\partial_{\lambda} m_{0}\right)^{-1}+O_{\prec}\left(n^{1 / 2}\right)
\end{aligned}
$$

Then, recalling $w_{r s}$ from (2.16) and applying $\mathbf{v}_{1}^{\prime}\left(\sigma_{r}^{2} \Gamma_{r}\right) \mathbf{v}_{1}=\mathbf{v}^{\prime} \Sigma_{r} \mathbf{v}$ by (4.1), we obtain

$$
\begin{aligned}
\left\|V^{\prime} G_{M} V\right\|_{\mathrm{HS}}^{2} & =N^{-1} \sum_{r, s=1}^{k} w_{r s}(\lambda)\left(\mathbf{v}^{\prime} \Sigma_{r} \mathbf{v}\right)\left(\mathbf{v}^{\prime} \Sigma_{s} \mathbf{v}\right)+\left(N \partial_{\lambda} m_{0}\right)^{-1}\left(\sum_{r=1}^{k}\left(\partial_{\lambda} t_{r}\right) \mathbf{v}^{\prime} \Sigma_{r} \mathbf{v}\right)^{2}+O_{\prec}\left(n^{-3 / 2}\right) \\
& =N^{-1} \sum_{r, s=1}^{k} w_{r s}(\lambda)\left(\mathbf{v}^{\prime} \Sigma_{r} \mathbf{v}\right)\left(\mathbf{v}^{\prime} \Sigma_{s} \mathbf{v}\right)+\left(N \partial_{\lambda} m_{0}\right)^{-1}\left(\mathbf{v}^{\prime} \partial_{\lambda} T \mathbf{v}-1\right)^{2}+O_{\prec}\left(n^{-3 / 2}\right)
\end{aligned}
$$

where the second line applies (2.12). By (4.22), the $O_{\prec}\left(n^{-3 / 2}\right)$ error above is negligible. Then Theorem 2.14 follows from this and (4.23).

### 4.2 Guarantees for spike estimation

In this section, we establish Theorem 2.17. For notational convenience, we assume $r=1$. Part (c) of Theorem 2.17 follows immediately from the observation that Algorithm 1 uses only the eigenvalues/eigenvectors of $\widehat{\Sigma}(\mathbf{a})$, so each estimated eigenvector $\hat{\mathbf{v}}$ is equivariant under orthogonal rotations on $\mathcal{S}^{\perp}$.

For parts (a) and (b), we may decompose their content into the following three claims.

1. With probability at least $1-n^{-D}$, for each $(\hat{\mu}, \hat{\mathbf{v}}) \in \mathcal{M}$, there exists a spike eigenvalue and eigenvector $(\mu, \mathbf{v})$ of $\Sigma_{1}$ and a scalar $\alpha \in(0,1]$ such that $|\hat{\mu}-\mu|<n^{-1 / 2+\varepsilon}$ and $\left\|P_{\mathcal{S}} \hat{\mathbf{v}}-\alpha \mathbf{v}\right\|<$ $n^{-1 / 2+\varepsilon}$.
2. For each spike eigenvalue $\mu$ of $\Sigma_{1}$ and a sufficiently small constant $\varepsilon>0$, with probability at least $1-n^{-D}$, there is at most one pair $(\hat{\mu}, \hat{\mathbf{v}}) \in \mathcal{M}$ where $|\hat{\mu}-\mu|<\varepsilon$.
3. For a constant $c_{0}>0$ independent of $\bar{C}$ in Assumption 2.1, and for each spike eigenvalue $\mu$ of $\Sigma_{1}$ with $\mu>c_{0}$, with probability at least $1-n^{-D}$, there exists $(\hat{\mu}, \hat{\mathbf{v}}) \in \mathcal{M}$ such that $|\hat{\mu}-\mu|<n^{-1 / 2+\varepsilon}$.

The first claim will be straightforward to show from the preceding probabilistic results. The second and third claims require a certain injectivity and surjectivity property of the map $(\hat{\lambda}, \mathbf{a}) \mapsto$ $\left(t_{1}(\hat{\lambda}, \mathbf{a}), \ldots, t_{k}(\hat{\lambda}, \mathbf{a})\right)$ for $\mathbf{a} \in S^{k-1}$ and $\hat{\lambda} \in \operatorname{spec}(\widehat{\Sigma}(\mathbf{a}))$. For this, we will use Assumption 2.16.

Denote by $m_{0}(\lambda, \mathbf{a}), T(\lambda, \mathbf{a})$, etc. these functions defined for $B=B(\mathbf{a})=a_{1} B_{1}+\ldots+a_{k} B_{k}$. We record the following basic bounds.

Lemma 4.8. There is a constant $C>0$ such that
(a) For all $\mathbf{a} \in S^{k-1}, \lambda \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}(\mathbf{a})\right)_{\delta}$, and $r=1, \ldots, k$,

$$
\begin{gathered}
\left|m_{0}(\lambda, \mathbf{a})\right|<C, \quad\left|\partial_{\lambda} m_{0}(\lambda, \mathbf{a})\right|<C, \quad\left|\partial_{\lambda}^{2} m_{0}(\lambda, \mathbf{a})\right|<C, \quad\left|m_{0}(\lambda, \mathbf{a})\right|^{-1}<C(|\lambda| \vee 1) \\
\left\|\partial_{\mathbf{a}} m_{0}(\lambda, \mathbf{a})\right\|<C, \quad\left\|\partial_{\lambda} \partial_{\mathbf{a}} m_{0}(\lambda, \mathbf{a})\right\|<C, \quad\left\|\partial_{\mathbf{a}}^{2} m_{0}(\lambda, \mathbf{a})\right\|<C \\
\left|t_{r}(\lambda, \mathbf{a})\right|<C, \quad\left|\partial_{\lambda} t_{r}(\lambda, \mathbf{a})\right|<C, \quad\left|\partial_{\lambda}^{2} t_{r}(\lambda, \mathbf{a})\right|<C \\
\left\|\partial_{\mathbf{a}} t_{r}(\lambda, \mathbf{a})\right\|<C, \quad\left\|\partial_{\lambda} \partial_{\mathbf{a}} t_{r}(\lambda, \mathbf{a})\right\|<C, \quad\left\|\partial_{\mathbf{a}}^{2} t_{r}(\lambda, \mathbf{a})\right\|<C
\end{gathered}
$$

(b) For all $\mathbf{a} \in S^{k-1}$, the roots $\lambda$ of $0=\operatorname{det} T(\lambda, \mathbf{a})$ are contained in $[-C, C]$.
(c) For any $D>0$ and all $n \geq n_{0}(\delta, D)$, with probability at least $1-n^{-D}$,

$$
\sup _{\mathbf{a} \in S^{k-1}}\|\widehat{\Sigma}(\mathbf{a})\|<C, \quad \sup _{\mathbf{a} \in \mathbb{R}^{k}} \sup _{r=1}^{k}\left\|\partial_{a_{r}} \widehat{\Sigma}(\mathbf{a})\right\|<C .
$$

Proof. For (a), the upper bounds on $m_{0}, \partial_{\lambda} m_{0}$, and $\partial_{\lambda}^{2} m_{0}$ follow from (2.11) and the condition $|x-\lambda| \geq \delta$ for all $x \in \operatorname{supp}\left(\mu_{0}(\mathbf{a})\right)_{\delta}$. The upper bound on $m_{0}^{-1}$ follows from (2.8) and the bounds $\|F(\mathbf{a})\|<C$ and $\left\|\left(\operatorname{Id}+m_{0} F(\mathbf{a})\right)^{-1}\right\|<C$, the latter holding by Proposition 4.4. For the derivatives in a, fix $r$ and denote $m_{0}=m_{0}(\lambda, \mathbf{a}), F=F(\mathbf{a})$, and $\partial=\partial_{a_{r}}$. We have

$$
\begin{align*}
\partial\left(F\left(\operatorname{Id}+m_{0} F\right)^{-1}\right) & =(\partial F)\left(\operatorname{Id}+m_{0} F\right)^{-1}-F\left(\operatorname{Id}+m_{0} F\right)^{-1}\left(\left(\partial m_{0}\right) F+m_{0}(\partial F)\right)\left(\operatorname{Id}+m_{0} F\right)^{-1} \\
& =\left(\operatorname{Id}+m_{0} F\right)^{-1}(\partial F)\left(\operatorname{Id}+m_{0} F\right)^{-1}-\left(\partial m_{0}\right) F^{2}\left(\operatorname{Id}+m_{0} F\right)^{-2} \tag{4.24}
\end{align*}
$$

Then, differentiating (2.8) with respect to $a_{r}$ and also with respect to $z=\lambda$, we obtain the equations

$$
\begin{aligned}
& 0=\left(\partial m_{0}\right)\left(m_{0}^{-2}-N^{-1} \operatorname{Tr}\left[F^{2}\left(\operatorname{Id}+m_{0} F\right)^{-2}\right]\right)+N^{-1} \operatorname{Tr}\left[(\partial F)\left(\operatorname{Id}+m_{0} F\right)^{-2}\right], \\
& 1=\left(\partial_{\lambda} m_{0}\right)\left(m_{0}^{-2}-N^{-1} \operatorname{Tr}\left[F^{2}\left(\operatorname{Id}+m_{0} F\right)^{-2}\right]\right) .
\end{aligned}
$$

Applying the second equation to the first,

$$
\begin{equation*}
\partial m_{0}=-\left(\partial_{\lambda} m_{0}\right) N^{-1} \operatorname{Tr}\left[(\partial F)\left(\operatorname{Id}+m_{0} F\right)^{-2}\right] . \tag{4.25}
\end{equation*}
$$

The bound $\left\|\partial_{\mathbf{a}} m_{0}\right\|<C$ then follows from $\left|\partial_{\lambda} m_{0}\right|<C,\left\|F_{r}\right\|<C$, and $\left\|\left(\operatorname{Id}+m_{0} F\right)^{-1}\right\|<C$. The bounds $\left\|\partial_{\lambda} \partial_{\mathbf{a}} m_{0}\right\|<C$ and $\left\|\partial_{\mathbf{a}}^{2} m_{0}\right\|<C$ follow from the chain rule. For $t_{r}(\lambda, \mathbf{a})$, recall from (4.7) that

$$
-t_{r}=\left(N \sigma_{r}^{2}\right)^{-1} \operatorname{Tr}_{r} \Pi_{M}=\left(N \sigma_{r}^{2}\right)^{-1} \operatorname{Tr}_{r}\left(m_{0} F\left(\operatorname{Id}+m_{0} F\right)^{-1} F-F\right)
$$

The bound $\left|t_{r}\right|<C$ then follows from $\left\|P_{r} F P_{r}\right\|<C \sigma_{r}^{2}$ and $\left\|P_{r} F\right\|<C \sigma_{r}$, where $P_{r}$ is the projection
onto block $r$. The bounds on the derivatives of $t_{r}$ follow from the chain rule and those on $m_{0}$.
Part (a) implies $\|T(\lambda, \mathbf{a})\|<C$ for all $\lambda \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}(\mathbf{a})\right)_{\delta}$. As Proposition 2.11(c) shows $\partial_{\lambda} T(\lambda, \mathbf{a})$ has smallest eigenvalue at least $1, T(\lambda, \mathbf{a})$ must be non-singular for all $\lambda$ outside $[-C, C]$ for some $C>0$, implying part (b). Finally, part (c) follows from $\widehat{\Sigma}(\mathbf{a})=\sum_{r} a_{r} Y^{\prime} B_{r} Y$ and the observation that $\left\|Y^{\prime} B_{r} Y\right\|<C$ for all $r=1, \ldots, k$ with probability $1-n^{-D}$.

Next, we verify that for the conclusions of Theorems 2.12 and $2.13(\mathrm{a})$, we may take a union bound over $\mathbf{a} \in S^{k-1}$.

Lemma 4.9. Under the conditions of Theorem 2.17 , for all $n \geq n_{0}(\delta, \varepsilon, D)$, with probability $1-n^{-D}$ the conclusions of Theorems 2.12 and 2.13(a) hold simultaneously for all $\mathbf{a} \in S^{k-1}$.

Proof. Consider a covering net $\mathcal{N} \subset S^{k-1}$ with $|\mathcal{N}| \leq n^{C}$ for some $C=C(k)>0$, such that for all $\mathbf{a} \in S^{k-1}$ there exists $\mathbf{a}_{0} \in \mathcal{N}$ where $\left\|\mathbf{a}_{0}-\mathbf{a}\right\|<n^{-1 / 2}$. With probability $1-n^{-D}$, the conclusions of Theorems 2.12 and 2.13 hold with constants $\delta / 2$ and $\varepsilon / 2$ simultaneously over $\mathbf{a}_{0} \in \mathcal{N}$ by a union bound. Furthermore, by Lemma 4.8, with probability at least $1-n^{-D}$ we have $\left\|\widehat{\Sigma}(\mathbf{a})-\widehat{\Sigma}\left(\mathbf{a}_{0}\right)\right\|<$ $C n^{-1 / 2}$ for all $\mathbf{a} \in S^{k-1}$, where $\mathbf{a}_{0}$ is the closest point to $\mathbf{a}$ in $\mathcal{N}$. Note that by Theorem 2.5 , this implies also $\operatorname{supp}\left(\mu_{0}(\mathbf{a})\right) \subseteq \operatorname{supp}\left(\mu_{0}\left(\mathbf{a}_{0}\right)\right)_{\delta / 4}$ and $\operatorname{supp}\left(\mu_{0}\left(\mathbf{a}_{0}\right)\right) \subseteq \operatorname{supp}\left(\mu_{0}(\mathbf{a})\right)_{\delta / 4}$ for all large $n$.

On the above event, consider any $\mathbf{a} \in S^{k-1}$ and nearest point $\mathbf{a}_{0} \in \mathcal{N}$. Let $\Lambda_{\delta / 2}\left(\mathbf{a}_{0}\right)$ and $\widehat{\Lambda}_{\delta / 2}\left(\mathbf{a}_{0}\right)$ be the sets guaranteed by Theorem 2.12 at $\mathbf{a}_{0}$, so

$$
\operatorname{ordered}-\operatorname{dist}\left(\Lambda_{\delta / 2}\left(\mathbf{a}_{0}\right), \widehat{\Lambda}_{\delta / 2}\left(\mathbf{a}_{0}\right)\right)<n^{-1 / 2+\varepsilon / 2}
$$

The condition $\left\|\widehat{\Sigma}(\mathbf{a})-\widehat{\Sigma}\left(\mathbf{a}_{0}\right)\right\|<C n^{-1 / 2}$ implies there is $\widehat{\Lambda}_{\delta}(\mathbf{a}) \subset \operatorname{spec}(\widehat{\Sigma}(\mathbf{a}))$ such that

$$
\operatorname{ordered}-\operatorname{dist}\left(\widehat{\Lambda}_{\delta}(\mathbf{a}), \widehat{\Lambda}_{\delta / 2}\left(\mathbf{a}_{0}\right)\right)<C n^{-1 / 2}
$$

Since $\widehat{\Lambda}_{\delta / 2}\left(\mathbf{a}_{0}\right)$ contains all eigenvalues of $\widehat{\Sigma}\left(\mathbf{a}_{0}\right)$ outside $\operatorname{supp}\left(\mu_{0}\left(\mathbf{a}_{0}\right)\right)_{\delta / 2}$, we have that $\widehat{\Lambda}_{\delta}(\mathbf{a})$ contains all eigenvalues of $\widehat{\Sigma}(\mathbf{a})$ outside $\operatorname{supp}\left(\mu_{0}(\mathbf{a})\right)_{\delta}$. On the other hand, $\Lambda_{\delta / 2}\left(\mathbf{a}_{0}\right)$ is a subset of roots of $0=$ $\operatorname{det}\left(K\left(\lambda, \mathbf{a}_{0}\right)\right)$, where $K\left(\lambda, \mathbf{a}_{0}\right)$ is defined by (4.5) at $B=B\left(\mathbf{a}_{0}\right)$. Letting $\mu_{1}\left(\lambda, \mathbf{a}_{0}\right) \leq \ldots \leq \mu_{L}\left(\lambda, \mathbf{a}_{0}\right)$ denote the eigenvalues of $K\left(\lambda, \mathbf{a}_{0}\right)$, the multiset $\Lambda_{0}\left(\mathbf{a}_{0}\right)$ is in 1-to-1 correspondence with pairs $\left(\ell, \lambda_{0}\right)$ where $\mu_{\ell}\left(\lambda_{0}, \mathbf{a}_{0}\right)=0$. For each such $\left(\ell, \lambda_{0}\right)$, Lemma 4.8 implies $\left\|K\left(\lambda_{0}, \mathbf{a}\right)-K\left(\lambda_{0}, \mathbf{a}_{0}\right)\right\|<C n^{-1 / 2}$, so $\left|\mu_{\ell}\left(\lambda_{0}, \mathbf{a}\right)\right|<C n^{-1 / 2}$. As $-K$ is the upper $L \times L$ submatrix of $T$, Proposition 2.11(c) implies $\mu_{\ell}$ decreases in $\lambda$ at a rate of at least 1 , so $\mu_{\ell}(\lambda, \mathbf{a})=0$ for some $\lambda$ with $\left|\lambda-\lambda_{0}\right|<C n^{-1 / 2}$. Thus there exists $\Lambda_{\delta}(\mathbf{a}) \subseteq \Lambda_{0}(\mathbf{a})$ where

$$
\operatorname{ordered}-\operatorname{dist}\left(\Lambda_{\delta}(\mathbf{a}), \Lambda_{\delta / 2}\left(\mathbf{a}_{0}\right)\right)<C n^{-1 / 2}
$$

and similarly $\Lambda_{\delta}(\mathbf{a})$ contains all elements of $\Lambda_{0}(\mathbf{a})$ outside $\operatorname{supp}\left(\mu_{0}(\mathbf{a})\right)_{\delta}$. Then

$$
\operatorname{ordered}-\operatorname{dist}\left(\Lambda_{\delta}(\mathbf{a}), \widehat{\Lambda}_{\delta}(\mathbf{a})\right)<2 C n^{-1 / 2}+n^{-1 / 2+\varepsilon / 2}<n^{-1 / 2+\varepsilon}
$$

so the conclusion of Theorem 2.12 holds at each $\mathbf{a} \in S^{k-1}$.
For Theorem 2.13(a), let $\lambda \in \Lambda_{0}(\mathbf{a})$ be separated from other elements of $\Lambda_{0}(\mathbf{a})$ by $\delta$. Then Proposition 2.11(c) implies 0 is separated from other eigenvalues of $T(\lambda, \mathbf{a})$ by $\delta$. Letting $\lambda_{0} \in \Lambda_{0}\left(\mathbf{a}_{0}\right)$ be such that $\left|\lambda_{0}-\lambda\right|<C n^{-1 / 2}$, as identified above, Lemma 4.8 implies $\left\|T\left(\lambda_{0}, \mathbf{a}_{0}\right)-T(\lambda, \mathbf{a})\right\|<C n^{-1 / 2}$. Thus if $\mathbf{v}$ and $\mathbf{v}_{0}$ are the null unit eigenvectors of $T(\lambda, \mathbf{a})$ and $T\left(\lambda_{0}, \mathbf{a}_{0}\right)$, then $\left\|\mathbf{v}-\mathbf{v}_{0}\right\|<C n^{-1 / 2}$ for an appropriate choice of sign. Similarly, if $\hat{\lambda} \in \operatorname{spec}(\widehat{\Sigma}(\mathbf{a}))$ and $\hat{\lambda}_{0} \in \operatorname{spec}\left(\widehat{\Sigma}\left(\mathbf{a}_{0}\right)\right)$ are such that $|\hat{\lambda}-\lambda|<n^{-1 / 2+\varepsilon}$ and $\left|\hat{\lambda}_{0}-\lambda_{0}\right|<n^{-1 / 2+\varepsilon}$, then $\hat{\lambda}$ is separated from other eigenvalues of $\widehat{\Sigma}(\mathbf{a})$ by $\delta-C n^{-1 / 2+\varepsilon}$, and the bound $\left\|\widehat{\Sigma}(\mathbf{a})-\widehat{\Sigma}\left(\mathbf{a}_{0}\right)\right\|<C n^{-1 / 2}$ implies that the corresponding eigenvectors $\hat{\mathbf{v}}$ and $\hat{\mathbf{v}}_{0}$ satisfy $\left\|\hat{\mathbf{v}}-\hat{\mathbf{v}}_{0}\right\|<C n^{-1 / 2}$. Lemma 4.8 finally implies $\left\|\partial_{\lambda} T(\lambda, \mathbf{a})-\partial_{\lambda} T\left(\lambda_{0}, \mathbf{a}_{0}\right)\right\|<C n^{-1 / 2}$, so the conclusion of Theorem 2.13(a) at a follows from that at $\mathbf{a}_{0}$.

We may now establish the first of the above three claims for Theorem 2.17.
Proof of Claim 1. Consider the event of probability $1-n^{-D}$ on which the conclusions of Theorems 2.12(a) and 2.13 hold simultaneously over $\mathbf{a} \in S^{k-1}$.

For each $(\hat{\mu}, \hat{\mathbf{v}}) \in \mathcal{M}$, there are $\mathbf{a} \in S^{k-1}$ and $\hat{\lambda} \in \operatorname{spec}(\widehat{\Sigma}(\mathbf{a})) \cap \mathcal{I}_{\delta}(\mathbf{a})$ with $\hat{\mu}=\hat{\lambda} / t_{1}(\hat{\lambda}, \mathbf{a})$ and $t_{2}(\hat{\lambda}, \mathbf{a})=\ldots=t_{k}(\hat{\lambda}, \mathbf{a})=0$. On the above event, for each such $(\hat{\lambda}, \mathbf{a})$, there exists $\lambda$ with $|\hat{\lambda}-\lambda|<n^{-1 / 2+\varepsilon}$ and $0=\operatorname{det} T(\lambda, \mathbf{a})$. Then Lemma 4.8 implies

$$
\begin{equation*}
\|T(\hat{\lambda}, \mathbf{a})-T(\lambda, \mathbf{a})\|<C n^{-1 / 2+\varepsilon} \tag{4.26}
\end{equation*}
$$

An eigenvalue of $T(\lambda, \mathbf{a})$ is 0 , so an eigenvalue of $T(\hat{\lambda}, \mathbf{a})$ has magnitude at most $C n^{-1 / 2+\varepsilon}$. From the two equivalent forms (2.12) and (2.15) of $T$ and the condition $t_{2}(\hat{\lambda}, \mathbf{a})=\ldots=t_{k}(\hat{\lambda}, \mathbf{a})=0$,

$$
\begin{equation*}
T(\hat{\lambda}, \mathbf{a})=\hat{\lambda} \operatorname{Id}-t_{1}(\hat{\lambda}, \mathbf{a}) \Sigma_{1}=-\frac{1}{m_{0}(\hat{\lambda}, \mathbf{a})} \operatorname{Id}-t_{1}(\hat{\lambda}, \mathbf{a}) V_{1}^{\prime} \Theta_{1} V_{1} \tag{4.27}
\end{equation*}
$$

Since $\left|m_{0}(\lambda, \mathbf{a})\right|<C$, the second form above implies that the $O\left(n^{-1 / 2+\varepsilon}\right)$ eigenvalue of $T(\hat{\lambda}, \mathbf{a})$ must be $\hat{\lambda}-t_{1}(\hat{\lambda}, \mathbf{a}) \mu=-1 / m_{0}(\hat{\lambda}, \mathbf{a})-t_{1}(\hat{\lambda}, \mathbf{a}) \theta$ for a spike eigenvalue $\mu=\theta+\sigma_{1}^{2}$ of $\Sigma_{1}$. As $\theta$ is bounded, the condition $\left|-1 / m_{0}(\hat{\lambda}, \mathbf{a})-t_{1}(\hat{\lambda}, \mathbf{a}) \theta\right|<C n^{-1 / 2+\varepsilon}$ implies in particular that $\left|t_{1}(\hat{\lambda}, \mathbf{a})\right|>c$ for a constant $c>0$. Then dividing $\left|\hat{\lambda}-t_{1}(\hat{\lambda}, \mathbf{a}) \mu\right|<C n^{-1 / 2+\varepsilon}$ by $t_{1}(\hat{\lambda}, \mathbf{a}),|\hat{\mu}-\mu|<C n^{-1 / 2+\varepsilon}$ for a different constant $C>0$. Furthermore, on the above event, $\left\|P_{\mathcal{S}} \hat{\mathbf{v}}-\alpha \mathbf{w}\right\|<n^{-1 / 2+\varepsilon}$ for the null vector $\mathbf{w}$ of $T(\lambda, \mathbf{a})$ and for $\alpha=\left(\mathbf{w}^{\prime} \partial_{\lambda} T(\lambda, \mathbf{a}) \mathbf{w}\right)^{-1 / 2}$. By the second form in (4.27), the separation of values of $\Theta_{1}$ by $\tau$, and the above lower bound on $t_{1}(\hat{\lambda}, \mathbf{a})$, the null eigenvalue of $T(\lambda, \mathbf{a})$ is separated from other eigenvalues by a constant $c>0$. Then (4.26) implies $\|\mathbf{w}-\mathbf{v}\|<C n^{-1 / 2+\varepsilon}$ where $\mathbf{v}$ is the (appropriately signed) eigenvector of $T(\hat{\lambda}, \mathbf{a})$ corresponding to the eigenvalue $\hat{\lambda}-t_{1}(\hat{\lambda}, \mathbf{a}) \mu$. This is exactly the eigenvector of $\Sigma_{1}$ corresponding to $\mu$, and thus $\left\|P_{\mathcal{S}} \hat{\mathbf{v}}-\alpha \mathbf{v}\right\|<C n^{-1 / 2+\varepsilon}$.

For the remaining two claims, let us first sketch the argument at a high level: Suppose $\mu$ is a
spike eigenvalue of $\Sigma_{1}$, and $\mathbf{a}_{0} \in S^{k-1}$ and $\hat{\lambda}_{0} \in \operatorname{spec}\left(\widehat{\Sigma}\left(\mathbf{a}_{0}\right)\right)$ are such that

$$
\hat{\lambda}_{0} / t_{1}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) \approx \mu, \quad t_{r}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) \approx 0 \text { for all } r=2, \ldots, k
$$

We will show that under Assumption 2.16, this holds for some ( $\hat{\lambda}_{0}, \mathbf{a}_{0}$ ) whenever $\mu$ is sufficiently large. The separation of $\mu$ from other eigenvalues of $\Sigma_{1}$ will imply that $\hat{\lambda}_{0}$ is separated from other eigenvalues of $\widehat{\Sigma}\left(\mathbf{a}_{0}\right)$. Then for all $\mathbf{a} \in S^{k-1}$ in a neighborhood of $\mathbf{a}_{0}$, we may identify an eigenvalue $\hat{\lambda}(\mathbf{a})$ of $\widehat{\Sigma}(\mathbf{a})$ such that $\hat{\lambda}\left(\mathbf{a}_{0}\right)=\hat{\lambda}_{0}$ and $\hat{\lambda}(\mathbf{a})$ varies analytically in a. Applying a version of the inverse function theorem, we will show that the mapping

$$
\mathbf{a} \mapsto\left(t_{2}(\hat{\lambda}(\mathbf{a}), \mathbf{a}), \ldots, t_{k}(\hat{\lambda}(\mathbf{a}), \mathbf{a})\right)
$$

is injective in this neighborhood of $\mathbf{a}_{0}$, and its image contains 0 . This local injectivity, together with Assumption 2.16, will imply Claim 2. The image containing 0 will imply Claim 3.

We use the following quantitative version of the inverse function theorem to carry out this argument.

Lemma 4.10. Fix constants $C, c_{0}, c_{1}, m>0$. Let $\mathbf{x}_{0} \in \mathbb{R}^{m}$, let $U=\left\{\mathbf{x} \in \mathbb{R}^{m}:\left\|\mathbf{x}-\mathbf{x}_{0}\right\|<c_{0}\right\}$, and let $f: U \rightarrow \mathbb{R}^{m}$ be twice continuously differentiable. Denote by $\mathrm{d} f \in \mathbb{R}^{m \times m}$ the derivative of $f$, and suppose for all $\mathbf{v} \in \mathbb{R}^{m}, i, j, k \in\{1, \ldots, m\}$, and $\mathbf{x} \in U$ that

$$
\left\|\left(\mathrm{d} f\left(\mathbf{x}_{0}\right)\right) \mathbf{v}\right\| \geq c_{1}\|\mathbf{v}\|, \quad\left|\partial_{x_{i}} \partial_{x_{j}} f_{k}(\mathbf{x})\right|<C
$$

Then there are constants $\varepsilon_{0}, \varepsilon_{1}, c>0$ such that $f$ is injective on $U_{0}=\left\{\mathbf{x} \in \mathbb{R}^{m}:\left\|\mathbf{x}-\mathbf{x}_{0}\right\|<\varepsilon_{0}\right\}$, $\left\|f\left(\mathbf{x}_{1}\right)-f\left(\mathbf{x}_{2}\right)\right\| \geq c\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|$ for all $\mathbf{x}_{1}, \mathbf{x}_{2} \in U_{0}$, and the image $f\left(U_{0}\right)$ contains $\left\{\mathbf{y} \in \mathbb{R}^{m}: \| \mathbf{y}-\right.$ $\left.f\left(\mathbf{x}_{0}\right) \|<\varepsilon_{1}\right\}$.

Proof. Assume without loss of generality $\mathbf{x}_{0}=0$ and $f\left(\mathbf{x}_{0}\right)=0$. By Taylor's theorem and the given second derivative bound, for all $\mathbf{x} \in U$ and a constant $C>0,\|\mathrm{~d} f(\mathbf{x})-\mathrm{d} f(0)\| \leq C\|\mathbf{x}\|$. Then for sufficiently small $\varepsilon_{0}>0$, all $\mathbf{x} \in U_{0}=\left\{\mathbf{x} \in \mathbb{R}^{m}:\|\mathbf{x}\|<\varepsilon_{0}\right\}$, and all $\mathbf{v} \in \mathbb{R}^{m}$,

$$
\|(\mathrm{d} f(\mathbf{x})) \mathbf{v}\| \geq\|(\mathrm{d} f(0)) \mathbf{v}\|-C\|\mathbf{x}\|\|\mathbf{v}\| \geq\left(c_{1}-C \varepsilon_{0}\right)\|\mathbf{v}\| \geq\left(c_{1} / 2\right)\|\mathbf{v}\|
$$

Furthermore, for all $\mathbf{x}_{1}, \mathbf{x}_{2} \in U$,

$$
\left\|f\left(\mathbf{x}_{2}\right)-f\left(\mathbf{x}_{1}\right)-\left(\mathrm{d} f\left(\mathbf{x}_{1}\right)\right)\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right)\right\| \leq C\left\|\mathbf{x}_{2}-\mathbf{x}_{1}\right\|^{2}
$$

Then for sufficiently small $\varepsilon_{0}>0$ and all $\mathbf{x}_{1}, \mathbf{x}_{2} \in U_{0}$,

$$
\begin{equation*}
\left\|f\left(\mathbf{x}_{2}\right)-f\left(\mathbf{x}_{1}\right)\right\| \geq\left(c_{1} / 2\right)\left\|\mathbf{x}_{2}-\mathbf{x}_{1}\right\|-C\left\|\mathbf{x}_{2}-\mathbf{x}_{1}\right\|^{2} \geq c\left\|\mathbf{x}_{2}-\mathbf{x}_{1}\right\| \tag{4.28}
\end{equation*}
$$

for a constant $c>0$. In particular, $f$ is injective on $U_{0}$.
To prove the surjectivity claim, let $K=\left\{\mathbf{x} \in \mathbb{R}^{m}:\|\mathbf{x}\| \leq \varepsilon_{0} / 2\right\} \subset U_{0}$. For a sufficiently small constant $\varepsilon_{1}>0$, the above applied with $\mathbf{x}_{2}=\mathbf{x}$ on the boundary of $K$ and $\mathbf{x}_{1}=0$ implies

$$
\|f(\mathbf{x})\|>2 \varepsilon_{1} \text { for all } \mathbf{x} \text { on the boundary of } K
$$

Fix any $\mathbf{y} \in \mathbb{R}^{m}$ with $\|\mathbf{y}\|<\varepsilon_{1}$, and define $h(\mathbf{x})=\|f(\mathbf{x})-\mathbf{y}\|^{2}$ over $\mathbf{x} \in K$. As $K$ is compact, there is $\mathbf{x}_{*} \in K$ that minimizes $h$. Since $h(0)=\|\mathbf{y}\|^{2}<\varepsilon_{1}^{2}$ while $h(\mathbf{x})>\varepsilon_{1}^{2}$ for $\mathbf{x}$ on the boundary of $K$ by the above, $\mathbf{x}_{*}$ is in the interior of $K$. Then

$$
0=\mathrm{d} h\left(\mathbf{x}_{*}\right)=2\left(f\left(\mathbf{x}_{*}\right)-\mathbf{y}\right)^{\prime}\left(\mathrm{d} f\left(\mathbf{x}_{*}\right)\right)
$$

Since $\mathrm{d} f\left(\mathbf{x}_{*}\right)$ is invertible by (4.28), this implies $f\left(\mathbf{x}_{*}\right)=\mathbf{y}$. So $f\left(U_{0}\right)$ contains any such $\mathbf{y}$.
We now make the above proof sketch for Claims 2 and 3 precise.
Lemma 4.11. Let $\mu=\theta+\sigma_{1}^{2}$ be the $\ell^{\text {th }}$ largest spike eigenvalue of $\Sigma_{1}$. Define

$$
t_{+}(\lambda, \mathbf{a})=\left(t_{2}(\lambda, \mathbf{a}), \ldots, t_{k}(\lambda, \mathbf{a})\right)
$$

Then there exist constants $c, \varepsilon_{0}, \varepsilon_{1}>0$ such that for any $D>0$ and all $n \geq n_{0}(\delta, D)$, under the conditions of Theorem 2.17, the following holds with probability at least $1-n^{-D}$ : For all $\mathbf{a}_{0} \in S^{k-1}$, if there exists $\hat{\lambda}_{0} \in \operatorname{spec}\left(\widehat{\Sigma}\left(\mathbf{a}_{0}\right)\right) \cap \mathcal{I}_{\delta}\left(\mathbf{a}_{0}\right)$ which satisfies

$$
\begin{equation*}
\left|-\frac{1}{m_{0}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)}-t_{1}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) \theta\right|<\varepsilon_{1}, \quad\left\|t_{+}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)\right\|<\varepsilon_{1} \tag{4.29}
\end{equation*}
$$

then:

- $\hat{\lambda}_{0}$ is the $\ell^{\text {th }}$ largest eigenvalue of $\widehat{\Sigma}\left(\mathbf{a}_{0}\right)$.
- The $\ell^{\text {th }}$ largest eigenvalue $\hat{\lambda}(\mathbf{a})$ of $\widehat{\Sigma}(\mathbf{a})$ is simple over $O=\left\{\mathbf{a} \in \mathbb{R}^{k}:\left\|\mathbf{a}-\mathbf{a}_{0}\right\|<\varepsilon_{0}\right\}$.
- The map $\hat{f}(\mathbf{a})=t_{+}(\hat{\lambda}(\mathbf{a}), \mathbf{a})$ is injective on $U=O \cap S^{k-1}$ and satisfies $\left\|\hat{f}\left(\mathbf{a}_{1}\right)-\hat{f}\left(\mathbf{a}_{2}\right)\right\| \geq$ $c\left\|\mathbf{a}_{1}-\mathbf{a}_{2}\right\|$ for all $\mathbf{a}_{1}, \mathbf{a}_{2} \in U$. Furthermore, its image $\hat{f}(U)$ contains $\left\{\mathbf{t} \in \mathbb{R}^{k-1}:\|\mathbf{t}\|<\varepsilon_{1}\right\}$.

Proof. Throughout the proof, we use the convention that constants $C, c>0$ do not depend on $\varepsilon_{0}, \varepsilon_{1}$.
Let $\mathcal{N} \subset S^{k-1}$ be a covering net with $|\mathcal{N}| \leq n^{C}$, such that for each $\mathbf{a} \in S^{k-1}$ there is $\mathbf{a}_{0} \in \mathcal{N}$ with $\left\|\mathbf{a}-\mathbf{a}_{0}\right\|<n^{-1 / 2}$. It suffices to establish the result for each fixed $\mathbf{a}_{0} \in \mathcal{N}$ with probability $1-n^{-D}$. The result then holds simultaneously for all $\mathbf{a}_{0} \in S^{k-1}$ by a union bound over $\mathcal{N}$ and the Lipschitz continuity of $m_{0}^{-1}, t_{1}$, and $t_{+}$as established in Lemma 4.8.

Thus, let us fix $\mathbf{a}_{0} \in \mathcal{N}$. Consider the good event where the conclusion of Theorem 2.12 holds for $B=B\left(\mathbf{a}_{0}\right)$, and also $\left\|\widehat{\Sigma}(\mathbf{a})-\widehat{\Sigma}\left(\mathbf{a}_{0}\right)\right\| \leq C\left\|\mathbf{a}-\mathbf{a}_{0}\right\|$ and $\left\|\partial_{a_{r}} \widehat{\Sigma}(\mathbf{a})\right\|<C$ for all $r=1, \ldots, k$ and $\mathbf{a} \in \mathbb{R}^{k}$.

Consider $m_{0}, t_{r}, T$ defined at $\mathbf{a}_{0}$, and (for notational convenience) suppress their dependence on $\mathbf{a}_{0}$. On this good event, for each $\hat{\lambda}_{0}$ satisfying (4.29), there exists $\lambda_{0}$ with $\left|\lambda_{0}-\hat{\lambda}_{0}\right|<n^{-1 / 2+\varepsilon}$ and $0=$ $\operatorname{det} T\left(\lambda_{0}\right)$. Lemma 4.8 implies $\left|m_{0}\left(\lambda_{0}\right)^{-1}-m_{0}\left(\hat{\lambda}_{0}\right)^{-1}\right|<C n^{-1 / 2+\varepsilon}$ and $\left|t_{r}\left(\lambda_{0}\right)-t_{r}\left(\hat{\lambda}_{0}\right)\right|<C n^{-1 / 2+\varepsilon}$ for each $r$. Then (2.15), (4.29), and the condition $\theta \geq \tau$ in Theorem 2.17 imply

$$
\begin{equation*}
\left\|T\left(\lambda_{0}\right)+m_{0}\left(\lambda_{0}\right)^{-1}\left(\operatorname{Id}-\theta^{-1} V_{1} \Theta_{1} V_{1}^{\prime}\right)\right\|<C \varepsilon_{1} \tag{4.30}
\end{equation*}
$$

Since $\lambda_{0} \in \mathcal{I}_{\delta}\left(\mathbf{a}_{0}\right)$ is greater than $\operatorname{supp}\left(\mu_{0}\right)$, we have $m_{0}\left(\lambda_{0}\right)<0$ by (2.11). As $\theta$ is the $\ell^{\text {th }}$ largest value of $\Theta_{1}$, this implies the $\ell^{\text {th }}$ smallest eigenvalue of $-m_{0}\left(\lambda_{0}\right)^{-1}\left(\operatorname{Id}-\theta^{-1} V_{1} \Theta_{1} V_{1}\right)$ is 0 . Then, denoting by $\mu_{1}(\lambda) \leq \ldots \leq \mu_{p}(\lambda)$ the eigenvalues of $T(\lambda)$, (4.30) yields $\left|\mu_{\ell}\left(\lambda_{0}\right)\right|<C \varepsilon_{1}$. The separation of values of $\Theta_{1}$ by $\tau$ further implies $\mu_{\ell-1}\left(\lambda_{0}\right)<-\left|m_{0}\left(\lambda_{0}\right) \theta\right|^{-1} \tau+C \varepsilon_{1}$ and $\mu_{\ell+1}\left(\lambda_{0}\right)>$ $\left|m_{0}\left(\lambda_{0}\right) \theta\right|^{-1} \tau-C \varepsilon_{1}$. As $\theta<C$ and $\left|m_{0}\left(\lambda_{0}\right)\right|<C$, for sufficiently small $\varepsilon_{1}$ this yields

$$
\mu_{\ell+1}\left(\lambda_{0}\right)>c, \quad \mu_{\ell-1}\left(\lambda_{0}\right)<-c, \quad \mu_{\ell}\left(\lambda_{0}\right)=0
$$

for a constant $c>0$, where the third statement must hold because $0=\operatorname{det} T\left(\lambda_{0}\right)$. For each $j=1, \ldots, p$ and all $\lambda<\lambda^{\prime}$ in $\mathcal{I}_{\delta}\left(\mathbf{a}_{0}\right)$, note that

$$
\lambda^{\prime}-\lambda \leq \mu_{j}\left(\lambda^{\prime}\right)-\mu_{j}(\lambda)<C\left(\lambda^{\prime}-\lambda\right)
$$

where the lower bound follows from Proposition 2.11(c) and the upper bound follows from $\left\|\partial_{\lambda} T(\lambda)\right\|<$ $C$. Then $\lambda_{0}$ is separated from all other roots of $0=\operatorname{det} T(\lambda)$ by a constant $c>0$. Furthermore, there are exactly $\ell-1$ roots of $0=\operatorname{det} T(\lambda)$ which are greater than $\lambda_{0}$, one corresponding to each $\mu_{j}$ for $j=1, \ldots, \ell-1$. Then on the above good event, there can only be one such $\hat{\lambda}_{0}$ satisfying (4.29), which is the $\ell^{\text {th }}$ largest eigenvalue of $\widehat{\Sigma}\left(\mathbf{a}_{0}\right)$. Furthermore, it is separated from all other eigenvalues of $\widehat{\Sigma}\left(\mathbf{a}_{0}\right)$ by a constant $c>0$, and for a sufficiently small constant $\varepsilon_{0}>0$, the $\ell^{\text {th }}$ largest eigenvalue $\hat{\lambda}(\mathbf{a})$ is simple and analytic on $O=\left\{\mathbf{a} \in \mathbb{R}^{k}:\left\|\mathbf{a}-\mathbf{a}_{0}\right\|<\varepsilon_{0}\right\}$. This verifies the first two statements.

To verify the third statement, consider a chart $(V, \varphi)$ where $V=\left\{\mathbf{v} \in \mathbb{R}^{k-1}:\|\mathbf{v}\|<\varepsilon_{0}\right\}$, $\varphi: V \rightarrow U$ is a smooth, bijective map with bounded first- and second-order derivatives, $\varphi(0)=\mathbf{a}_{0}$, and $\left\|\varphi\left(\mathbf{v}_{1}\right)-\varphi\left(\mathbf{v}_{2}\right)\right\| \geq\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\| / 2$ for all $\mathbf{v}_{1}, \mathbf{v}_{2} \in V$. We apply Lemma 4.10 to the map $\hat{g}=\hat{f} \circ \varphi$. To verify the second-derivative bounds for $\hat{g}$, note that for $\mathbf{a} \in O$, letting $\hat{\mathbf{v}}(\mathbf{a})$ be the unit eigenvector where $\widehat{\Sigma}(\mathbf{a}) \hat{\mathbf{v}}(\mathbf{a})=\hat{\lambda}(\mathbf{a}) \hat{\mathbf{v}}(\mathbf{a})$, we have

$$
\begin{align*}
\partial_{a_{r}} \hat{\lambda}(\mathbf{a}) & =\hat{\mathbf{v}}(\mathbf{a})^{\prime}\left(\partial_{a_{r}} \widehat{\Sigma}(\mathbf{a})\right) \hat{\mathbf{v}}(\mathbf{a}),  \tag{4.31}\\
\partial_{a_{r}} \partial_{a_{s}} \hat{\lambda}(\mathbf{a}) & =\left(\partial_{a_{s}} \hat{\mathbf{v}}(\mathbf{a})\right)^{\prime}\left(\partial_{a_{r}} \widehat{\Sigma}(\mathbf{a})\right) \hat{\mathbf{v}}(\mathbf{a})+\hat{\mathbf{v}}(\mathbf{a})^{\prime}\left(\partial_{a_{r}} \widehat{\Sigma}(\mathbf{a})\right)\left(\partial_{a_{s}} \hat{\mathbf{v}}(\mathbf{a})\right) \\
& =2 \hat{\mathbf{v}}(\mathbf{a})^{\prime}\left(\partial_{a_{r}} \widehat{\Sigma}(\mathbf{a})\right)(\hat{\lambda}(\mathbf{a}) \operatorname{Id}-\widehat{\Sigma}(\mathbf{a}))^{\dagger}\left(\partial_{a_{s}} \widehat{\Sigma}(\mathbf{a})\right) \hat{\mathbf{v}}(\mathbf{a}),
\end{align*}
$$

where $(\hat{\lambda}(\mathbf{a}) \operatorname{Id}-\widehat{\Sigma}(\mathbf{a}))^{\dagger}$ is the Moore-Penrose pseudo-inverse. Since $\hat{\lambda}(\mathbf{a})$ is separated from other
eigenvalues of $\widehat{\Sigma}(\mathbf{a})$ by a constant, $\left\|(\hat{\lambda}(\mathbf{a}) \operatorname{Id}-\widehat{\Sigma}(\mathbf{a}))^{\dagger}\right\|<C$. Then Lemma 4.8 and the chain rule imply that on the above good event, $\hat{g}$ has all second-order derivatives bounded on $V$. It remains to check the condition $\|(\mathrm{d} \hat{g}(0)) \mathbf{v}\| \geq c\|\mathbf{v}\|$ for a constant $c>0$ and all $\mathbf{v} \in \mathbb{R}^{k-1}$. Since $\mathrm{d} \hat{g}(0)=\mathrm{d} \hat{f}\left(\mathbf{a}_{0}\right) \cdot \mathrm{d} \varphi(0)$, and $\mathrm{d} \varphi(0) \mathbf{v}$ is orthogonal to $\mathbf{a}_{0}$ with $\|\mathrm{d} \varphi(0) \mathbf{v}\| \geq\|\mathbf{v}\| / 2$, we must check

$$
\begin{equation*}
\left\|\left(\mathrm{d} \hat{f}\left(\mathbf{a}_{0}\right)\right) \mathbf{w}\right\| \geq c\|\mathbf{w}\| \tag{4.32}
\end{equation*}
$$

for a constant $c>0$ and all $\mathbf{w}$ orthogonal to $\mathbf{a}_{0}$, where $\mathrm{d} \hat{f}$ is the derivative of $\hat{f}: O \rightarrow \mathbb{R}^{k-1}$.
For this, let $\lambda_{0}=\hat{\lambda}_{0}+O\left(n^{-1 / 2+\varepsilon}\right)$ be the root of $0=\operatorname{det} T\left(\lambda, \mathbf{a}_{0}\right)$, and let $\mathbf{v}_{0} \in \operatorname{ker} T\left(\lambda_{0}, \mathbf{a}_{0}\right)$. As $\lambda_{0}$ is a simple root, the implicit function theorem implies we may define $\lambda(\mathbf{a})$ analytically on a neighborhood of $\mathbf{a}_{0}$ such that $\lambda\left(\mathbf{a}_{0}\right)=\lambda_{0}$ and $0=\operatorname{det} T(\lambda(\mathbf{a}), \mathbf{a})$. As $T(\lambda(\mathbf{a}), \mathbf{a})$ is analytic in a and 0 is a simple eigenvalue of this matrix at $\mathbf{a}_{0}$, we may also define the null eigenvector $\mathbf{v}(\mathbf{a})$ analytically on a neighborhood of $\mathbf{a}_{0}$, so that $\mathbf{v}\left(\mathbf{a}_{0}\right)=\mathbf{v}_{0}, T(\lambda(\mathbf{a}), \mathbf{a}) \mathbf{v}(\mathbf{a})=0$, and $\|\mathbf{v}(\mathbf{a})\|^{2}=1$. We show in Lemma 4.12 below that on an event of probability $1-n^{-D}$, we have

$$
\begin{equation*}
\left\|\mathrm{d} \lambda\left(\mathbf{a}_{0}\right)-\mathrm{d} \hat{\lambda}\left(\mathbf{a}_{0}\right)\right\|<n^{-1 / 2+\varepsilon} \tag{4.33}
\end{equation*}
$$

Assuming (4.33) holds, let us first show that the analogue of (4.32) holds for the function

$$
f(\mathbf{a})=t_{+}(\lambda(\mathbf{a}), \mathbf{a})
$$

Denote $m(\mathbf{a})=m_{0}(\lambda(\mathbf{a}), \mathbf{a}), \mathbf{b}(\mathbf{a})=m(\mathbf{a}) \mathbf{a}$, and $s_{+}(\mathbf{b})=\left(s_{2}(\mathbf{b}), \ldots, s_{k}(\mathbf{b})\right)$ where $s$ is as in (2.20). Then $m(\mathbf{a}) f(\mathbf{a})=s_{+}(\mathbf{b}(\mathbf{a}))$. Denote $\mathbf{b}_{0}=\mathbf{b}\left(\mathbf{a}_{0}\right)$ and differentiate this with respect to a at $\mathbf{a}_{0}$ to get

$$
f\left(\mathbf{a}_{0}\right)\left(\mathrm{d} m\left(\mathbf{a}_{0}\right)\right)^{\prime}+m\left(\mathbf{a}_{0}\right) \mathrm{d} f\left(\mathbf{a}_{0}\right)=\mathrm{d} s_{+}\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) .
$$

Hence for any $\mathbf{w} \in \mathbb{R}^{k}$,

$$
\mathrm{d} f\left(\mathbf{a}_{0}\right) \mathbf{w}=\frac{1}{m\left(\mathbf{a}_{0}\right)}\left(\mathrm{d} s_{+}\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) \mathbf{w}-f\left(\mathbf{a}_{0}\right)\left(\mathrm{d} m\left(\mathbf{a}_{0}\right)\right)^{\prime} \mathbf{w}\right) .
$$

Applying $\left\|f\left(\mathbf{a}_{0}\right)\right\|=\left\|t_{+}\left(\lambda_{0}, \mathbf{a}_{0}\right)\right\|<\varepsilon_{1}$ from (4.29), and $\left\|\mathrm{d} m\left(\mathbf{a}_{0}\right)\right\|<C$ and $c<\left|m\left(\mathbf{a}_{0}\right)\right|<C$ from the chain rule, (4.33), (4.31), and Lemma 4.8, we have

$$
\begin{equation*}
\left\|\mathrm{d} f\left(\mathbf{a}_{0}\right) \mathbf{w}\right\| \geq c\left\|\mathrm{~d} s_{+}\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) \mathbf{w}\right\|-C \varepsilon_{1}\|\mathbf{w}\| \tag{4.34}
\end{equation*}
$$

To bound the first term on the right, recall (2.15) and multiply the condition $0=\mathbf{v}(\mathbf{a})^{\prime} T(\lambda(\mathbf{a}), \mathbf{a}) \mathbf{v}(\mathbf{a})$ by $m(\mathbf{a})$ to get

$$
0=\mathbf{v}(\mathbf{a})^{\prime}\left(-\mathrm{Id}+\sum_{r=1}^{k} s_{r}(\mathbf{b}(\mathbf{a})) V_{r} \Theta_{r} V_{r}^{\prime}\right) \mathbf{v}(\mathbf{a})
$$

Differentiate this with respect to a at $\mathbf{a}_{0}$, and set $y_{r}=\mathbf{v}_{0}^{\prime} V_{r} \Theta_{r} V_{r}^{\prime} \mathbf{v}_{0}$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{k}\right)$, to get

$$
0=\sum_{r=1}^{k} \mathrm{~d} s_{r}\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) \cdot \mathbf{v}_{0}^{\prime} V_{r} \Theta_{r} V_{r}^{\prime} \mathbf{v}_{0}=\mathbf{y}^{\prime} \mathrm{d} s\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right)
$$

For any $\mathbf{w} \in \mathbb{R}^{k}$, letting $\mathbf{y}_{+}=\left(y_{2}, \ldots, y_{k}\right)$, this yields

$$
\begin{aligned}
\left\|\mathbf{y}_{+}\right\| \cdot\left\|\mathrm{d} s_{+}\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) \mathbf{w}\right\| & \geq\left|\mathbf{y}_{+}^{\prime} \mathrm{d} s_{+}\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) \mathbf{w}\right| \\
& =\left|y_{1} \mathrm{~d} s_{1}\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) \mathbf{w}\right| \\
& \geq\left|y_{1}\right| \cdot\left\|\mathrm{d} s\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) \mathbf{w}\right\|-\left|y_{1}\right| \cdot\left\|\mathrm{d} s_{+}\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) \mathbf{w}\right\|
\end{aligned}
$$

So

$$
\begin{equation*}
\left\|\mathrm{d} s_{+}\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) \mathbf{w}\right\| \geq \frac{\left|y_{1}\right| \cdot\left\|\mathrm{d} s\left(\mathbf{b}_{0}\right) \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) \mathbf{w}\right\|}{\left|y_{1}\right|+\left\|\mathbf{y}_{+}\right\|} \tag{4.35}
\end{equation*}
$$

Note that $\left|y_{1}\right|+\left\|\mathbf{y}_{+}\right\|<C$. Applying $\mathbf{v}_{0}^{\prime} T\left(\lambda_{0}, \mathbf{a}_{0}\right) \mathbf{v}_{0}=0$ to (4.30), we have also $\left|y_{1}-\theta\right|<C \varepsilon_{1}$, so $\left|y_{1}\right|>\theta-C \varepsilon_{1}>c$ for sufficiently small $\varepsilon_{1}>0$. Finally, recall $\mathbf{b}(\mathbf{a})=m(\mathbf{a}) \mathbf{a}$, $\operatorname{so} \mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right)=$ $m\left(\mathbf{a}_{0}\right) \operatorname{Id}+\mathbf{a}_{0}\left(\mathrm{~d} m\left(\mathbf{a}_{0}\right)\right)^{\prime}$. If $\mathbf{w}$ is orthogonal to $\mathbf{a}_{0}$, then

$$
\left\|\mathrm{d} \mathbf{b}\left(\mathbf{a}_{0}\right) \mathbf{w}\right\|=\left\|m\left(\mathbf{a}_{0}\right) \mathbf{w}+\mathbf{a}_{0}\left(\mathrm{~d} m\left(\mathbf{a}_{0}\right)\right)^{\prime} \mathbf{w}\right\| \geq\left\|m\left(\mathbf{a}_{0}\right) \mathbf{w}\right\| \geq c\|\mathbf{w}\|
$$

As $\left\|\mathbf{b}_{0}\right\|<C$, Assumption 2.16 implies $\left\|\mathrm{d} s\left(\mathbf{b}_{0}\right) \mathbf{v}\right\| \geq c\|\mathbf{v}\|$ for any $\mathbf{v} \in \mathbb{R}^{k}$, so combining these observations with (4.35) and (4.34) yields finally $\left\|\left(\mathrm{d} f\left(\mathbf{a}_{0}\right)\right) \mathbf{w}\right\| \geq c\|\mathbf{w}\|$ for $\mathbf{w}$ orthogonal to $\mathbf{a}_{0}$.

To conclude the proof, recall $f(\mathbf{a})=t_{+}(\lambda(\mathbf{a}), \mathbf{a})$ while $\hat{f}(\mathbf{a})=t_{+}(\hat{\lambda}(\mathbf{a}), \mathbf{a})$. Applying (4.33), Lemma 4.8, and the chain rule, we obtain $\left\|\mathrm{d} f\left(\mathbf{a}_{0}\right)-\mathrm{d} \hat{f}\left(\mathbf{a}_{0}\right)\right\|<C n^{-1 / 2+\varepsilon}$. Hence (4.32) holds, and we may apply Lemma 4.10 to the function $\hat{g}=\hat{f} \circ \varphi$. This shows, for some constants $c, \tilde{\varepsilon}_{0}, \tilde{\varepsilon}_{1}>0$, that $\hat{f}$ is injective on $\tilde{U}=\left\{\mathbf{a} \in S^{k-1}:\left\|\mathbf{a}-\mathbf{a}_{0}\right\|<\tilde{\varepsilon}_{0}\right\}, \hat{f}(\tilde{U})$ contains $\left\{\mathbf{t} \in \mathbb{R}^{k-1}:\left\|\mathbf{t}-\hat{f}\left(\mathbf{a}_{0}\right)\right\|<\tilde{\varepsilon}_{1}\right\}$, and $\left\|\hat{f}\left(\mathbf{a}_{1}\right)-\hat{f}\left(\mathbf{a}_{2}\right)\right\| \geq c\left\|\mathbf{a}_{1}-\mathbf{a}_{2}\right\|$ for $\mathbf{a}_{1}, \mathbf{a}_{2} \in \tilde{U}$. Observe that if $\|\mathbf{t}\|<\varepsilon_{1}$, then $\left\|\mathbf{t}-\hat{f}\left(\mathbf{a}_{0}\right)\right\|<2 \varepsilon_{1}$ by (4.29). Reducing $\varepsilon_{0}$ and $\varepsilon_{1}$ to $\tilde{\varepsilon}_{0}$ and $\tilde{\varepsilon}_{1} / 2$ concludes the proof.

Lemma 4.12. Let $\mathbf{a}_{0} \in S^{k-1}$, let $U \subset \mathbb{R}^{k}$ be a neighborhood of $\mathbf{a}_{0}$, and let $\lambda(\mathbf{a})$ and $\hat{\lambda}(\mathbf{a})$ be analytic functions on $U$ such that $0=\operatorname{det} T(\lambda(\mathbf{a}), \mathbf{a})$ and $\hat{\lambda}(\mathbf{a}) \in \operatorname{spec}(\widehat{\Sigma}(\mathbf{a}))$ for each $\mathbf{a} \in U$. Suppose $\lambda\left(\mathbf{a}_{0}\right)-\hat{\lambda}\left(\mathbf{a}_{0}\right) \prec n^{-1 / 2}$, and $\lambda\left(\mathbf{a}_{0}\right)$ is separated from all other roots of $0=\operatorname{det} T\left(\lambda, \mathbf{a}_{0}\right)$ by a constant $c>0$. Then

$$
\left\|\mathrm{d} \lambda\left(\mathbf{a}_{0}\right)-\mathrm{d} \hat{\lambda}\left(\mathbf{a}_{0}\right)\right\| \prec n^{-1 / 2}
$$

Proof. Let $\lambda_{0}=\lambda\left(\mathbf{a}_{0}\right)$ and $\hat{\lambda}_{0}=\hat{\lambda}\left(\mathbf{a}_{0}\right)$. Denote by $\widehat{K}(\lambda, \mathbf{a})$ and $K(\lambda, \mathbf{a})$ the functions (4.3) and (4.5) for $F=F(\mathbf{a})$. Let us first establish, for each $r=1, \ldots, k$,

$$
\begin{equation*}
\left\|\partial_{a_{r}} K\left(\lambda_{0}, \mathbf{a}_{0}\right)-\partial_{a_{r}} \widehat{K}\left(\lambda_{0}, \mathbf{a}_{0}\right)\right\| \prec n^{-1 / 2} \tag{4.36}
\end{equation*}
$$

The proof is similar to that of (4.8), and we will be brief. For notational convenience, we omit all arguments $\left(\lambda_{0}, \mathbf{a}_{0}\right)$ and denote $\partial=\partial_{a_{r}}$. Recalling $G_{M}$ from (4.4),

$$
\begin{align*}
\partial G_{M} & =(\partial F) X G_{N} X^{\prime} F+F X\left(\partial G_{N}\right) X^{\prime} F+F X G_{N} X^{\prime}(\partial F)-\partial F \\
& =(\partial F) X G_{N} X^{\prime} F-F X G_{N} X^{\prime}(\partial F) X G_{N} X^{\prime} F+F X G_{N} X^{\prime}(\partial F)-\partial F \\
& =-\left(F X G_{N} X^{\prime}-\mathrm{Id}\right)(\partial F)\left(X G_{N} X^{\prime} F-\mathrm{Id}\right) . \tag{4.37}
\end{align*}
$$

Denoting by $\left(\partial G_{M}\right)_{r s}$ the $(r, s)$ block, (4.37) and Lemma 4.5 imply $\left\|\left(\partial G_{M}\right)_{r s} /\left(\sigma_{r} \sigma_{s}\right)\right\|_{\mathrm{HS}} \prec n^{1 / 2}$, so Lemma 4.6 applied conditionally on $X$ yields

$$
\begin{equation*}
\left\|\partial \widehat{K}+\sum_{r=1}^{k}\left(N^{-1} \operatorname{Tr}_{r}\left(\partial G_{M}\right)\right) \Gamma_{r}\right\| \prec n^{-1 / 2} \tag{4.38}
\end{equation*}
$$

Now recall $X G_{N} X^{\prime}=\Delta+m_{0}\left(\operatorname{Id}+m_{0} F\right)^{-1}$ from (4.6), so $X G_{N} X^{\prime} F-\operatorname{Id}=\Delta F-\left(\operatorname{Id}+m_{0} F\right)^{-1}$. Substituting this into (4.37) and applying Lemmas 4.1 and 4.2 , we obtain after some simplification

$$
\begin{aligned}
\sigma_{r}^{-2} \operatorname{Tr}_{r}\left(\partial G_{M}\right)=-\sigma_{r}^{-2} & \operatorname{Tr}_{r}\left[\left(\operatorname{Id}+m_{0} F\right)^{-1}(\partial F)\left(\operatorname{Id}+m_{0} F\right)^{-1}\right] \\
& -N^{-1}\left(\partial_{\lambda} m_{0}\right) \operatorname{Tr}\left[(\partial F)\left(\operatorname{Id}+m_{0} F\right)^{-1}\right] \sigma_{r}^{-2} \operatorname{Tr}_{r}\left[F^{2}\left(\operatorname{Id}+m_{0} F\right)^{-2}\right]+O_{\prec}\left(n^{1 / 2}\right)
\end{aligned}
$$

Applying (4.24) and (4.25),

$$
\left(N \sigma_{r}^{2}\right)^{-1} \operatorname{Tr}_{r}\left(\partial G_{M}\right)=-\left(N \sigma_{r}^{2}\right)^{-1} \operatorname{Tr}_{r}\left[\partial\left(F\left(\operatorname{Id}+m_{0} F\right)^{-1}\right)\right]+O_{\prec}\left(n^{-1 / 2}\right)=-\partial t_{r}+O_{\prec}\left(n^{-1 / 2}\right)
$$

Applying this to (4.38) and recalling the definition (4.5) of $K$, we obtain (4.36) as desired.
Note that (4.8), (4.9), $\lambda_{0}-\hat{\lambda}_{0} \prec n^{-1 / 2}$, and Lemma 4.5 imply

$$
\begin{align*}
\left\|K\left(\lambda_{0}, \mathbf{a}_{0}\right)-\widehat{K}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)\right\| \prec n^{-1 / 2}  \tag{4.39}\\
\left\|\partial_{\lambda} K\left(\lambda_{0}, \mathbf{a}_{0}\right)-\partial_{\lambda} \widehat{K}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)\right\| \prec n^{-1 / 2} \tag{4.40}
\end{align*}
$$

From (4.38), we verify that on the high-probability event where $\operatorname{spec}\left(X^{\prime} F\left(\mathbf{a}_{0}\right) X\right) \subset \operatorname{supp}\left(\mu_{0}\left(\mathbf{a}_{0}\right)\right)_{\delta / 2}$, $\left\|X_{r}\right\|<C$, and $\left\|\dot{X}_{r}\right\|<C$ for all $r=1, \ldots, k$, we have

$$
\sup _{\lambda \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\left(\mathbf{a}_{0}\right)\right)_{\delta}}\left\|\partial_{a_{r}} \widehat{K}\left(\lambda, \mathbf{a}_{0}\right)\right\|<C, \quad \sup _{\lambda \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\left(\mathbf{a}_{0}\right)\right)_{\delta}}\left\|\partial_{\lambda} \partial_{a_{r}} \widehat{K}\left(\lambda, \mathbf{a}_{0}\right)\right\|<C .
$$

Then this and (4.36) yield similarly

$$
\begin{equation*}
\left\|\partial_{a_{r}} K\left(\lambda_{0}, \mathbf{a}_{0}\right)-\partial_{a_{r}} \widehat{K}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)\right\| \prec n^{-1 / 2} \tag{4.41}
\end{equation*}
$$

Let $\mu_{1}(\lambda, \mathbf{a}) \leq \ldots \leq \mu_{L}(\lambda, \mathbf{a})$ and $\hat{\mu}_{1}(\lambda, \mathbf{a}) \leq \ldots \leq \hat{\mu}_{L}(\lambda, \mathbf{a})$ be the eigenvalues of $K(\lambda, \mathbf{a})$ and
$\widehat{K}(\lambda, \mathbf{a})$. Then (4.39) implies $\mu_{\ell}\left(\lambda_{0}, \mathbf{a}_{0}\right)-\hat{\mu}_{\ell}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) \prec n^{-1 / 2}$ for each $\ell$. Note that $0=\operatorname{det} K(\lambda(\mathbf{a}), \mathbf{a})$ and $0=\operatorname{det} \widehat{K}(\hat{\lambda}(\mathbf{a}), \mathbf{a})$ for all $\mathbf{a} \in U$. In particular, $\mu_{\ell}\left(\lambda_{0}, \mathbf{a}_{0}\right)=0$ for some $\ell$. As $\lambda_{0}$ is separated from other roots of $0=\operatorname{det} T\left(\lambda, \mathbf{a}_{0}\right)$ by $c>0$, Proposition 2.11(c) implies 0 is separated from other eigenvalues of $T\left(\lambda_{0}, \mathbf{a}_{0}\right)$ by $c$. Assuming $U$ is sufficiently small, this implies that $\mu_{\ell}(\lambda(\mathbf{a}), \mathbf{a})=0$ and $\hat{\mu}_{\ell}(\lambda(\mathbf{a}), \mathbf{a})=0$ for the same $\ell$ and all $\mathbf{a} \in U$. Differentiating these identities in $\mathbf{a}$ at $\mathbf{a}_{0}$, we obtain

$$
\begin{equation*}
\mathrm{d} \lambda\left(\mathbf{a}_{0}\right)=-\left(\partial_{\lambda} \mu_{\ell}\left(\lambda_{0}, \mathbf{a}_{0}\right)\right)^{-1} \partial_{\mathbf{a}} \mu_{\ell}\left(\lambda_{0}, \mathbf{a}_{0}\right), \quad \mathrm{d} \hat{\lambda}\left(\mathbf{a}_{0}\right)=-\left(\partial_{\lambda} \hat{\mu}_{\ell}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)\right)^{-1} \partial_{\mathbf{a}} \hat{\mu}_{\ell}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) . \tag{4.42}
\end{equation*}
$$

Letting $\mathbf{v}_{0} \in \operatorname{ker} K\left(\lambda_{0}, \mathbf{a}_{0}\right)$ and $\hat{\mathbf{v}}_{0} \in \operatorname{ker} \widehat{K}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)$ be the unit eigenvectors, we have for both $\partial=\partial_{\lambda}$ and $\partial=\partial_{a_{r}}$ that

$$
\partial \mu_{\ell}\left(\lambda_{0}, \mathbf{a}_{0}\right)=\mathbf{v}_{0}^{\prime} \partial K\left(\lambda_{0}, \mathbf{a}_{0}\right) \mathbf{v}_{0}, \quad \partial \hat{\mu}_{\ell}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)=\hat{\mathbf{v}}_{0}^{\prime} \partial \widehat{K}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) \hat{\mathbf{v}}_{0} .
$$

The Davis-Kahan theorem yields $\left\|\mathbf{v}_{0}-\hat{\mathbf{v}}_{0}\right\| \prec n^{-1 / 2}$, so (4.40), (4.41), and the bounds $\|\partial K\|,\|\partial \widehat{K}\| \prec 1$ imply

$$
\partial \mu_{\ell}\left(\lambda_{0}, \mathbf{a}_{0}\right)-\partial \hat{\mu}_{\ell}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) \prec n^{-1 / 2}, \quad \partial \mu_{\ell}\left(\lambda_{0}, \mathbf{a}_{0}\right) \prec 1, \quad \partial \hat{\mu}_{\ell}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) \prec 1 .
$$

Applying this and $\partial_{\lambda} \mu_{\ell}\left(\lambda_{0}, \mathbf{a}_{0}\right) \leq-1$ to (4.42), we obtain $\left\|\mathrm{d} \lambda\left(\mathbf{a}_{0}\right)-\mathrm{d} \hat{\lambda}\left(\mathbf{a}_{0}\right)\right\| \prec n^{-1 / 2}$.
We now conclude the proofs of the remaining two claims for Theorem 2.17.
Proof of Claim 2. Suppose $\mu=\theta+\sigma_{1}^{2}$ is a spike eigenvalue of $\Sigma_{1}$. Each estimated $\hat{\mu}$ where $|\hat{\mu}-\mu|<\varepsilon$ corresponds to a pair $(\hat{\lambda}, \mathbf{a})$ where $\mathbf{a} \in S^{k-1}, \hat{\lambda} \in \operatorname{spec}(\widehat{\Sigma}(\mathbf{a})) \cap \mathcal{I}_{\delta}(\mathbf{a})$, and

$$
\left|\hat{\lambda} / t_{1}(\hat{\lambda}, \mathbf{a})-\mu\right|<\varepsilon, \quad t_{2}(\hat{\lambda}, \mathbf{a})=\ldots=t_{k}(\hat{\lambda}, \mathbf{a})=0 .
$$

Then $\hat{\lambda}=-1 / m_{0}(\hat{\lambda}, \mathbf{a})+\sigma_{1}^{2} t_{1}(\hat{\lambda}, \mathbf{a})$ by (2.8). Applying this and $\left|t_{1}(\hat{\lambda}, \mathbf{a})\right|<C$ to the above, $(\hat{\lambda}, \mathbf{a})$ satisfies

$$
\begin{equation*}
\left|-\frac{1}{m_{0}(\hat{\lambda}, \mathbf{a})}-t_{1}(\hat{\lambda}, \mathbf{a}) \theta\right|<C \varepsilon, \quad t_{2}(\hat{\lambda}, \mathbf{a})=\ldots=t_{k}(\hat{\lambda}, \mathbf{a})=0 . \tag{4.43}
\end{equation*}
$$

By Lemma 4.11, there exist constants $\varepsilon_{0}, \varepsilon_{1}>0$ such that if $C \varepsilon<\varepsilon_{1}$, then with probability $1-n^{-D}$, (4.43) cannot hold for two different pairs ( $\hat{\lambda}_{0}, \mathbf{a}_{0}$ ) and ( $\hat{\lambda}_{1}, \mathbf{a}_{1}$ ) with $\left\|\mathbf{a}_{1}-\mathbf{a}_{0}\right\|<\varepsilon_{0}$. On the other hand, on the event where the conclusion of Theorem 2.12 holds for all $\mathbf{a} \in S^{k-1}$, we have $-C<m_{0}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)<-c$ and $-C<m_{0}\left(\hat{\lambda}_{1}, \mathbf{a}_{1}\right)<-c$ for constants $C, c>0$ by Lemma 4.8. On this event, if (4.43) holds for ( $\hat{\lambda}_{0}, \mathbf{a}_{0}$ ) and ( $\left.\hat{\lambda}_{1}, \mathbf{a}_{1}\right)$ with $\left\|\mathbf{a}_{1}-\mathbf{a}_{0}\right\| \geq \varepsilon_{0}$, then $\| m_{0}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) \mathbf{a}_{0}-$ $m_{0}\left(\hat{\lambda}_{1}, \mathbf{a}_{1}\right) \mathbf{a}_{1} \|>c \varepsilon_{0}$ for some $c>0$ because both $\mathbf{a}_{0}$ and $\mathbf{a}_{1}$ belong to the sphere. Recalling $s$ : $\mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ from (2.20), note that $m_{0}(\hat{\lambda}, \mathbf{a}) t(\hat{\lambda}, \mathbf{a})=s\left(m_{0}(\hat{\lambda}, \mathbf{a}) \mathbf{a}\right)$. Assumption 2.16 then implies $\left\|m_{0}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) t\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)-m_{0}\left(\hat{\lambda}_{1}, \mathbf{a}_{1}\right) t\left(\hat{\lambda}_{1}, \mathbf{a}_{1}\right)\right\|>c \varepsilon_{0}$ for a different $c>0$. But the first condition of (4.43) implies $\left|m_{0}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) t\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)+1 / \theta\right|<C \varepsilon$ and similarly for $\left(\hat{\lambda}_{1}, \mathbf{a}_{1}\right)$, for some $C>0$. This is a contradiction for $\varepsilon$ sufficiently small, so with probability $1-n^{-D}$, at most one pair $(\hat{\lambda}, \mathbf{a})$ satisfies

Proof of Claim 3. We first show that for a constant $c_{0}>0$ (independent of $\bar{C}$ ) and any value $\theta>c_{0}$, there exist $\mathbf{a}_{0} \in S^{k-1}$ and $\lambda_{0} \in \mathcal{I}_{\delta}\left(\mathbf{a}_{0}\right)$ where

$$
\begin{equation*}
-\frac{1}{m_{0}\left(\lambda_{0}, \mathbf{a}_{0}\right)}-t_{1}\left(\lambda_{0}, \mathbf{a}_{0}\right) \theta=0, \quad t_{2}\left(\lambda_{0}, \mathbf{a}_{0}\right)=\ldots=t_{k}\left(\lambda_{0}, \mathbf{a}_{0}\right)=0 . \tag{4.44}
\end{equation*}
$$

Indeed, $\operatorname{Proposition} 4.3$ shows $\operatorname{supp}\left(\mu_{0}(\mathbf{a})\right) \in\left[-C_{1}, C_{1}\right]$ for a constant $C_{1}>0$ and all $\mathbf{a} \in S^{k-1}$. Then for each $\mathbf{a} \in S^{k-1}$, at the left endpoint $\lambda_{+}$of $\mathcal{I}_{\delta}(\mathbf{a})$ we have

$$
\begin{equation*}
m_{0}\left(\lambda_{+}, \mathbf{a}\right)=\int \frac{1}{x-\lambda_{+}} \mu_{0}(\mathbf{a})(d x) \leq-\left(2 C_{1}+\delta\right)^{-1}, \tag{4.45}
\end{equation*}
$$

and $m_{0}(\lambda, \mathbf{a})$ increases to 0 as $\lambda$ increases from $\lambda_{+}$to $\infty$. We apply Lemma 4.10 to the map $s$ from (2.20): Note that $s(0)=0$, and Assumption 2.16 guarantees $\|(\mathrm{d} s(0)) \mathbf{v}\| \geq c\|\mathbf{v}\|$. Setting $U=\{\mathbf{b}:\|\mathbf{b}\|<\varepsilon\}$ for a sufficiently small constant $\varepsilon>0$, we have $\left|\partial_{b_{i}} \partial_{b_{j}} s_{r}(\mathbf{b})\right|<C$ for all $i, j, r$ and $\mathbf{b} \in U$. We may take $\varepsilon<\left(2 C_{1}+\delta\right)^{-1}$. Then applying Lemma 4.10, for some constant $c_{0}>0$ and any $\theta>c_{0}$, there exists $\mathbf{b}_{0} \in U$ such that $s\left(\mathbf{b}_{0}\right)=(-1 / \theta, 0, \ldots, 0)$. Now let $\mathbf{a}_{0}=-\mathbf{b}_{0} /\left\|\mathbf{b}_{0}\right\| \in S^{k-1}$. As $\left\|\mathbf{b}_{0}\right\|<\left(2 C_{1}+\delta\right)^{-1}$, (4.45) implies there exists $\lambda \in \mathcal{I}_{\delta}\left(\mathbf{a}_{0}\right)$ with $m_{0}\left(\lambda, \mathbf{a}_{0}\right)=-\left\|\mathbf{b}_{0}\right\|$, and hence $\mathbf{b}_{0}=m_{0}\left(\lambda_{0}, \mathbf{a}_{0}\right) \mathbf{a}_{0}$. Noting that $m_{0}\left(\lambda_{0}, \mathbf{a}_{0}\right) t\left(\lambda_{0}, \mathbf{a}_{0}\right)=s\left(\mathbf{b}_{0}\right)=(-1 / \theta, 0, \ldots, 0)$, this yields (4.44).

Now let $\mu=\theta+\sigma_{1}^{2}$ be a spike eigenvalue of $\Sigma_{1}$, where $\theta>c_{0}$, and let $\left(\lambda_{0}, \mathbf{a}_{0}\right)$ be as above. By Theorem 2.12, there exists $\hat{\lambda}_{0} \in \operatorname{spec}\left(\widehat{\Sigma}\left(\mathbf{a}_{0}\right)\right) \cap \mathcal{I}_{\delta}\left(\mathbf{a}_{0}\right)$ with $\hat{\lambda}_{0}-\lambda_{0} \prec n^{-1 / 2}$. Applying Lemma 4.8,

$$
-\frac{1}{m_{0}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)}-t_{1}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) \theta \prec n^{-1 / 2}, \quad t_{r}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right) \prec n^{-1 / 2} \text { for all } r=2, \ldots, k .
$$

Lemma 4.11 implies there exist $\mathbf{a} \in S^{k-1}$ and $\hat{\lambda} \in \operatorname{spec}(\hat{\Sigma}(\mathbf{a}))$ with $t_{+}(\hat{\lambda}, \mathbf{a})=0$ and $c\left\|\mathbf{a}-\mathbf{a}_{0}\right\| \leq$ $\left\|t_{+}\left(\hat{\lambda}_{0}, \mathbf{a}_{0}\right)\right\|$. The latter condition implies $\left\|\mathbf{a}-\mathbf{a}_{0}\right\| \prec n^{-1 / 2}$, so also $\left\|\widehat{\Sigma}(\mathbf{a})-\widehat{\Sigma}\left(\mathbf{a}_{0}\right)\right\| \prec n^{-1 / 2}, \hat{\lambda}-\hat{\lambda}_{0} \prec$ $n^{-1 / 2}$, and $\hat{\lambda} \in \mathcal{I}_{\delta}(\mathbf{a})$ with probability $1-n^{-D}$. Applying Lemma 4.8 again, we obtain

$$
-\frac{1}{m_{0}(\hat{\lambda}, \mathbf{a})}-t_{1}(\hat{\lambda}, \mathbf{a}) \theta \prec n^{-1 / 2}, \quad t_{2}(\hat{\lambda}, \mathbf{a})=\ldots=t_{k}(\hat{\lambda}, \mathbf{a})=0 .
$$

This and (2.8) imply $\hat{\lambda} / t_{1}(\hat{\lambda}, \mathbf{a})-\mu \prec n^{-1 / 2}$, so with probability $1-n^{-D}$, there is an estimated eigenvalue $\hat{\mu}$ with $|\hat{\mu}-\mu|<n^{-1 / 2+\varepsilon}$.

### 4.3 Resolvent approximations

We conclude the preceding proofs by establishing Lemmas 4.1 and 4.2.
Both statements rely on a "fluctuation averaging" idea, similar to that in [EYY11, EYY12, EKYY13b, EKYY13a], to control a weighted average of weakly dependent random variables. We
introduce a variant of this idea which controls the size of the weighted average by the squared-sum of the weights, rather than the size of the largest weight, and also develop it for sums over doubleindexed and quadruple-indexed arrays. We present this abstract result in Section 4.3.1, and then apply it to combinations of resolvent entries and their products in the remainder of the section.

### 4.3.1 Fluctuation averaging

Let $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ be independent random variables in some probability space. For $\mathcal{Y}$ a scalar-valued function of $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$, denote by $\mathbb{E}_{i}[\mathcal{Y}]$ its expectation with respect to only $\mathbf{x}_{i}$, i.e.

$$
\mathbb{E}_{i}[\mathcal{Y}]=\mathbb{E}\left[\mathcal{Y} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{i-1}, \mathbf{x}_{i+1}, \ldots, \mathbf{x}_{n}\right]
$$

Define

$$
\mathcal{Q}_{i}[\mathcal{Y}]=\mathcal{Y}-\mathbb{E}_{i}[\mathcal{Y}] .
$$

Note that the operators $\left\{\mathbb{E}_{i}, \mathcal{Q}_{i}: i=1, \ldots, n\right\}$ all commute. For $S \subset\{1, \ldots, n\}$, define

$$
\mathbb{E}_{S}=\prod_{i \in S} \mathbb{E}_{i}, \quad \mathcal{Q}_{S}=\prod_{i \in S} \mathcal{Q}_{i}
$$

where the products denote operator composition.
We will consider subsets $S \subset\{1, \ldots, n\}$ of size at most a constant $\ell>0$. For quantities $\xi$ and $\zeta$ possibly depending on $S$, we write

$$
\xi \prec_{\ell} \zeta
$$

to mean $\mathbb{P}\left[|\xi|>n^{\varepsilon}|\zeta|\right]<n^{-D}$ for all $|S| \leq \ell$ and all $n \geq n_{0}(\ell, \varepsilon, D)$, where the constant $n_{0}$ is allowed to depend on $\ell$ (in addition to $\varepsilon$ and $D$ ).

We will require $\mathcal{Y}$ to satisfy the moment condition of the following lemma.
Lemma 4.13. For constants $\tau, C_{1}, C_{2}, \ldots>0$, suppose $\mathcal{Y} \prec n^{-\tau}$ and $\mathbb{E}\left[|\mathcal{Y}|^{\ell}\right] \leq n^{C_{\ell}}$ for each integer $\ell>0$. Then for any sub- $\sigma$-algebra $\mathcal{G}, \mathbb{E}[\mathcal{Y} \mid \mathcal{G}] \prec n^{-\tau}$.

Proof. See Lemma 3.9.
A variable $\mathcal{Y}_{i}$ is centered with respect to $\mathbf{x}_{i}$ if $\mathbb{E}_{i}\left[\mathcal{Y}_{i}\right]=0$. If it is independent of $\mathbf{x}_{j}$, then $\mathcal{Q}_{j}\left[\mathcal{Y}_{i}\right]=0$. We quantify weak dependence of $\mathcal{Y}_{i}$ on $\mathbf{x}_{j}$ by requiring $\mathcal{Q}_{j}\left[\mathcal{Y}_{i}\right]$ to be typically smaller than $\mathcal{Y}_{i}$ by a factor of $n^{-1 / 2}$. The following is an abstract fluctuation averaging result for variables that are weakly dependent in this sense.

Lemma 4.14. Let $\tau, C_{1}, C_{2}, \ldots>0$ be fixed constants, and let each $\mathcal{Y}_{*} \in\left\{\mathcal{Y}_{i}, \mathcal{Y}_{i j}, \mathcal{Y}_{i j k l}\right\}$ below be a scalar-valued function of $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ that satisfies $\mathcal{Y}_{*} \prec n^{-\tau}$ and $\mathbb{E}\left[\left|\mathcal{Y}_{*}\right|^{\ell}\right] \leq N^{C \ell}$ for each $\ell>0$.
(a) Suppose $\left(\mathcal{Y}_{i}: i=1, \ldots, n\right)$ satisfy $\mathbb{E}_{i}\left[\mathcal{Y}_{i}\right]=0$ and, for all $S \subset\{1, \ldots, n\}$ with $i \notin S$ and $|S| \leq \ell$,

$$
\begin{equation*}
Q_{S}\left[\mathcal{Y}_{i}\right] \prec_{\ell} N^{-\tau-|S| / 2} \tag{4.46}
\end{equation*}
$$

Then for any deterministic $\left(u_{i} \in \mathbb{C}: i=1, \ldots, n\right)$,

$$
\sum_{i} u_{i} \mathcal{Y}_{i} \prec N^{-\tau}\left(\sum_{i}\left|u_{i}\right|^{2}\right)^{1 / 2}
$$

(b) Suppose $\left(\mathcal{Y}_{i j}: i, j=1, \ldots, n, i \neq j\right)$ satisfy $\mathbb{E}_{i}\left[\mathcal{Y}_{i j}\right]=\mathbb{E}_{j}\left[\mathcal{Y}_{i j}\right]=0$ and, for all $S \subset\{1, \ldots, n\}$ with $i, j \notin S$ and $|S| \leq \ell$,

$$
Q_{S}\left[\mathcal{Y}_{i j}\right] \prec_{\ell} N^{-\tau-|S| / 2}
$$

Then for any deterministic $\left(u_{i j} \in \mathbb{C}: i, j=1, \ldots, n, i \neq j\right)$,

$$
\sum_{i \neq j} u_{i j} \mathcal{Y}_{i j} \prec N^{-\tau}\left(\sum_{i \neq j}\left|u_{i j}\right|^{2}\right)^{1 / 2}
$$

(c) Suppose $\left(\mathcal{Y}_{i j k l}: i, j, k, l=1, \ldots, n\right.$ all distinct) satisfy $\mathbb{E}_{i}\left[\mathcal{Y}_{i j k l}\right]=\mathbb{E}_{j}\left[\mathcal{Y}_{i j k l}\right]=\mathbb{E}_{k}\left[\mathcal{Y}_{i j k l}\right]=$ $\mathbb{E}_{l}\left[\mathcal{Y}_{i j k l}\right]=0$ and, for all $S \subset\{1, \ldots, n\}$ with $i, j, k, l \notin S$ and $|S| \leq \ell$,

$$
Q_{S}\left[\mathcal{Y}_{i j k l}\right] \prec_{\ell} N^{-\tau-|S| / 2}
$$

Then for any deterministic $\left(u_{i j} \in \mathbb{C}: i, j=1, \ldots, n, i \neq j\right)$ and $\left(v_{k l} \in \mathbb{C}: k, l=1, \ldots, n, k \neq l\right)$,

$$
\sum_{\substack{i, j, k, l \\ \text { all distinct }}} u_{i j} v_{k l} \mathcal{Y}_{i j k l} \prec N^{-\tau}\left(\sum_{i \neq j}\left|u_{i j}\right|^{2}\right)^{1 / 2}\left(\sum_{k \neq l}\left|v_{k l}\right|^{2}\right)^{1 / 2}
$$

Proof. The proof is similar to the "Alternative proof of Theorem 4.7" presented in [EKYY13a, Appendix B]. Fix any constants $\varepsilon, D>0$, and choose an even integer $\ell$ such that $(\ell-1) \varepsilon>D$. For part (a), let us normalize so that $\sum_{i}\left|u_{i}\right|^{2}=1$. We apply the moment method and bound the quantity

$$
\begin{equation*}
\mathbb{E}\left[\left|\sum_{i} u_{i} \mathcal{Y}_{i}\right|^{\ell}\right]=\sum_{\mathbf{i}} u_{\mathbf{i}} \mathbb{E}\left[\mathcal{Y}_{\mathbf{i}}\right] \tag{4.47}
\end{equation*}
$$

where we denote as shorthand

$$
\mathbf{i}=\left(i_{1}, \ldots, i_{\ell}\right), \quad \sum_{\mathbf{i}}=\sum_{i_{1}, \ldots, i_{\ell}=1}^{n}, \quad u_{\mathbf{i}}=\prod_{a=1}^{\ell / 2} u_{i_{a}} \prod_{a=\ell / 2+1}^{\ell} \overline{u_{i_{a}}}, \quad \mathcal{Y}_{\mathbf{i}}=\prod_{a=1}^{\ell / 2} \mathcal{Y}_{i_{a}} \prod_{a=\ell / 2+1}^{\ell} \overline{\mathcal{Y}_{i_{a}}}
$$

Fix i, and let $\mathcal{T}=\mathcal{T}(\mathbf{i}) \subset\{1, \ldots, n\}$ be the indices that appear exactly once in i. Applying the identity

$$
\mathcal{Y}=\left(\prod_{j \in \mathcal{T}}\left(\mathbb{E}_{j}+\mathcal{Q}_{j}\right)\right) \mathcal{Y}=\sum_{S \subseteq \mathcal{T}} \mathbb{E}_{\mathcal{T} \backslash S} \mathcal{Q}_{S} \mathcal{Y}
$$

to each $\mathcal{Y}_{i_{a}}$ and expanding the product of the sums,
$\mathcal{Y}_{\mathbf{i}}=\sum_{S_{1}, \ldots, S_{\ell} \subseteq \mathcal{T}} \mathcal{Y}\left(S_{1}, \ldots, S_{\ell}\right), \quad \mathcal{Y}\left(S_{1}, \ldots, S_{\ell}\right)=\prod_{a=1}^{\ell} \mathbb{E}_{\mathcal{T} \backslash S_{a}} \mathcal{Q}_{S_{a}} \tilde{\mathcal{Y}}_{i_{a}}, \quad \tilde{\mathcal{Y}}_{i_{a}}= \begin{cases}\mathcal{Y}_{i_{a}} & a \leq \ell / 2 \\ \overline{\mathcal{Y}_{i_{a}}} & a \geq \ell / 2+1 .\end{cases}$
Note that $Q_{i_{a}} \tilde{\mathcal{Y}}_{i_{a}}=\tilde{\mathcal{Y}}_{i_{a}}$, so (4.46) and Lemma 4.13 yield

$$
\mathbb{E}_{\mathcal{T} \backslash S_{a}} \mathcal{Q}_{S_{a}} \tilde{\mathcal{Y}}_{i_{a}} \prec_{\ell} \mathcal{Q}_{S_{a}} \tilde{\mathcal{Y}}_{i_{a}} \prec_{\ell} n^{-\tau-\left(\left|S_{a} \backslash\left\{i_{a}\right\}\right|\right) / 2}
$$

Then, taking the product over all $a=1, \ldots, \ell$ and applying $\sum_{a}\left|S_{a} \backslash\left\{i_{a}\right\}\right| \geq-|\mathcal{T}|+\sum_{a}\left|S_{a}\right|$,

$$
\begin{equation*}
\mathcal{Y}\left(S_{1}, \ldots, S_{\ell}\right) \prec_{\ell} n^{-\ell \tau+\frac{|\mathcal{T}|}{2}-\sum_{a=1}^{\ell} \frac{\left|S_{a}\right|}{2}} . \tag{4.48}
\end{equation*}
$$

Next, note that if $i_{a} \in \mathcal{T}$, then $\mathcal{Q}_{S_{a}} \mathcal{Y}_{i_{a}}=0$ and $\mathcal{Y}\left(S_{1}, \ldots, S_{\ell}\right)=0$ unless $i_{a} \in S_{a}$. Furthermore, if $i_{a} \in S_{a}$ but $i_{a} \notin S_{b}$ for all $b \neq a$, then $\mathbb{E}_{\mathcal{T} \backslash S_{b}} \mathcal{Q}_{S_{b}} \tilde{\mathcal{Y}}_{i_{b}}$ does not depend on $\mathbf{x}_{i_{a}}$ for all $b \neq a$, so we have

$$
\mathbb{E}_{i_{a}}\left[\mathcal{Y}\left(S_{1}, \ldots, S_{\ell}\right)\right]=\mathbb{E}_{i_{a}}\left[\mathbb{E}_{\mathcal{T} \backslash S_{a}} \mathcal{Q}_{S_{a}} \tilde{\mathcal{Y}}_{i_{a}}\right] \prod_{b: b \neq a}\left(\mathbb{E}_{\mathcal{T} \backslash S_{b}} \mathcal{Q}_{S_{b}} \tilde{\mathcal{Y}}_{i_{b}}\right)=0
$$

Thus if $\mathbb{E}\left[\mathcal{Y}\left(S_{1}, \ldots, S_{\ell}\right)\right] \neq 0$, then each $i_{a} \in \mathcal{T}$ must belong to both $S_{a}$ and at least one other $S_{b}$, so $\sum_{a}\left|S_{a}\right| \geq 2|\mathcal{T}|$. Then (4.48) and Lemma 4.13 yield $\mathbb{E}\left[\mathcal{Y}\left(S_{1}, \ldots, S_{\ell}\right)\right] \prec_{\ell} n^{-\ell \tau-|\mathcal{T}| / 2}$. As the number of choices of subsets $S_{1}, \ldots, S_{\ell} \subseteq \mathcal{T}$ is an $\ell$-dependent constant, we arrive at

$$
\mathbb{E}\left[\mathcal{Y}_{\mathbf{i}}\right] \prec_{\ell} n^{-\ell \tau-|\mathcal{T}| / 2} .
$$

Returning to (4.47), we obtain

$$
\mathbb{E}\left[\left|\sum_{i} u_{i} \mathcal{Y}_{i}\right|^{\ell}\right] \prec_{\ell} \sum_{t=0}^{\ell} n^{-\ell \tau-t / 2} \sum_{\mathbf{i}:|\mathcal{T}(\mathbf{i})|=t}\left|u_{\mathbf{i}}\right| .
$$

We may separate the sum over $\{\mathbf{i}:|\mathcal{T}(\mathbf{i})|=t\}$ as a sum first over groupings of the indices $i_{1}, \ldots, i_{\ell}$ that coincide, followed by a sum over distinct values of those indices. Under our normalization,

$$
\sum_{i}\left|u_{i}\right| \leq n^{1 / 2}, \quad \sum_{i}\left|u_{i}\right|^{k} \leq 1 \text { for all } k \geq 2
$$

Furthermore, the number of groupings is an $\ell$-dependent constant, so

$$
\sum_{\mathbf{i}:|\mathcal{T}(\mathbf{i})|=t}\left|u_{\mathbf{i}}\right| \prec_{\ell} n^{t / 2}, \quad \mathbb{E}\left[\left|\sum_{i} u_{i} \mathcal{Y}_{i}\right|^{\ell}\right] \prec_{\ell} n^{-\ell \tau}
$$

The latter statement means that the expectation is (deterministically) at most $n^{-\ell \tau+\varepsilon}$ for all $n \geq$ $n_{0}(\ell, \varepsilon)$. Then, as $\ell$ depends only on $\varepsilon$ and $D$, and we chose $(\ell-1) \varepsilon>D$, Markov's inequality yields for all $n \geq n_{0}(\varepsilon, D)$

$$
\mathbb{P}\left[\left|\sum_{i} u_{i} \mathcal{Y}_{i}\right|>n^{-\tau+\varepsilon}\right] \leq \frac{n^{-\ell \tau+\varepsilon}}{\left(n^{-\tau+\varepsilon}\right)^{\ell}}<n^{-D}
$$

As $\varepsilon, D>0$ were arbitrary, this concludes the proof of part (a).
Parts (b) and (c) are similar, except for an additional combinatorial argument encapsulated in Lemma 4.15 below: For (b), normalize so that $\sum_{i \neq j}\left|u_{i j}\right|^{2}=1$ and write

$$
\mathbb{E}\left[\left|\sum_{i \neq j} u_{i j} \mathcal{Y}_{i j}\right|^{\ell}\right]=\sum_{\mathbf{i}, \mathbf{j}} u_{\mathbf{i}, \mathbf{j}} \mathbb{E}\left[\mathcal{Y}_{\mathbf{i}, \mathbf{j}}\right]
$$

where

$$
\sum_{\mathbf{i}, \mathbf{j}}=\sum_{i_{1} \neq j_{1}} \ldots \sum_{i_{\ell} \neq j_{\ell}}, \quad u_{\mathbf{i}, \mathbf{j}}=\prod_{a=1}^{\ell / 2} u_{i_{a} j_{a}} \prod_{a=\ell / 2+1}^{\ell} \overline{u_{i_{a} j_{a}}}, \quad \mathcal{Y}_{\mathbf{i}, \mathbf{j}}=\prod_{a=1}^{\ell / 2} \mathcal{Y}_{i_{a} j_{a}} \prod_{a=\ell / 2+1}^{\ell} \overline{\mathcal{Y}_{i_{a} j_{a}}} .
$$

Fixing $\mathbf{i}, \mathbf{j}$ and letting $\mathcal{T}=\mathcal{T}(\mathbf{i}, \mathbf{j})$ be the indices that appear exactly once in the combined vector $(\mathbf{i}, \mathbf{j})$, the same argument yields $\mathbb{E}\left[\mathcal{Y}_{\mathbf{i}, \mathbf{j}}\right] \prec_{\ell} n^{-\ell \tau-|\mathcal{T}| / 2}$. Applying Lemma 4.15 with $B_{a}[i, j]=\left|u_{i j}\right|$ and $B_{a}[i, i]=0$ for all $a=1, \ldots, \ell$ and $i \neq j$, we get

$$
\sum_{\mathbf{i}, \mathbf{j}:|\mathcal{T}(\mathbf{i}, \mathbf{j})|=t}\left|u_{\mathbf{i}, \mathbf{j}}\right| \prec_{\ell} n^{t / 2},
$$

which concludes the proof in the same way as part (a). For part (c), normalize so that $\sum_{i \neq j}\left|u_{i j}\right|^{2}=$ $\sum_{k \neq l}\left|v_{k l}\right|^{2}=1$, and write analogously

$$
\mathbb{E}\left[\left|\sum_{\substack{i, j, k, l \\ \text { distinct }}} u_{i j} v_{k l} \mathcal{Y}_{i j k l}\right|^{\ell}\right]=\sum_{\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{l}} u_{\mathbf{i}, \mathbf{j}} v_{\mathbf{k}, \mathbf{l}} \mathbb{E}\left[\mathcal{Y}_{\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{l}}\right]
$$

Letting $\mathcal{T}$ be the indices appearing exactly once in the combined vector $(\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{l})$, the bound
$\mathbb{E}\left[\mathcal{Y}_{\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{l}}\right] \prec n^{-\ell \tau-|\mathcal{T}| / 2}$ follows as before, and the bound

$$
\sum_{\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{1}:|\mathcal{T}|=t}\left|u_{i, \mathrm{j}} v_{\mathbf{k}, \mathbf{l}}\right| \prec n^{t / 2}
$$

follows from Lemma 4.15 applied with $B_{a}[i, j]=\left|u_{i j}\right|$ and $B_{a}[i, i]=0$ for $a=1, \ldots, \ell$ and $B_{a}[i, j]=$ $\left|v_{i j}\right|$ and $B_{a}[i, i]=0$ for $a=\ell+1, \ldots, 2 \ell$.

Lemma 4.15. Fix $\ell \geq 1$. For each $a=1, \ldots, \ell$, let $B_{a}=\left(B_{a}[i, j]\right) \in \mathbb{R}^{n \times n}$ satisfy

$$
B_{a}[i, j] \geq 0, \quad B_{a}[i, i]=0, \quad\left\|B_{a}\right\|_{\mathrm{HS}} \leq 1
$$

for all $i, j \in\{1, \ldots, n\}$. For $(\mathbf{i}, \mathbf{j})=\left(i_{1}, \ldots, i_{\ell}, j_{1}, \ldots, j_{\ell}\right) \in\{1, \ldots, n\}^{2 \ell}$, denote by $s(\mathbf{i}, \mathbf{j})$ the number of elements of $\{1, \ldots, n\}$ that appear exactly once in $(\mathbf{i}, \mathbf{j})$. Then for a constant $C_{\ell}>0$ and all $s \in\{0, \ldots, 2 \ell\}$,

$$
\sum_{\substack{\mathrm{i}, \mathrm{j} \in\{1, \ldots, n\}^{2 \ell} \\ s(\mathrm{i}, \mathrm{j})=s}} \prod_{a=1}^{\ell} B_{a}\left[i_{a}, j_{a}\right] \leq C_{\ell} n^{s / 2} .
$$

Proof. Define an equivalence relation $(\mathbf{i}, \mathbf{j}) \sim\left(\mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)$ if a permutation of $\{1, \ldots, n\}$ maps $(\mathbf{i}, \mathbf{j})$ to $\left(\mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)$. For an equivalence class $E$, define $s(E)=s(\mathbf{i}, \mathbf{j})$ for any $(\mathbf{i}, \mathbf{j}) \in E$. Let $\mathcal{E}$ be the set of equivalence classes where $i_{a} \neq j_{a}$ for all $a=1, \ldots, \ell$. Then, as $B_{a}$ has zero diagonal,

$$
\sum_{\substack{\mathrm{i}, \mathbf{j} \in\{1, \ldots, n\}^{2 \ell} \\ s(i, \mathbf{j})=s}} \prod_{a=1}^{\ell} B_{a}\left[i_{a}, j_{a}\right]=\sum_{E \in \mathcal{E}: s(E)=s} B(E), \quad B(E)=\sum_{(\mathrm{i}, \mathrm{j}) \in E} \prod_{a=1}^{\ell} B_{a}\left[i_{a}, j_{a}\right] .
$$

For $E \in \mathcal{E}$, if $(\mathbf{i}, \mathbf{j}) \in E$ has $m$ distinct values, then let $(\mathbf{u}, \mathbf{v})=\left(u_{1}, \ldots, u_{\ell}, v_{1}, \ldots, v_{\ell}\right) \in$ $\{1, \ldots, m\}^{2 \ell}$ be the canonical element of $E$ where these values are $\{1, \ldots, m\}$ in sequential order. Identify $E$ with the directed multi-graph on the vertex set $\{1, \ldots, m\}$ with the $\ell$ edges $\left\{\left(u_{a}, v_{a}\right): a=1, \ldots, \ell\right\}$. Writing the summation defining $B(E)$ as a summation over the $m$ possible distinct index values,

$$
B(E)=\sum_{\substack{i(1), \ldots, i(m)=1 \\ \text { distinct }}}^{n} \prod_{a=1}^{\ell} B_{a}\left[i\left(u_{a}\right), i\left(v_{a}\right)\right] .
$$

As $B_{a}$ has nonnegative entries, we may drop the distinctness condition in the sum to obtain the upper bound

$$
B(E) \leq U(E)=\sum_{i(1), \ldots, i(m)=1}^{n} \prod_{a=1}^{\ell} B_{a}\left[i\left(u_{a}\right), i\left(v_{a}\right)\right] .
$$

The number of equivalence classes in $\mathcal{E}$ is a constant $C_{\ell}>0$, so it suffices to show for all $E \in \mathcal{E}$

$$
\begin{equation*}
U(E) \leq n^{s(E) / 2} \tag{4.49}
\end{equation*}
$$

Let the degree of a vertex be the total number of its in-edges and out-edges. Then $s(E)$ is the number of degree- 1 vertices. Consider first a class $E$ where every vertex has even degree. Then each connected component of the multi-graph may be traversed as an Eulerian cycle, where each edge is traversed exactly once in either its forward or backward direction. Letting $\mathcal{C}$ be the set of connected components, this yields

$$
U(E) \leq \prod_{C \in \mathcal{C}} \operatorname{Tr}\left(\prod_{a:\left(u_{a}, v_{a}\right) \in C} \tilde{B}_{a}\right)
$$

where the second product over edges is taken in the order of the Eulerian cycle of $C$, and $\tilde{B}_{a}=B_{a}$ if $\left(u_{a}, v_{a}\right)$ is traversed in the forward direction and $\tilde{B}_{a}=B_{a}^{\prime}$ if it is traversed in the backward direction. (This holds because each term of $U(E)$ appears on the right upon expanding the traces, and the extra terms on the right are nonnegative.) Note that for any $k \geq 2$ and any matrices $A_{1}, \ldots, A_{k}$,

$$
\operatorname{Tr} A_{1} \ldots A_{k} \leq\left\|A_{1}\right\|_{\mathrm{HS}} \cdot\left\|A_{2} \ldots A_{k}\right\|_{\mathrm{HS}} \leq\left\|A_{1}\right\|_{\mathrm{HS}}\left\|A_{2}\right\|_{\mathrm{HS}} \ldots\left\|A_{k}\right\|_{\mathrm{HS}} .
$$

The multi-graph has no self-loops, so each $C \in \mathcal{C}$ has at least 2 edges. Applying this and $\left\|\tilde{B}_{a}\right\|_{\mathrm{HS}} \leq 1$ for each $a$, we obtain $U(E) \leq 1$.

Next, consider $E$ where every vertex has degree at least 2 , and there is some vertex $u$ of odd degree. Then there is another vertex $v$ of odd degree in the same connected component as $u$, because the sum of vertex degrees in a connected component is even. We may pick $v$ such that there is a path $P$ from $u$ to $v$, traversing edges either forwards or backwards, where every intermediary vertex between $u$ and $v$ has degree 2. (Otherwise, replace $v$ by the first such vertex along any path from $u$ to $v$.) Let us remove the path by summing over the intermediary vertex labels: For notational convenience, suppose the intermediary vertices are $p+1, \ldots, m$. Then, since only edges in the path $P$ touch the vertices $p+1, \ldots, m$, we have

$$
U(E)=\sum_{i(1), \ldots, i(p)} \prod_{a:\left(u_{a}, v_{a}\right) \notin P} B_{a}\left[i\left(u_{a}\right), i\left(v_{a}\right)\right]\left(\sum_{i(p+1), \ldots, i(m)} \prod_{a:\left(u_{a}, v_{a}\right) \in P} B_{a}\left[i\left(u_{a}\right), i\left(v_{a}\right)\right]\right)
$$

Note that the quantity in parentheses is element $[u, v]$ of the matrix

$$
\prod_{a:\left(u_{a}, v_{a}\right) \in P} \tilde{B}_{a}
$$

where the product is taken in the order of traversal of $P$, and $\tilde{B}_{a}=B_{a}$ or $B_{a}^{\prime}$ depending on the
direction of traversal of edge $a$. As the Hilbert-Schmidt norm of this product is at most 1 , we obtain

$$
U(E) \leq U\left(E^{\prime}\right), \quad U\left(E^{\prime}\right)=\sum_{i(1), \ldots, i(p)} \prod_{a:\left(u_{a}, v_{a}\right) \notin P} B_{a}\left[i\left(u_{a}\right), i\left(v_{a}\right)\right]
$$

Here $E^{\prime}$ corresponds to the multi-graph with path $P$ and intermediary vertices $p+1, \ldots, m$ removed. Each vertex of this new multi-graph still has degree at least 2 -hence we may iteratively apply this procedure until the resulting graph has no vertices of odd degree. Then $U(E) \leq 1$ follows from the first case above.

Finally, consider $E$ where $s(E)=s>0$. For notational convenience, let $1, \ldots, s$ be the vertices of degree 1. Then, applying the general inequality $\sum_{i=1}^{N} w_{i} \leq N^{1 / 2}\left(\sum_{i=1}^{N} w_{i}^{2}\right)^{1 / 2}$ with $N=n^{s}$, we have

$$
U(E) \leq n^{s / 2} U\left(E^{\prime}\right)^{1 / 2}, \quad U\left(E^{\prime}\right)=\sum_{i_{1}, \ldots, i_{s}=1}^{n}\left(\sum_{i_{s+1}, \ldots, i_{m}=1}^{n} \prod_{a=1}^{\ell} B_{a}\left[i\left(u_{a}\right), i\left(v_{a}\right)\right]\right)^{2}
$$

The quantity $U\left(E^{\prime}\right)$ corresponds to a multi-graph with $s+2(m-s)$ vertices and $2 \ell$ edges, where each vertex $s+1, \ldots, m$ is duplicated into two copies. Each of the original vertices $1, \ldots, s$ now has degree 2 , and each copy of $s+1, \ldots, m$ continues to have degree at least 2 . Then $U\left(E^{\prime}\right) \leq 1$ from the above, so $U(E) \leq n^{s / 2}$. This establishes (4.49) in all cases, concluding the proof.

### 4.3.2 Preliminaries

We first reduce the proofs of Lemmas 4.1 and 4.2 to the case where $F$ is diagonal and invertible, and $z$ belongs to

$$
U_{\delta}^{\mathbb{C}}=\left\{z \in U_{\delta}:|\operatorname{Im} z| \geq N^{-2}\right\}
$$

This latter reduction is for convenience of verifying the moment condition of Lemma 4.13.
Lemma 4.16. Suppose Lemmas 4.1 and 4.2 hold for $z \in U_{\delta}^{\mathbb{C}}$ and when $F$ is replaced by any invertible diagonal matrix $T$ satisfying $\|T\| \leq C$. Then they hold also for the given matrix $F$ and any $z \in U_{\delta}$.

Proof. Applying rotational invariance in law of $X$ and the transformations $F \mapsto O^{\prime} F O, X \mapsto O^{\prime} X$, $V \mapsto O^{\prime} V O$, and $W \mapsto O^{\prime} W O$, we may reduce from $F$ to the diagonal matrix $T$ of its eigenvalues.

If $T$ is not invertible and/or $z \notin U_{\delta}^{\mathbb{C}}$, consider an invertible matrix $\tilde{T}$ with $\|T-\tilde{T}\| \leq N^{-2}$ and $\tilde{z} \in U_{\delta}^{\mathbb{C}}$ with $|z-\tilde{z}| \leq N^{-2}$. Then, denoting by $\tilde{m}_{0}$ and $\tilde{\Delta}$ these quantities defined with $\tilde{T}$ and $\tilde{z}$, on the high-probability event where $\operatorname{spec}\left(X^{\prime} T X\right) \subset \operatorname{supp}\left(\mu_{0}\right)_{\delta / 2}$ and $\|X\|<C$, we have

$$
\left|m_{0}-\tilde{m}_{0}\right|<C N^{-2}, \quad\left|\partial_{z} m_{0}-\partial_{z} \tilde{m}_{0}\right|<C N^{-2}, \quad\|\Delta-\tilde{\Delta}\|<C N^{-2}
$$

Here, the first two statements follow from (2.11) and the condition $z \in U_{\delta}$, and the third applies Proposition 4.4 and the identity $A^{-1}-B^{-1}=A^{-1}(B-A) B^{-1}$. Bounding the trace by $M$ times
the operator norm, one may then verify $\operatorname{Tr} \Delta V-\operatorname{Tr} \tilde{\Delta} V \prec N^{-1 / 2}\|V\|_{\text {HS }}$. Similarly, the quantity on the left of Lemma 4.2 changes by $O_{\prec}\left(N^{1 / 2}\|V\|\|W\|\right)$ upon replacing $m_{0}$ and $\Delta$ by $\tilde{m}_{0}$ and $\tilde{\Delta}$. So it suffices to establish Lemmas 4.1 and 4.2 for $\tilde{T}$ and $\tilde{z}$.

Thus, in the remainder of this section, we consider a diagonal matrix

$$
T=\operatorname{diag}\left(t_{1}, \ldots, t_{M}\right) \in \mathbb{R}^{M \times M}, \quad t_{\alpha} \neq 0 \text { for all } t_{\alpha}
$$

Define the $(N+M) \times(N+M)$ linearized resolvent

$$
G(z)=\left(\begin{array}{cc}
-z \operatorname{Id}_{N} & X^{\prime} \\
X & -T^{-1}
\end{array}\right)^{-1}=\left(\begin{array}{cc}
G_{N}(z) & G_{o}(z)^{\prime} \\
G_{o}(z) & G_{M}(z)
\end{array}\right)
$$

where the Schur complement identity yields

$$
\begin{equation*}
G_{N}(z)=\left(X^{\prime} T X-z \operatorname{Id}_{N}\right)^{-1}, \quad G_{o}(z)=T X G_{N}(z), \quad G_{M}(z)=T X G_{N}(z) X^{\prime} T-T \tag{4.50}
\end{equation*}
$$

From (4.7), we have

$$
\begin{equation*}
\Delta(z)=T^{-1}\left(G_{M}(z)-\Pi_{M}(z)\right) T^{-1}, \quad \Pi_{M}(z)=-T\left(\operatorname{Id}+m_{0}(z) T\right)^{-1} \tag{4.51}
\end{equation*}
$$

Note that $G, G_{N}, G_{M}$ are symmetric, and $\Pi_{M}$ is diagonal. We omit the spectral argument $z$ when the meaning is clear.

We use the same index notation as in Chapter 3: Denote $\mathcal{I}_{N}=\{1, \ldots, N\}, \mathcal{I}_{M}=\{1, \ldots, M\}$, and the disjoint union $\mathcal{I}=\mathcal{I}_{N} \sqcup \mathcal{I}_{M}$. We index $G_{N}$ by $\mathcal{I}_{N}, G_{M}$ by $\mathcal{I}_{M}$, and $G$ by $\mathcal{I}$. We use Roman letters $i, j, k$ for indices in $\mathcal{I}_{N}$, Greek letters $\alpha, \beta, \gamma$ for indices in $\mathcal{I}_{M}$, and capital letters $A, B, C$ for general indices in $\mathcal{I}$. We denote by $\mathbf{x}_{i} \in \mathbb{R}^{M}$ and $\mathbf{x}_{\alpha} \in \mathbb{R}^{N}$ the $i^{\text {th }}$ column and $\alpha^{\text {th }}$ row of $X$, both regarded as column vectors. For any subset $\mathcal{S} \subset \mathcal{I}, X^{(\mathcal{S})}$ denotes $X$ with rows in $\mathcal{S} \cap \mathcal{I}_{M}$ and columns in $\mathcal{S} \cap \mathcal{I}_{N}$ removed, $T^{(\mathcal{S})}$ denotes $T$ with rows and columns in $\mathcal{S} \cap \mathcal{I}_{M}$ removed, and $G^{(\mathcal{S})}, G_{N}^{(\mathcal{S})}$ etc. denote these quantities defined with $X^{(\mathcal{S})}$ and $T^{(\mathcal{S})}$ in place of $X$ and $T$. We index these matrices by $\mathcal{I}_{N} \backslash \mathcal{S}$ and $\mathcal{I}_{M} \backslash \mathcal{S}$.

Lemma 4.17 (Resolvent identities).
(a) For all $i \in \mathcal{I}_{N}$ and $\alpha \in \mathcal{I}_{M}$,

$$
G_{i i}=-\frac{1}{z+\mathbf{x}_{i}^{\prime} G_{M}^{(i)} \mathbf{x}_{i}}, \quad G_{\alpha \alpha}=-\frac{t_{\alpha}}{1+t_{\alpha} \mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha)} \mathbf{x}_{\alpha}}
$$

(b) For all $i \neq j \in \mathcal{I}_{N}$ and $\alpha \neq \beta \in \mathcal{I}_{M}$, denoting by $\mathbf{e}_{i} \in \mathbb{R}^{N}$ and $\mathbf{e}_{\alpha} \in \mathbb{R}^{M}$ the standard basis
vectors for coordinates $i$ and $\alpha$,

$$
\begin{aligned}
G_{i j} & =-G_{i i} \mathbf{x}_{i}^{\prime} G_{o}^{(i)} \mathbf{e}_{j}=G_{i i} G_{j j}^{(i)} \mathbf{x}_{i}^{\prime} G_{M}^{(i j)} \mathbf{x}_{j} \\
G_{i \alpha} & =-G_{i i} \mathbf{x}_{i}^{\prime} G_{M}^{(i)} \mathbf{e}_{\alpha}=-G_{\alpha \alpha} \mathbf{e}_{i}^{\prime} G_{N}^{(\alpha)} \mathbf{x}_{\alpha} \\
G_{\alpha \beta} & =-G_{\alpha \alpha} \mathbf{e}_{\beta}^{\prime} G_{o}^{(\alpha)} \mathbf{x}_{\alpha}=G_{\alpha \alpha} G_{\beta \beta}^{(\alpha)} \mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta)} \mathbf{x}_{\beta}
\end{aligned}
$$

(c) For all $C \in \mathcal{I}$ and $A, B \in \mathcal{I} \backslash\{C\}$,

$$
G_{A B}^{(C)}=G_{A B}-\frac{G_{A C} G_{C B}}{G_{C C}}
$$

Proof. See Lemma 3.15. The second equalities for $G_{i j}$ and $G_{\alpha \beta}$ follow from applying the identities again to the matrices $G_{o}^{(\alpha)}$ and $G_{o}^{(i)}$.

For $i \neq j \in \mathcal{I}_{N}$ and $\alpha \neq \beta \in \mathcal{I}_{M}$, define

$$
\begin{aligned}
\mathcal{Z}_{i}=\mathbf{x}_{i}^{\prime} G_{M}^{(i)} \mathbf{x}_{i}-N^{-1} \operatorname{Tr} G_{M}^{(i)}, & \mathcal{Z}_{\alpha}=\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha)} \mathbf{x}_{\alpha}-N^{-1} \operatorname{Tr} G_{N}^{(\alpha)} \\
\mathcal{Z}_{i j}=\mathbf{x}_{i}^{\prime} G_{M}^{(i j)} \mathbf{x}_{j}, & \mathcal{Z}_{\alpha \beta}=\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta)} \mathbf{x}_{\beta}
\end{aligned}
$$

We will use the following bounds implicitly throughout the remainder of this section. Note that $(|z| \vee 1)^{-1} \leq 1$ and $t_{\alpha} \leq C$, so we will omit these factors in the bounds in certain applications.

Lemma 4.18. For all $z \in U_{\delta}$,
(a) (Norm bounds)

$$
\left\|G_{N}\right\| \prec(|z| \vee 1)^{-1}, \quad\left\|G_{o}\right\| \prec(|z| \vee 1)^{-1}, \quad\left\|G_{M}\right\| \prec 1 .
$$

(b) (Diagonal bounds) For all $i \in \mathcal{I}_{N}$ and $\alpha \in \mathcal{I}_{M}$,

$$
G_{i i} \prec(|z| \vee 1)^{-1}, \quad G_{i i}^{-1} \prec|z| \vee 1, \quad G_{\alpha \alpha} \prec t_{\alpha}, \quad G_{\alpha \alpha}^{-1} \prec t_{\alpha}^{-1} .
$$

(c) $\left(\mathcal{Z}\right.$ bounds) For all $i \neq j \in \mathcal{I}_{N}$ and $\alpha \neq \beta \in \mathcal{I}_{M}$,

$$
\begin{aligned}
& \mathcal{Z}_{i} \prec N^{-1 / 2}, \quad \mathcal{Z}_{\alpha} \prec(|z| \vee 1)^{-1} N^{-1 / 2}, \quad \mathcal{Z}_{i j} \prec N^{-1 / 2}, \quad \mathcal{Z}_{\alpha \beta} \prec(|z| \vee 1)^{-1} N^{-1 / 2}, \\
& \mathbf{e}_{i}^{\prime} G_{N}^{(\alpha)} \mathbf{x}_{\alpha} \prec(|z| \vee 1)^{-1} N^{-1 / 2}, \\
& \mathbf{x}_{i}^{\prime} G_{o}^{(i)} \mathbf{e}_{j} \prec(|z| \vee 1)^{-1} N^{-1 / 2},
\end{aligned} \quad \mathbf{x}_{i}^{\prime} G_{M}^{\prime(i)} \mathbf{e}_{\alpha}^{(\alpha)} \prec t_{\alpha} N^{-1 / 2}, ~ \mathbf{x}_{\alpha} \prec t_{\beta}(|z| \vee 1)^{-1} N^{-1 / 2} .
$$

(d) (Off-diagonal bounds) For all $i \neq j \in \mathcal{I}_{N}$ and $\alpha \neq \beta \in \mathcal{I}_{M}$,

$$
G_{i j} \prec(|z| \vee 1)^{-2} N^{-1 / 2}, \quad G_{i \alpha} \prec t_{\alpha}(|z| \vee 1)^{-1} N^{-1 / 2}, \quad G_{\alpha \beta} \prec t_{\alpha} t_{\beta}(|z| \vee 1)^{-1} N^{-1 / 2} .
$$

Proof. By Theorem 2.5, $\operatorname{spec}\left(X^{\prime} T X\right) \subset \operatorname{supp}\left(\mu_{0}\right)_{\delta / 2}$ holds with high probability. On this event, $\left\|G_{N}\right\| \leq C \min (1 / \delta, 1 /|z|)$. As $\|X\| \prec 1$, part (a) follows from (4.50).

For (b), the bounds on $G_{i i}$ and $G_{\alpha \alpha}$ follow from (4.50) and part (a). The bounds on $G_{i i}^{-1}$ and $G_{\alpha \alpha}^{-1}$ follow from Lemma 4.17(a), $\left\|G_{N}^{(\alpha)}\right\| \prec 1$ and $\left\|G_{M}^{(i)}\right\| \prec 1$ in part (a), and $\left\|\mathbf{x}_{i}\right\| \prec 1$ and $\left\|\mathbf{x}_{\alpha}\right\| \prec 1$.

For (c), note that part (a) implies $\left\|G_{M}^{(i)}\right\|_{\mathrm{HS}} \prec N^{1 / 2}$ and $\left\|G_{N}^{(\alpha)}\right\|_{\mathrm{HS}} \prec(|z| \vee 1)^{-1} N^{1 / 2}$. Then the bounds for $\mathcal{Z}_{i}$ and $\mathcal{Z}_{\alpha}$ follow from Lemma 4.6 applied conditionally on $X^{(i)}$ and $X^{(\alpha)}$. For $\mathcal{Z}_{i j}$, as $\mathbf{x}_{i}$ is independent of $G_{M}^{(i j)} \mathbf{x}_{j}$, we have that $\mathbf{x}_{i}^{\prime} G_{M}^{(i j)} \mathbf{x}_{j}$ is Gaussian conditional on $X^{(i)}$ and $\left|\mathbf{x}_{i}^{\prime} G_{M}^{(i j)} \mathbf{x}_{j}\right| \prec$ $N^{-1 / 2}\left\|G_{M}^{(i j)} \mathbf{x}_{j}\right\| \prec N^{-1 / 2}\left\|G_{M}^{(i j)}\right\| \prec N^{-1 / 2}$. The remaining five bounds are similar.

Finally, (d) follows from Lemma 4.17(b) and parts (b) and (c).

### 4.3.3 Linear functions of the resolvent

We prove Lemma 4.1. Let $\mathbb{E}_{i}$ and $\mathbb{E}_{\alpha}$ be the partial expectations over column $\mathbf{x}_{i}$ and row $\mathbf{x}_{\alpha}$ of $X$. For $S \subset \mathcal{I}_{N}$ or $S \subset \mathcal{I}_{M}$, let $\mathbb{E}_{S}, \mathcal{Q}_{S}$, and $\prec_{\ell}$ be as in Section 4.3.1. Note that $\mathbb{E}_{i}\left[\mathcal{Z}_{i}\right]=0, \mathbb{E}_{\alpha}\left[\mathcal{Z}_{\alpha}\right]=0$, and $\mathbb{E}_{\alpha}\left[\mathcal{Z}_{\alpha \beta}\right]=\mathbb{E}_{\beta}\left[\mathcal{Z}_{\alpha \beta}\right]=0$. We verify that these quantities satisfy the conditions of Lemma 4.14.

Lemma 4.19. For $z \in U_{\delta}^{\mathbb{C}}$, each $\mathcal{Z}_{*} \in\left\{\mathcal{Z}_{i}, \mathcal{Z}_{\alpha}, \mathcal{Z}_{\alpha \beta}\right\}$, and some constants $C_{1}, C_{2}, \ldots>0$, we have $\mathbb{E}\left[\left|\mathcal{Z}_{*}\right|^{\ell}\right] \leq N^{C_{\ell}}$ for each $\ell>0$. Furthermore, for any constant $\ell>0$,
(a) For $S \subset \mathcal{I}_{N}$ with $i \notin S$ and $|S| \leq \ell, \mathcal{Q}_{S} \mathcal{Z}_{i} \prec_{\ell} N^{-1 / 2-|S| / 2}$.
(b) For $S \subset \mathcal{I}_{M}$ with $\alpha \notin S$ and $|S| \leq \ell, \mathcal{Q}_{S} \mathcal{Z}_{\alpha} \prec_{\ell} N^{-1 / 2-|S| / 2}$.
(c) For $S \subset \mathcal{I}_{M}$ with $\alpha, \beta \notin S$ and $|S| \leq \ell, \mathcal{Q}_{S} \mathcal{Z}_{\alpha \beta} \prec_{\ell} N^{-1 / 2-|S| / 2}$.

Proof. Let $C_{\ell}>0$ denote an $\ell$-dependent constant that may change from instance to instance. Taking the expectation first over $\mathbf{x}_{i}$, we have $\mathbb{E}\left[\left|\mathbf{x}_{i}^{\prime} G_{M}^{(i)} \mathbf{x}_{i}\right|^{\ell}\right] \leq \mathbb{E}\left[\left\|G_{M}^{(i)}\right\|^{\ell}\left\|\mathbf{x}_{i}\right\|^{2 \ell}\right] \leq C_{\ell} \mathbb{E}\left[\left\|G_{M}^{(i)}\right\|^{\ell}\right]$. Note that $\left\|G_{N}^{(i)}\right\| \leq 1 /|\operatorname{Im} z| \leq N^{2}$ for $z \in U_{\delta}^{\mathbb{C}}$, so $\left\|G_{M}^{(i)}\right\| \leq C\left(N^{2}\left\|X^{(i)}\right\|^{2}+1\right)$ by (4.50). Then $\mathbb{E}\left[\left|\mathbf{x}_{i}^{\prime} G_{M}^{(i)} \mathbf{x}_{i}\right|^{\ell}\right] \leq N^{C_{\ell}}$ follows. Also $\mathbb{E}\left[\left|N^{-1} \operatorname{Tr} G_{M}^{(i)}\right|^{\ell}\right] \leq C_{\ell} \mathbb{E}\left[\left\|G_{M}^{(i)}\right\|^{\ell}\right] \leq N^{C_{\ell}}$, so $\mathbb{E}\left[\left|\mathcal{Z}_{i}\right|^{\ell}\right] \leq N^{C_{\ell}}$. Similar arguments show $\mathbb{E}\left[\left|\mathcal{Z}_{\alpha}\right|^{\ell}\right] \leq N^{C_{\ell}}$ and $\mathbb{E}\left[\left|\mathcal{Z}_{\alpha \beta}\right|^{\ell}\right] \leq N^{C_{\ell}}$.

For the remaining statements, the argument is similar to the type of resolvent expansion performed in $\left[\mathrm{BEK}^{+} 14\right]$. We begin with (a): For $S=\emptyset$, this follows from Lemma 4.18. For $|S| \geq 1$, observe that $\mathcal{Z}_{i}=\mathcal{Q}_{i}\left[\mathbf{x}_{i}^{\prime} G_{M}^{(i)} \mathbf{x}_{i}\right]$, so $\mathcal{Q}_{S}\left[\mathcal{Z}_{i}\right]=\mathcal{Q}_{S \cup\{i\}}\left[\mathbf{x}_{i}^{\prime} G_{M}^{(i)} \mathbf{x}_{i}\right]$. Define

$$
G_{\mathbf{x} j}^{(i)}=\sum_{\alpha \in \mathcal{I}_{M}} X_{i \alpha} G_{\alpha j}^{(i)}=\mathbf{x}_{i}^{\prime} G_{o}^{(i)} \mathbf{e}_{j} .
$$

Suppose $j \in S$. We may apply Lemma 4.17 (c) to write

$$
\mathbf{x}_{i}^{\prime} G_{M}^{(i)} \mathbf{x}_{i}=\sum_{\alpha, \beta} X_{\alpha i} G_{\alpha \beta}^{(i)} X_{\beta i}=L(\{j\})+R(\{j\})
$$

where

$$
L(\{j\})=\sum_{\alpha, \beta} X_{\alpha i} G_{\alpha \beta}^{(i j)} X_{\beta i}=\mathbf{x}_{i}^{\prime} G_{M}^{(i j)} \mathbf{x}_{i}, \quad R(\{j\})=\sum_{\alpha, \beta} X_{\alpha i} \frac{G_{\alpha j}^{(i)} G_{\beta j}^{(i)}}{G_{j j}^{(i)}} X_{\beta i}=\frac{\left(G_{\mathbf{x j}}^{(i)}\right)^{2}}{G_{j j}^{(i)}}
$$

Here, $L(\{j\})$ no longer depends on $\mathbf{x}_{j}$. Note that Lemma 4.17(c) yields, for $j \neq k$,

$$
\begin{equation*}
G_{\mathbf{x} j}=G_{\mathbf{x} j}^{(k)}+\frac{G_{\mathbf{x} k} G_{j k}}{G_{k k}}, \quad \frac{1}{G_{j j}}=\frac{1}{G_{j j}^{(k)}}-\frac{G_{j k}^{2}}{G_{j j} G_{j j}^{(k)} G_{k k}} \tag{4.52}
\end{equation*}
$$

Then if $|S| \geq 2$ and $k \in S$, let us apply these identities to the numerator and denominator of $R(\{j\})$ to further write

$$
\mathbf{x}_{i}^{\prime} G_{M}^{(i)} \mathbf{x}_{i}=L(\{j, k\})+R(\{j, k\})
$$

where

$$
L(\{j, k\})=L(\{j\})+\frac{\left(G_{\mathbf{x} j}^{(i k)}\right)^{2}}{G_{j j}^{(i k)}}
$$

collects terms which no longer depend on at least one of $\mathbf{x}_{j}$ or $\mathbf{x}_{k}$, and the remainder is

$$
R(\{j, k\})=-\left(G_{\mathbf{x} j}^{(i k)}\right)^{2} \frac{\left(G_{j k}^{(i)}\right)^{2}}{G_{j j}^{(i)} G_{j j}^{(i k)} G_{k k}^{(i)}}+G_{\mathbf{x} j}^{(i k)} \frac{G_{\mathbf{x} k}^{(i)} G_{j k}^{(i)}}{G_{k k}^{(i)}} \frac{1}{G_{j j}^{(i)}}+\frac{G_{\mathbf{x} k}^{(i)} G_{j k}^{(i)}}{G_{k k}^{(i)}} G_{\mathbf{x} j}^{(i)} \frac{1}{G_{j j}^{(i)}} .
$$

Recursively using (4.52) to apply this procedure for each index in $S$, we obtain

$$
\mathbf{x}_{i}^{\prime} G_{M}^{(i)} \mathbf{x}_{i}=L(S)+R(S)
$$

where

- Each term of $L(S)$ does not depend on at least one of the columns $\left(\mathbf{x}_{j}: j \in S\right)$.
- $R(S)$ is a sum of at most $C_{\ell}$ summands, each summand a product of at most $C_{\ell}$ terms, for a constant $C_{\ell}$ depending only on $\ell$ (the maximum size of $S$ ).
- Each summand of $R(S)$ is a product of 2 terms of the form $G_{\mathbf{x} j}^{(\mathcal{T})}$, some number $m \geq|S|-1$ of terms of the form $G_{j k}^{(\mathcal{T})}$ for $j \neq k$, and $m+1$ terms of the form $\left(G_{j j}^{(\mathcal{T})}\right)^{-1}$. Here $i \in \mathcal{T} \subseteq S$.

We observe that $\mathcal{Q}_{S \cup\{i\}}[L(S)]=0$. Applying $G_{\mathbf{x} j}^{(\mathcal{T})} \prec_{\ell}(|z| \vee 1)^{-1} N^{-1 / 2}, G_{j k}^{(\mathcal{T})} \prec_{\ell}(|z| \vee 1)^{-1} N^{-1 / 2}$, and $\left(G_{j j}^{(\mathcal{T})}\right)^{-1} \prec_{\ell}|z| \vee 1$, we have $R(S) \prec_{\ell} N^{-(|S|+1) / 2}$. Then part (a) follows from Lemma 4.13 and
the bound

$$
\mathcal{Q}_{S \cup\{i\}}[R(S)]=\left(\prod_{j \in S \cup\{i\}}\left(1-\mathbb{E}_{j}\right)\right)[R(S)] \leq \sum_{\mathcal{T}: \mathcal{T} \subseteq S \cup\{i\}}\left|\mathbb{E}_{\mathcal{T}}[R(S)]\right| \prec_{\ell} R(S)
$$

The proof of part (b) is similar: Define

$$
\check{G}_{\alpha \beta}=\frac{G_{\alpha \beta}}{\left|t_{\alpha} t_{\beta}\right|^{1 / 2}}, \quad \check{G}_{\beta \mathbf{x}}^{(\alpha)}=\sum_{i \in \mathcal{I}_{N}} \frac{G_{\beta i}}{\left|t_{\beta}\right|^{1 / 2}} X_{i \alpha}=\left|t_{\beta}\right|^{-1 / 2} \mathbf{e}_{\beta}^{\prime} G_{o}^{(\alpha)} \mathbf{x}_{\alpha}
$$

We apply Lemma 4.17(c) in the forms

$$
\begin{equation*}
\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha)} \mathbf{x}_{\alpha}=\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta)} \mathbf{x}_{\alpha}+\frac{\left(\check{G}_{\beta \mathbf{x}}^{(\alpha)}\right)^{2}}{\check{G}_{\beta \beta}^{(\alpha)}}, \quad \check{G}_{\alpha \beta}=\check{G}_{\alpha \beta}^{(\gamma)}+\frac{\check{G}_{\alpha \gamma} \check{G}_{\beta \gamma}}{\check{G}_{\gamma \gamma}}, \quad \frac{1}{\check{G}_{\beta \beta}}=\frac{1}{\check{G}_{\beta \beta}^{(\gamma)}}-\frac{\left(\check{G}_{\beta \gamma}\right)^{2}}{\check{G}_{\beta \beta} \check{G}_{\beta \beta}^{(\gamma)} \check{G}_{\gamma \gamma}} \tag{4.53}
\end{equation*}
$$

This allows us to write, for each $S \subset \mathcal{I}_{M}$ with $|S| \geq 1$ and $\alpha \notin S$,

$$
\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha)} \mathbf{x}_{\alpha}=L(S)+R(S)
$$

where $L(S)$ contains terms not depending on at least one row $\left(\mathbf{x}_{\beta}: \beta \in S\right.$ ), and each summand of $R(S)$ is a product of 2 terms of the form $\check{G}_{\beta \mathbf{x}}^{(\mathcal{T})}, m \geq|S|-1$ terms of the form $\check{G}_{\beta \gamma}^{(\mathcal{T})}$ for $\beta \neq \gamma$, and $m+1$ terms of the form $\left(\check{G}_{\beta \beta}^{(\mathcal{T})}\right)^{-1}$. Applying $\check{G}_{\beta \mathbf{x}}^{(\mathcal{T})} \prec N^{-1 / 2}, \check{G}_{\beta \gamma}^{(\mathcal{T})} \prec N^{-1 / 2}$, and $\left(\check{G}_{\beta \beta}^{(\mathcal{T})}\right)^{-1} \prec 1$, we obtain part (b). The argument for part (c) is similar and omitted for brevity.

Define the empirical Stieltjes transform

$$
m_{N}(z)=N^{-1} \operatorname{Tr} G_{N}(z)=N^{-1} \operatorname{Tr}\left(X^{\prime} T X-z \mathrm{Id}\right)^{-1}
$$

We next establish a bound on $m_{N}-m_{0}$ for $z$ separated from $\operatorname{supp}\left(\mu_{0}\right)$. We follow $\left[\mathrm{BEK}^{+} 14\right.$, KY17], although for simplicity we will use the result of Theorem 2.5 to establish "stability" of the Marcenko-Pastur equation, rather than proving this directly using the stochastic continuity argument of $\left[\mathrm{BEK}^{+} 14\right]$.

Lemma 4.20. Let $z \in U_{\delta}^{\mathbb{C}}$. Then $m_{N}(z)-m_{0}(z) \prec N^{-1}$.
Proof. Recall the function

$$
z_{0}(m)=-\frac{1}{m}+\frac{1}{N} \sum_{\alpha} \frac{t_{\alpha}}{1+t_{\alpha} m}
$$

We first establish the following claim: If for all $z \in U_{\delta}^{\mathbb{C}}$ and a constant $\tau>0$ we have

$$
\begin{equation*}
z-z_{0}\left(m_{N}(z)\right) \prec N^{-\tau}, \tag{4.54}
\end{equation*}
$$

then also for all $z \in U_{\delta}^{\mathbb{C}}$ we have

$$
\begin{equation*}
m_{0}(z)-m_{N}(z) \prec N^{-\tau} . \tag{4.55}
\end{equation*}
$$

Indeed, fix any constants $\varepsilon, D>0$. Suppose first that $\operatorname{Im} z \geq N^{-\tau+\varepsilon}$. Let $\mathcal{E}$ be the event where $\left|z-z_{0}\left(m_{N}\right)\right|<N^{-\tau+\varepsilon / 2}$, which holds with probability at least $1-N^{-D}$ by (4.54). On $\mathcal{E}$ we have $\operatorname{Im} z_{0}\left(m_{N}\right)>0$, so Theorem 2.4 guarantees that $m_{0}\left(z_{0}\left(m_{N}\right)\right)$ is the unique root $m \in \mathbb{C}^{+}$to the equation $z_{0}\left(m_{N}\right)=z_{0}(m)$. Thus $m_{0}\left(z_{0}\left(m_{N}\right)\right)=m_{N}$. Applying $\left|\partial_{z} m_{0}\right| \leq C$ for all $z \in U_{\delta}$ and integrating this bound along a path from $z$ to $z_{0}\left(m_{N}\right)$, we obtain

$$
\left|m_{0}(z)-m_{N}(z)\right|=\left|m_{0}(z)-m_{0}\left(z_{0}\left(m_{N}\right)\right)\right|<C N^{-\tau+\varepsilon / 2}
$$

Now suppose $\operatorname{Im} z \in\left(0, N^{-\tau+\varepsilon}\right)$. Let $\tilde{z}$ be such that $\operatorname{Re} \tilde{z}=\operatorname{Re} z$ and $\operatorname{Im} \tilde{z}=N^{-\tau+\varepsilon}$. By the preceding argument, $\left|m_{0}(\tilde{z})-m_{N}(\tilde{z})\right|<C N^{-\tau+\varepsilon / 2}$ with probability at least $1-N^{-D}$. Apply again $\left|\partial_{z} m_{0}\right| \leq C$, and also $\left|\partial_{z} m_{N}\right| \leq C$ on the event $\operatorname{spec}\left(X^{\prime} T X\right) \subset \operatorname{supp}\left(\mu_{0}\right)_{\delta / 2}$, which holds with probability $1-N^{-D}$ by Theorem 2.5 . Then

$$
\left|m_{0}(z)-m_{N}(z)\right| \leq\left|m_{0}(z)-m_{0}(\tilde{z})\right|+\left|m_{0}(\tilde{z})-m_{N}(\tilde{z})\right|+\left|m_{N}(\tilde{z})-m_{N}(z)\right|<C N^{-\tau+\varepsilon / 2}
$$

with probability $1-2 N^{-D}$. The same arguments hold by conjugation symmetry for $\operatorname{Im} z<0$, and hence in all cases we obtain (4.55).

It remains to establish (4.54) for $\tau=1$. Applying Lemma 4.17(a),

$$
\begin{equation*}
G_{i i}^{-1}=-z-\mathbf{x}_{i}^{\prime} G_{M}^{(i)} \mathbf{x}_{i}=-z-N^{-1} \operatorname{Tr} G_{M}^{(i)}-\mathcal{Z}_{i} \tag{4.56}
\end{equation*}
$$

Next, applying Lemma 4.17(c),

$$
N^{-1} \operatorname{Tr} G_{M}^{(i)}=N^{-1} \sum_{\alpha} G_{\alpha \alpha}^{(i)}=N^{-1} \sum_{\alpha}\left(G_{\alpha \alpha}-\frac{G_{i \alpha}^{2}}{G_{i i}}\right)=N^{-1} \operatorname{Tr} G_{M}-G_{i i}^{-1} N^{-1} \sum_{\alpha} G_{i \alpha}^{2}
$$

Then applying the bounds $G_{i i}^{-1} \prec|z| \vee 1$ and $G_{i \alpha} \prec(|z| \vee 1)^{-1 / 2} N^{-1 / 2}$,

$$
\begin{equation*}
G_{i i}^{-1}=-z-N^{-1} \operatorname{Tr} G_{M}-\mathcal{Z}_{i}+O_{\prec}\left(N^{-1}\right) \tag{4.57}
\end{equation*}
$$

Applying $\mathcal{Z}_{i} \prec N^{-1 / 2}$ and $G_{j j} \prec(|z| \vee 1)^{-1}$, this yields $G_{j j} / G_{i i}-1=G_{j j}\left(G_{i i}^{-1}-G_{j j}^{-1}\right) \prec$ $(|z| \vee 1)^{-1} N^{-1 / 2}$ for all $i, j \in \mathcal{I}_{N}$. Then for all $i \in \mathcal{I}_{N}$, we have $m_{N} / G_{i i}-1 \prec(|z| \vee 1)^{-1} N^{-1 / 2}$, and hence also

$$
\begin{equation*}
G_{i i} / m_{N}-1 \prec(|z| \vee 1)^{-1} N^{-1 / 2} \tag{4.58}
\end{equation*}
$$

Expanding $G_{i i}^{-1}$ around $m_{N}^{-1}$,

$$
\begin{aligned}
N^{-1} \sum_{i} G_{i i}^{-1} & =N^{-1} \sum_{i}\left(m_{N}^{-1}-m_{N}^{-2}\left(G_{i i}-m_{N}\right)+m_{N}^{-2} G_{i i}^{-1}\left(G_{i i}-m_{N}\right)^{2}\right) \\
& =m_{N}^{-1}+N^{-1} m_{N}^{-2} \sum_{i} G_{i i}^{-1}\left(G_{i i}-m_{N}\right)^{2} .
\end{aligned}
$$

Thus

$$
m_{N}^{-1}=N^{-1} \sum_{i} G_{i i}^{-1}\left(1-\left(G_{i i} / m_{N}-1\right)^{2}\right) .
$$

Applying (4.58), $G_{i i}^{-1} \prec|z| \vee 1$, and (4.57), we obtain

$$
\begin{equation*}
m_{N}^{-1}=N^{-1} \sum_{i} G_{i i}^{-1}+O_{\prec}\left(N^{-1}\right)=-z-N^{-1} \operatorname{Tr} G_{M}-N^{-1} \sum_{i} \mathcal{Z}_{i}+O_{\prec}\left(N^{-1}\right) . \tag{4.59}
\end{equation*}
$$

Next, applying Lemma 4.17 and the bounds $G_{\alpha \alpha}^{-1} \prec t_{\alpha}^{-1}$ and $G_{i \alpha} \prec t_{\alpha} N^{-1 / 2}$, we obtain analogously to (4.57)

$$
\begin{equation*}
t_{\alpha} G_{\alpha \alpha}^{-1}=-1-t_{\alpha} \mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha)} \mathbf{x}_{\alpha}=-1-t_{\alpha} m_{N}-t_{\alpha} \mathcal{Z}_{\alpha}+O_{\prec}\left(t_{\alpha} N^{-1}\right) . \tag{4.60}
\end{equation*}
$$

Since $G_{\alpha \alpha} / t_{\alpha} \prec 1$ and $\mathcal{Z}_{\alpha} \prec N^{-1 / 2}$, the above implies in particular $\left(1+t_{\alpha} m_{N}\right)^{-1} \prec 1$ and $(1+$ $\left.t_{\alpha} m_{N}+t_{\alpha} \mathcal{Z}_{\alpha}\right)^{-1} \prec 1$. Then multiplying the above by $G_{\alpha \alpha}\left(1+t_{\alpha} m_{N}+t_{\alpha} \mathcal{Z}_{\alpha}\right)^{-1}$, we obtain

$$
\begin{align*}
G_{\alpha \alpha} & =-\frac{t_{\alpha}}{1+t_{\alpha} m_{N}+t_{\alpha} \mathcal{Z}_{\alpha}}+O_{\prec}\left(t_{\alpha}^{2} N^{-1}\right) \\
& =-\frac{t_{\alpha}}{1+t_{\alpha} m_{N}}+\frac{t_{\alpha}^{2} \mathcal{Z}_{\alpha}}{\left(1+t_{\alpha} m_{N}\right)^{2}}+O_{\prec}\left(t_{\alpha}^{2} N^{-1}\right) . \tag{4.61}
\end{align*}
$$

As $\operatorname{Tr} G_{M}=\sum_{\alpha} G_{\alpha \alpha}$, combining with (4.59) and recalling the definition of $z_{0}(m)$, we have

$$
z-z_{0}\left(m_{N}\right)=-N^{-1} \sum_{i} \mathcal{Z}_{i}-N^{-1} \sum_{\alpha} \frac{t_{\alpha}^{2}}{\left(1+t_{\alpha} m_{N}\right)^{2}} \mathcal{Z}_{\alpha}+O_{\prec}\left(N^{-1}\right) .
$$

Applying first the bounds $\mathcal{Z}_{i} \prec N^{-1 / 2}, \mathcal{Z}_{\alpha} \prec N^{-1 / 2}$, and $\left(1+t_{\alpha} m_{N}\right)^{-1} \prec 1$ to the above, we obtain $z-z_{0}\left(m_{N}\right) \prec N^{-1 / 2}$. Then (4.55) yields $m_{0}-m_{N} \prec N^{-1 / 2}$. This allows us to replace $m_{N}$ by $m_{0}$ with an additional $O_{\prec}\left(N^{-1}\right)$ error, yielding

$$
z-z_{0}\left(m_{N}\right)=-N^{-1} \sum_{i} \mathcal{Z}_{i}-N^{-1} \sum_{\alpha} \frac{t_{\alpha}^{2}}{\left(1+t_{\alpha} m_{0}\right)^{2}} \mathcal{Z}_{\alpha}+O_{\prec}\left(N^{-1}\right) .
$$

By Proposition 4.4, $\left|t_{\alpha}\right|^{2} /\left|1+t_{\alpha} m_{0}\right|^{2} \leq C$ for a constant $C>0$. Then Lemmas 4.14(a) and 4.19(a-b) imply that both sums above are $O_{\prec}\left(N^{-1}\right)$. So (4.54) holds with $\tau=1$.

We record an estimate from the above proof for future use:
Lemma 4.21. For $z \in U_{\delta}^{\mathbb{C}}$ and each $\alpha \in \mathcal{I}_{M}$,

$$
\frac{G_{\alpha \alpha}-\Pi_{\alpha \alpha}}{t_{\alpha}^{2}}=\frac{1}{\left(1+t_{\alpha} m_{0}\right)^{2}} \mathcal{Z}_{\alpha}+O_{\prec}\left(N^{-1}\right)
$$

Proof. This follows from (4.61), upon applying $m_{N}-m_{0} \prec N^{-1}$ and $\left|1+t_{\alpha} m_{0}\right| \geq c$ from Proposition 4.4 to yield $-t_{\alpha} /\left(1+t_{\alpha} m_{N}\right)=\Pi_{\alpha \alpha}+O_{\prec}\left(t_{\alpha}^{2} N^{-1}\right)$ and $t_{\alpha}^{2} \mathcal{Z}_{\alpha} /\left(1+t_{\alpha} m_{N}\right)^{2}=t_{\alpha}^{2} \mathcal{Z}_{\alpha} /\left(1+t_{\alpha} m_{0}\right)^{2}+$ $O_{\prec}\left(t_{\alpha}^{2} N^{-1}\right)$.

We now conclude the proof of Lemma 4.1: By Lemma 4.16, we may consider the case where $F=T$ is diagonal and invertible, and $z \in U_{\delta}^{\mathbb{C}}$. We write

$$
\operatorname{Tr} \Delta V=\sum_{\alpha} \Delta_{\alpha \alpha} V_{\alpha \alpha}+\sum_{\alpha \neq \beta} \Delta_{\alpha \beta} V_{\alpha \beta}
$$

Applying (4.51) and Lemma 4.21,

$$
\sum_{\alpha} \Delta_{\alpha \alpha} V_{\alpha \alpha}=\sum_{\alpha} \frac{G_{\alpha \alpha}-\Pi_{\alpha \alpha}}{t_{\alpha}^{2}} V_{\alpha \alpha}=\sum_{\alpha} \frac{1}{\left(1+t_{\alpha} m_{0}\right)^{2}} V_{\alpha \alpha} \mathcal{Z}_{\alpha}+O_{\prec}\left(N^{-1 / 2}\|V\|_{\mathrm{HS}}\right)
$$

As $\left|1+t_{\alpha} m_{0}\right|>c$ by Proposition 4.4, we may apply Lemmas 4.14(a) and 4.19(b) to yield

$$
\sum_{\alpha} \Delta_{\alpha \alpha} V_{\alpha \alpha} \prec N^{-1 / 2}\|V\|_{\mathrm{HS}}
$$

For the off-diagonal contribution, by (4.51) and Lemma 4.17(b) we have

$$
\sum_{\alpha \neq \beta} \Delta_{\alpha \beta} V_{\alpha \beta}=\sum_{\alpha \neq \beta} \frac{G_{\alpha \beta}}{t_{\alpha} t_{\beta}} V_{\alpha \beta}=\sum_{\alpha \neq \beta} \frac{G_{\alpha \alpha} G_{\beta \beta}^{(\alpha)}}{t_{\alpha} t_{\beta}} V_{\alpha \beta} \mathcal{Z}_{\alpha \beta}
$$

As $\mathcal{Z}_{\alpha \beta} \prec N^{-1 / 2}$ and $\sum_{\alpha \neq \beta}\left|V_{\alpha \beta}\right| \leq M\left(\sum_{\alpha \neq \beta}\left|V_{\alpha \beta}\right|^{2}\right)^{1 / 2} \prec N\|V\|_{\text {HS }}$, we may make $O_{\prec}\left(N^{-1}\right)$ adjustments of the coefficients of $V_{\alpha \beta} \mathcal{Z}_{\alpha \beta}$ while incurring an $O_{\prec}\left(N^{-1 / 2}\|V\|_{H S}\right)$ error in the sum. Then, applying $G_{\beta \beta}^{(\alpha)} / t_{\beta}=G_{\beta \beta} / t_{\beta}+O_{\prec}\left(N^{-1}\right)$ by Lemma 4.17 (c), followed by Lemma 4.21 , we have

$$
\sum_{\alpha \neq \beta} \Delta_{\alpha \beta} V_{\alpha \beta}=\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV}+O_{\prec}\left(N^{-1 / 2}\|V\|_{\mathrm{HS}}\right)
$$

where

$$
\mathrm{I}=\sum_{\alpha \neq \beta} \frac{\Pi_{\alpha \alpha} \Pi_{\beta \beta}}{t_{\alpha} t_{\beta}} V_{\alpha \beta} \mathcal{Z}_{\alpha \beta}
$$

$$
\begin{aligned}
& \mathrm{II}=\sum_{\alpha \neq \beta} \frac{t_{\alpha}}{\left(1+t_{\alpha} m_{0}\right)^{2}} \mathcal{Z}_{\alpha} \frac{\Pi_{\beta \beta}}{t_{\beta}} V_{\alpha \beta} \mathcal{Z}_{\alpha \beta}, \\
& \mathrm{III}=\sum_{\alpha \neq \beta} \frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{t_{\beta}}{\left(1+t_{\beta} m_{0}\right)^{2}} \mathcal{Z}_{\beta} V_{\alpha \beta} \mathcal{Z}_{\alpha \beta}, \\
& \mathrm{IV}=\sum_{\alpha \neq \beta} \frac{t_{\alpha}}{\left(1+t_{\alpha} m_{0}\right)^{2}} \mathcal{Z}_{\alpha} \frac{t_{\beta}}{\left(1+t_{\beta} m_{0}\right)^{2}} \mathcal{Z}_{\beta} V_{\alpha \beta} \mathcal{Z}_{\alpha \beta} .
\end{aligned}
$$

Lemmas 4.14 (b) and 4.19 (c) yield I $\prec N^{-1 / 2}\|V\|_{\text {HS }}$. For II, first fixing $\alpha$ and summing over $\beta$, Lemmas 4.14(a) and 4.19(c) yield

$$
\sum_{\beta \notin\{\alpha\}} \frac{\Pi_{\beta \beta}}{t_{\beta}} V_{\alpha \beta} \mathcal{Z}_{\alpha \beta} \prec N^{-1 / 2}\left\|\mathbf{v}_{\alpha}\right\|
$$

where $\mathbf{v}_{\alpha}$ is row $\alpha$ of $V$. Then, applying $\mathcal{Z}_{\alpha} \prec N^{-1 / 2}$,

$$
\mathrm{II} \prec \sum_{\alpha} N^{-1}\left\|\mathbf{v}_{\alpha}\right\| \prec N^{-1 / 2}\|V\|_{\mathrm{HS}} .
$$

Similarly III $\prec N^{-1 / 2}\|V\|_{\text {HS }}$. Finally, the direct bounds $\mathcal{Z}_{\alpha}, \mathcal{Z}_{\beta}, \mathcal{Z}_{\alpha \beta} \prec N^{-1 / 2}$ and $\sum_{\alpha \neq \beta}\left|V_{\alpha \beta}\right| \prec$ $N\|V\|_{\text {HS }}$ yield IV $\prec N^{-1 / 2}\|V\|_{\text {HS }}$. Thus $\operatorname{Tr} \Delta V \prec N^{-1 / 2}\|V\|_{\text {HS }}$ as desired.

### 4.3.4 Quadratic functions of the resolvent

We now prove Lemma 4.2. We will apply the fluctuation averaging mechanism, Lemma 4.14, to the quantities

$$
\begin{gathered}
\mathcal{Y}_{\alpha \beta \gamma \rho}=\left(\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma \rho)} \mathbf{x}_{\beta}\right)\left(\mathbf{x}_{\gamma}^{\prime} G_{N}^{(\alpha \beta \gamma \rho)} \mathbf{x}_{\rho}\right), \quad \mathcal{Y}_{\alpha \beta \gamma}=\left(\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\beta}\right)\left(\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\gamma}\right) \\
\tilde{\mathcal{Y}}_{\alpha \beta \gamma}=G_{\alpha \alpha}^{(\beta \gamma)}\left(\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\beta}\right)\left(\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\gamma}\right) \\
\mathcal{Y}_{\alpha \beta, 1}=\mathcal{Z}_{\alpha \beta}^{2}-N^{-1} \mathbf{x}_{\alpha}^{\prime}\left(G_{N}^{(\alpha \beta)}\right)^{2} \mathbf{x}_{\alpha}, \quad \mathcal{Y}_{\alpha \beta, 2}=N^{-1} \mathbf{x}_{\alpha}^{\prime}\left(G_{N}^{(\alpha \beta)}\right)^{2} \mathbf{x}_{\alpha}-N^{-2} \operatorname{Tr}\left[\left(G_{N}^{(\alpha \beta)}\right)^{2}\right]
\end{gathered}
$$

where $\alpha, \beta, \gamma, \rho$ above are distinct. Note that each $\mathcal{Y}_{*}$ above satisfies $\mathcal{Y}_{*} \prec N^{-1}$, and furthermore

$$
\begin{gathered}
\mathbb{E}_{\alpha}\left[\mathcal{Y}_{\alpha \beta \gamma \rho}\right]=\mathbb{E}_{\beta}\left[\mathcal{Y}_{\alpha \beta \gamma \rho}\right]=\mathbb{E}_{\gamma}\left[\mathcal{Y}_{\alpha \beta \gamma \rho}\right]=\mathbb{E}_{\rho}\left[\mathcal{Y}_{\alpha \beta \gamma \rho}\right]=0 \\
\mathbb{E}_{\beta}\left[\mathcal{Y}_{\alpha \beta \gamma}\right]=\mathbb{E}_{\gamma}\left[\mathcal{Y}_{\alpha \beta \gamma}\right]=0, \quad \mathbb{E}_{\beta}\left[\tilde{\mathcal{Y}}_{\alpha \beta \gamma}\right]=\mathbb{E}_{\gamma}\left[\tilde{\mathcal{Y}}_{\alpha \beta \gamma}\right]=0, \quad \mathbb{E}_{\beta}\left[\mathcal{Y}_{\alpha \beta, 1}\right]=0, \quad \mathbb{E}_{\alpha}\left[\mathcal{Y}_{\alpha \beta, 2}\right]=0
\end{gathered}
$$

The following verifies the conditions of Lemma 4.14.
Lemma 4.22. For $z \in U_{\delta}^{\mathbb{C}}$, each $\mathcal{Y}_{*} \in\left\{\mathcal{Y}_{\alpha \beta \gamma \rho}, \mathcal{Y}_{\alpha \beta \gamma}, \tilde{\mathcal{Y}}_{\alpha \beta \gamma}, \mathcal{Y}_{\alpha \beta, 1}, \mathcal{Y}_{\alpha \beta, 2}\right\}$, and some constants $C_{1}, C_{2}, \ldots>0$, we have $\mathbb{E}\left[\left|\mathcal{Y}_{*}\right|^{\ell}\right] \leq N^{C_{\ell}}$ for all $\ell>0$. Furthermore, for any constant $\ell>0$,
(a) For $S \subset \mathcal{I}_{M}$ with $\alpha, \beta, \gamma, \rho \notin S$ and $|S| \leq \ell, \mathcal{Q}_{S} \mathcal{Y}_{\alpha \beta \gamma \rho} \prec_{\ell} N^{-1-|S| / 2}$.
(b) For $S \subset \mathcal{I}_{M}$ with $\alpha, \beta, \gamma \notin S$ and $|S| \leq \ell, \mathcal{Q}_{S} \mathcal{Y}_{\alpha \beta \gamma} \prec_{\ell} N^{-1-|S| / 2}$.
(c) For $S \subset \mathcal{I}_{M}$ with $\alpha, \beta, \gamma \notin S$ and $|S| \leq \ell, \mathcal{Q}_{S} \tilde{\mathcal{Y}}_{\alpha \beta \gamma} \prec_{\ell} N^{-1-|S| / 2}$.
(d) For $S \subset \mathcal{I}_{M}$ with $\alpha, \beta \notin S$ and $|S| \leq \ell, \mathcal{Q}_{S} \mathcal{Y}_{\alpha \beta, 1} \prec_{\ell} N^{-1-|S| / 2}$.
(e) For $S \subset \mathcal{I}_{M}$ with $\alpha, \beta \notin S$ and $|S| \leq \ell, \mathcal{Q}_{S} \mathcal{Y}_{\alpha \beta, 2} \prec_{\ell} N^{-1-|S| / 2}$.

Proof. The bound $\mathbb{E}\left[\left|\mathcal{Y}_{*}\right|^{\ell}\right] \leq N^{C_{\ell}}$ follows from $\left\|G_{N}^{(*)}\right\| \leq 1 /|\operatorname{Im} z| \leq N^{2}$ for $z \in U_{\delta}^{\mathbb{C}}$ and the same arguments as in Lemma 4.19.

The remainder of the proof is also similar to Lemma 4.19(b-c): For (a), define

$$
\check{G}_{\alpha \beta}=\frac{G_{\alpha \beta}}{\left|t_{\alpha} t_{\beta}\right|^{1 / 2}}, \quad \check{G}_{\eta \mathbf{x}_{\alpha}}^{(\alpha \beta \gamma \rho)}=\mathbf{e}_{\eta}^{\prime} G_{o}^{(\alpha \beta \gamma \rho)} \mathbf{x}_{\alpha} /\left|t_{\eta}\right|^{1 / 2}=\sum_{i} \frac{G_{\eta i}^{(\alpha \beta \gamma \rho)}}{\left|t_{\eta}\right|^{1 / 2}} X_{i \alpha}
$$

We iterate through $S$ and expand both of the terms $\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma \rho)} \mathbf{x}_{\beta}$ and $\mathbf{x}_{\gamma}^{\prime} G_{N}^{(\alpha \beta \gamma \rho)} \mathbf{x}_{\rho}$ simultaneously, using Lemma 4.17(c) in the form

$$
\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma \rho)} \mathbf{x}_{\beta}=\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma \rho \eta)} \mathbf{x}_{\beta}+\frac{\check{G}_{\eta \mathbf{x}_{\alpha}}^{(\alpha \beta \gamma)} \check{G}_{\eta \mathbf{x}_{\beta}}^{(\alpha \beta \gamma \rho)}}{\check{G}_{\eta \eta}^{(\alpha \beta \gamma \rho)}}
$$

together with the latter two identities of (4.53). This yields, for each $S \subset \mathcal{I}_{M}$ with $|S| \geq 1$ and $\alpha, \beta, \gamma, \rho \notin S$, a decomposition

$$
\mathcal{Y}_{\alpha \beta \gamma \rho}=L(S)+R(S)
$$

where $L(S)$ collects terms not depending on at least one row $\left(\mathbf{x}_{\eta}: \eta \in S\right.$ ), and each summand of $R(S)$ is a product of $m \geq|S|+2$ "numerator" terms of the form $\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\mathcal{T})} \mathbf{x}_{\beta}, \check{G}_{\eta \mathbf{x}_{\alpha}}^{(\mathcal{T})}$, or $\check{G}_{\eta \nu}^{(\mathcal{T})}$ and $m-2$ "denominator" terms of the form $\left(\check{G}_{\eta \eta}^{(\mathcal{T})}\right)^{-1}$. Each numerator term is $O_{\prec}\left(N^{-1 / 2}\right)$ and each denominator term is $O_{\prec}(1)$, so $R(S) \prec_{\ell} N^{-1-|S| / 2}$. Then $\mathcal{Q}_{S}\left[\mathcal{Y}_{\alpha \beta \gamma \rho}\right]=\mathcal{Q}_{S}[R(S)] \prec_{\ell} N^{-1-|S| / 2}$.

The same argument holds for parts (b-e). For (c), we expand also the term $G_{\alpha \alpha}^{(\beta \gamma)}$ together with the other two terms, using the second identity of (4.53). For (d) and (e) we apply this argument separately to

$$
\mathcal{Z}_{\alpha \beta}^{2}=\left(\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta)} \mathbf{x}_{\beta}\right)^{2}, \quad \mathbf{x}_{\alpha}^{\prime}\left(G_{N}^{(\alpha \beta)}\right)^{2} \mathbf{x}_{\alpha}=\sum_{i}\left(\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta)} \mathbf{e}_{i}\right)^{2}, \quad \operatorname{Tr}\left[\left(G_{N}^{(\alpha \beta)}\right)^{2}\right]=\sum_{i, j}\left(\mathbf{e}_{i}^{\prime} G_{N}^{(\alpha \beta)} \mathbf{e}_{j}\right)^{2}
$$

and to each of the above summands. We obtain the additional numerator terms $\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta)} \mathbf{e}_{i}, \mathbf{e}_{i}^{\prime} G_{N}^{(\alpha \beta)} \mathbf{e}_{j}$, and $\check{G}_{i \eta}^{(\mathcal{T})}=G_{i \eta}^{(\mathcal{T})} /\left|t_{\eta}\right|^{1 / 2}$ in the expansions, which are still $O_{\prec}\left(N^{-1 / 2}\right)$.

Using this, we prove Lemma 4.2. By Lemma 4.16, we may consider $F=T$ diagonal and invertible,
and $z \in U_{\delta}^{\mathbb{C}}$. For convenience, let us normalize so that $\|V\|=\|W\|=1$. We write

$$
\begin{equation*}
\operatorname{Tr} \Delta V \Delta W=\sum_{\alpha, \beta, \gamma, \rho} \Delta_{\alpha \beta} V_{\beta \gamma} \Delta_{\gamma \rho} W_{\rho \alpha} \tag{4.62}
\end{equation*}
$$

Fixing $\alpha, \beta$, summing over $\gamma, \rho$, and applying Lemma 4.1,

$$
\begin{equation*}
\sum_{\gamma, \rho \notin\{\alpha, \beta\}} V_{\beta \gamma} \Delta_{\gamma \rho} W_{\rho \alpha} \prec N^{-1 / 2} \tag{4.63}
\end{equation*}
$$

Combining with the bound $\Delta_{\alpha \beta} \prec N^{-1 / 2}$ and then summing over $\alpha, \beta$, we see that $\operatorname{Tr} \Delta V \Delta W \prec N$.
We show that the terms where $\alpha=\beta, \alpha=\gamma, \beta=\rho$, and/or $\gamma=\rho$ are $O_{\prec}(1)$ : Consider first $\alpha=\beta$. Applying again (4.63) and $\Delta_{\alpha \alpha} \prec N^{-1 / 2}$, we obtain

$$
\sum_{\alpha, \gamma, \rho} \Delta_{\alpha \alpha} V_{\alpha \gamma} \Delta_{\gamma \rho} W_{\rho \alpha} \prec \sum_{\alpha}\left|\Delta_{\alpha \alpha}\right| N^{-1 / 2} \prec 1
$$

Symmetrically, for $\gamma=\rho$,

$$
\sum_{\alpha, \beta, \gamma} \Delta_{\alpha \beta} V_{\beta \gamma} \Delta_{\gamma \gamma} W_{\gamma \alpha} \prec 1
$$

For $\alpha=\gamma$, let $\mathbf{v}_{\alpha}$ and $\mathbf{w}_{\alpha}$ be columns $\alpha$ of $V$ and $W$. Summing first over $\beta, \rho$, we have by Lemma 4.1

$$
\sum_{\alpha, \beta, \rho} \Delta_{\alpha \beta} V_{\beta \alpha} \Delta_{\alpha \rho} W_{\rho \alpha}=\sum_{\alpha} \mathbf{e}_{\alpha}^{\prime} \Delta \mathbf{v}_{\alpha} \mathbf{e}_{\alpha}^{\prime} \Delta \mathbf{w}_{\alpha} \prec \sum_{\alpha} N^{-1 / 2} \cdot N^{-1 / 2} \prec 1
$$

Symmetrically, for $\beta=\rho$,

$$
\sum_{\alpha, \beta, \gamma} \Delta_{\alpha \beta} V_{\beta \gamma} \Delta_{\gamma \beta} W_{\beta \alpha} \prec 1
$$

When two or more of these four cases hold simultaneously, for example $\alpha=\beta=\gamma$ or $\alpha=\gamma, \beta=\rho$ or $\alpha=\beta=\gamma=\rho$, we have

$$
\begin{aligned}
& \sum_{\alpha, \rho} \Delta_{\alpha \alpha} V_{\alpha \alpha} \Delta_{\alpha \rho} W_{\rho \alpha} \prec \sum_{\alpha}\left|\Delta_{\alpha \alpha} V_{\alpha \alpha}\right| N^{-1 / 2} \prec 1, \\
& \sum_{\alpha, \beta} \Delta_{\alpha \beta} V_{\beta \alpha} \Delta_{\alpha \beta} W_{\beta \alpha} \prec N^{-1} \sum_{\alpha, \beta}\left|V_{\beta \alpha} W_{\beta \alpha}\right| \prec 1, \\
& \sum_{\alpha} \Delta_{\alpha \alpha} V_{\alpha \alpha} \Delta_{\alpha \alpha} W_{\alpha \alpha} \prec N^{-1} \sum_{\alpha}\left|V_{\alpha \alpha} W_{\alpha \alpha}\right| \prec 1 .
\end{aligned}
$$

Then we may eliminate all of these cases from the sum (4.62) by inclusion-exclusion.
The remaining cases are when possibly $\alpha=\rho$ and/or $\beta=\gamma$. We write the contributions from these cases as

$$
\mathrm{I}=\sum_{\alpha, \beta, \gamma, \rho}^{*} \Delta_{\alpha \beta} V_{\beta \gamma} \Delta_{\gamma \rho} W_{\rho \alpha}, \quad \mathrm{II}=\sum_{\alpha, \beta, \gamma}^{*} \Delta_{\alpha \beta} V_{\beta \gamma} \Delta_{\gamma \alpha} W_{\alpha \alpha}
$$

$$
\mathrm{III}=\sum_{\alpha, \beta, \rho}^{*} \Delta_{\alpha \beta} V_{\beta \beta} \Delta_{\beta \rho} W_{\rho \alpha}, \quad \mathrm{IV}=\sum_{\alpha, \beta}^{*} \Delta_{\alpha \beta} V_{\beta \beta} \Delta_{\beta \alpha} W_{\alpha \alpha}
$$

where summations with $*$ denote that all indices are restricted to be distinct.
For I, let us first apply

$$
G_{\alpha \alpha} / t_{\alpha}=\Pi_{\alpha \alpha} / t_{\alpha}+O_{\prec}\left(N^{-1 / 2}\right), \quad G_{\beta \beta}^{(\alpha)} / t_{\beta}=\Pi_{\beta \beta} / t_{\beta}+O_{\prec}\left(N^{-1 / 2}\right)
$$

from Lemma 4.21. Then, by (4.51) and Lemma 4.17(b), we have

$$
\begin{equation*}
\Delta_{\alpha \beta}=\frac{G_{\alpha \beta}}{t_{\alpha} t_{\beta}}=\frac{G_{\alpha \alpha} G_{\beta \beta}^{(\alpha)}}{t_{\alpha} t_{\beta}} \mathcal{Z}_{\alpha \beta}=\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} \mathcal{Z}_{\alpha \beta}+O_{\prec}\left(N^{-1}\right) \tag{4.64}
\end{equation*}
$$

Note that (4.63) holds also with the summation further restricted to $\gamma \neq \rho$, by Lemma 4.1. Then, as the $O_{\prec}\left(N^{-1}\right)$ remainder term in (4.64) does not depend on $\gamma$ and $\rho$,

$$
\begin{equation*}
\mathrm{I}=\sum_{\alpha, \beta, \gamma, \rho}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} \mathcal{Z}_{\alpha \beta}\right) V_{\beta \gamma} \Delta_{\gamma \rho} W_{\rho \alpha}+O_{\prec}\left(N^{1 / 2}\right) \tag{4.65}
\end{equation*}
$$

For fixed $\gamma$ and $\rho$, applying Lemma 4.14(b) and Lemma 4.19(c), we also have

$$
\sum_{\alpha, \beta \notin\{\gamma, \rho\}}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} \mathcal{Z}_{\alpha \beta}\right) V_{\beta \gamma} W_{\rho \alpha} \prec N^{-1 / 2}
$$

Then we may apply the approximation (4.64) to $\Delta_{\gamma \rho}$ in (4.65), yielding

$$
\begin{equation*}
\mathrm{I}=\sum_{\alpha, \beta, \gamma, \rho}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} \mathcal{Z}_{\alpha \beta}\right) V_{\beta \gamma}\left(\frac{\Pi_{\gamma \gamma}}{t_{\gamma}} \frac{\Pi_{\rho \rho}}{t_{\rho}} \mathcal{Z}_{\gamma \rho}\right) W_{\rho \alpha}+O_{\prec}\left(N^{1 / 2}\right) \tag{4.66}
\end{equation*}
$$

Next, let us apply Lemma 4.17 (b-c) and write

$$
\begin{align*}
\mathcal{Z}_{\alpha \beta} & =\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta)} \mathbf{x}_{\beta} \\
& =\sum_{i, j} X_{\alpha i} X_{\beta j}\left(G_{i j}^{(\alpha \beta \gamma)}+\frac{G_{i \gamma}^{(\alpha \beta)} G_{j \gamma}^{(\alpha \beta)}}{G_{\gamma \gamma}^{(\alpha \beta)}}\right) \\
& =\sum_{i, j} X_{\alpha i} X_{\beta j}\left(G_{i j}^{(\alpha \beta \gamma)}+G_{\gamma \gamma}^{(\alpha \beta)}\left(\mathbf{e}_{i}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\gamma}\right)\left(\mathbf{e}_{j}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\gamma}\right)\right) \\
& =\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\beta}+G_{\gamma \gamma}^{(\alpha \beta)}\left(\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\gamma}\right)\left(\mathbf{x}_{\beta}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\gamma}\right) \tag{4.67}
\end{align*}
$$

Applying these steps again to the first term of (4.67), we obtain $\mathcal{Z}_{\alpha \beta}=\mathcal{Z}_{\alpha \beta}^{(\gamma \rho)}+R_{\alpha \beta \gamma \rho}$ where

$$
\mathcal{Z}_{\alpha \beta}^{(\gamma \rho)}=\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma \rho)} \mathbf{x}_{\beta}
$$

$$
R_{\alpha \beta \gamma \rho}=G_{\gamma \gamma}^{(\alpha \beta)}\left(\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\gamma}\right)\left(\mathbf{x}_{\beta}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\gamma}\right)+G_{\rho \rho}^{(\alpha \beta \gamma)}\left(\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma \rho)} \mathbf{x}_{\rho}\right)\left(\mathbf{x}_{\beta}^{\prime} G_{N}^{(\alpha \beta \gamma \rho)} \mathbf{x}_{\rho}\right)
$$

By Lemmas 4.14(b) and 4.22(c), for fixed $\gamma$ and $\rho$, we have

$$
\sum_{\alpha, \beta \notin\{\gamma, \rho\}}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} R_{\alpha \beta \gamma \rho}\right) V_{\beta \gamma} W_{\rho \alpha} \prec N^{-1}
$$

Then, applying this and $\mathcal{Z}_{\gamma \rho} \prec N^{-1 / 2}$, (4.66) holds with $\mathcal{Z}_{\alpha \beta}$ replaced by $\mathcal{Z}_{\alpha \beta}^{(\gamma \rho)}$. Applying the symmetric argument to replace $\mathcal{Z}_{\gamma \rho}$ by $\mathcal{Z}_{\gamma \rho}^{(\alpha \beta)}$, we obtain

$$
\mathrm{I}=\sum_{\alpha, \beta, \gamma, \rho}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} \mathcal{Z}_{\alpha \beta}^{(\gamma \rho)}\right) V_{\beta \gamma}\left(\frac{\Pi_{\gamma \gamma}}{t_{\gamma}} \frac{\Pi_{\rho \rho}}{t_{\rho}} \mathcal{Z}_{\gamma \rho}^{(\alpha \beta)}\right) W_{\rho \alpha}+O_{\prec}\left(N^{1 / 2}\right)
$$

Recognizing $\mathcal{Z}_{\alpha \beta}^{(\gamma \rho)} \mathcal{Z}_{\gamma \rho}^{(\alpha \beta)}=\mathcal{Y}_{\alpha \beta \gamma \rho}$ and applying Lemmas 4.14(c) and 4.22(a), the summation above is $O_{\prec}(1)$. Then I $\prec N^{1 / 2}$.

A similar argument holds for II: Lemma 4.1 yields for fixed $\alpha, \beta$

$$
\sum_{\gamma \notin\{\alpha, \beta\}} V_{\beta \gamma} \Delta_{\gamma \alpha} W_{\alpha \alpha} \prec N^{-1 / 2} .
$$

Then applying (4.64),

$$
\mathrm{II}=\sum_{\alpha, \beta, \gamma}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} \mathcal{Z}_{\alpha \beta}\right) V_{\beta \gamma} \Delta_{\gamma \alpha} W_{\alpha \alpha}+O_{\prec}\left(N^{1 / 2}\right)
$$

For fixed $\alpha, \gamma$, Lemmas 4.14(a) and Lemma 4.19(c) then yield

$$
\sum_{\beta \notin\{\alpha, \gamma\}}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} \mathcal{Z}_{\alpha \beta}\right) V_{\beta \gamma} W_{\alpha \alpha} \prec N^{-1 / 2}
$$

so applying (4.64) again to approximate $\Delta_{\gamma \alpha}$ yields

$$
\begin{equation*}
\mathrm{II}=\sum_{\alpha, \beta, \gamma}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} \mathcal{Z}_{\alpha \beta}\right) V_{\beta \gamma}\left(\frac{\Pi_{\gamma \gamma}}{t_{\gamma}} \frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \mathcal{Z}_{\alpha \gamma}\right) W_{\alpha \alpha}+O_{\prec}\left(N^{1 / 2}\right) \tag{4.68}
\end{equation*}
$$

Note that

$$
\sum_{\beta \notin\{\alpha, \gamma\}} \frac{\Pi_{\beta \beta}}{t_{\beta}} G_{\gamma \gamma}^{(\alpha \beta)}\left(\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\gamma}\right)\left(\mathbf{x}_{\beta}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\gamma}\right) V_{\beta \gamma} \prec N^{-1}
$$

by Lemmas 4.14 (a) and 4.22 (c). Then applying (4.67) and $\mathcal{Z}_{\alpha \gamma} \prec N^{-1 / 2}$, we may replace $\mathcal{Z}_{\alpha \beta}$ by
$\mathcal{Z}_{\alpha \beta}^{(\gamma)}=\mathbf{x}_{\alpha}^{\prime} G_{N}^{(\alpha \beta \gamma)} \mathbf{x}_{\beta}$ in (4.68). Applying the symmetric argument to replace $\mathcal{Z}_{\alpha \gamma}$ by $\mathcal{Z}_{\alpha \gamma}^{(\beta)}$, we obtain

$$
\mathrm{II}=\sum_{\alpha, \beta, \gamma}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} \mathcal{Z}_{\alpha \beta}^{(\gamma)}\right) V_{\beta \gamma}\left(\frac{\Pi_{\gamma \gamma}}{t_{\gamma}} \frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \mathcal{Z}_{\alpha \gamma}^{(\beta)}\right) W_{\alpha \alpha}+O_{\prec}\left(N^{1 / 2}\right) .
$$

Recognizing $\mathcal{Z}_{\alpha \beta}^{(\gamma)} \mathcal{Z}_{\alpha \gamma}^{(\beta)}=\mathcal{Y}_{\alpha \beta \gamma}$ and applying Lemmas 4.14(b) and 4.22(b),

$$
\sum_{\beta, \gamma \notin\{\alpha\}}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} \mathcal{Z}_{\alpha \beta}^{(\gamma)}\right) V_{\beta \gamma}\left(\frac{\Pi_{\gamma \gamma}}{t_{\gamma}} \frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \mathcal{Z}_{\alpha \gamma}^{(\beta)}\right) \prec N^{-1}\|V\|_{\mathrm{HS}} \prec N^{-1 / 2} .
$$

Then II $\prec N^{1 / 2}$. By symmetry, III $\prec N^{1 / 2}$ also.
For IV, a direct bound using (4.64), $\left|V_{\beta \beta}\right| \leq 1$, and $\left|W_{\alpha \alpha}\right| \leq 1$ yields

$$
\mathrm{IV}=\sum_{\alpha, \beta}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}} \mathcal{Z}_{\alpha \beta}\right)^{2} V_{\beta \beta} W_{\alpha \alpha}+O_{\prec}\left(N^{1 / 2}\right)
$$

Summing first over $\beta$, Lemmas 4.14(a) and 4.22(d) yield

$$
\sum_{\beta \notin\{\alpha\}}\left(\frac{\Pi_{\beta \beta}}{t_{\beta}}\right)^{2} V_{\beta \beta}\left(\mathcal{Z}_{\alpha \beta}^{2}-\mathbb{E}_{\beta}\left[\mathcal{Z}_{\alpha \beta}^{2}\right]\right) \prec N^{-1 / 2} .
$$

Then summing over $\alpha$ and applying $\left|W_{\alpha \alpha}\right| \leq 1$,

$$
\mathrm{IV}=\sum_{\alpha, \beta}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}}\right)^{2} \mathbb{E}_{\beta}\left[\mathcal{Z}_{\alpha \beta}^{2}\right] V_{\beta \beta} W_{\alpha \alpha}+O_{\prec}\left(N^{1 / 2}\right)
$$

Next, summing first over $\alpha$, Lemmas 4.14(a) and 4.22(e) yield

$$
\sum_{\alpha \notin\{\beta\}}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}}\right)^{2} W_{\alpha \alpha}\left(\mathbb{E}_{\beta}\left[\mathcal{Z}_{\alpha \beta}^{2}\right]-\mathbb{E}_{\alpha \beta}\left[\mathcal{Z}_{\alpha \beta}^{2}\right]\right) \prec N^{-1 / 2} .
$$

Summing over $\beta$ and applying $\left|V_{\beta \beta}\right| \leq 1$,

$$
\mathrm{IV}=\sum_{\alpha, \beta}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}}\right)^{2} \mathbb{E}_{\alpha \beta}\left[\mathcal{Z}_{\alpha \beta}^{2}\right] V_{\beta \beta} W_{\alpha \alpha}+O_{\prec}\left(N^{1 / 2}\right) .
$$

Finally, let us verify

$$
\begin{equation*}
\mathbb{E}_{\alpha \beta}\left[\mathcal{Z}_{\alpha \beta}^{2}\right]=N^{-1} \partial_{z} m_{0}+O_{\prec}\left(N^{-3 / 2}\right) . \tag{4.69}
\end{equation*}
$$

First note that $\mathbb{E}_{\alpha \beta}\left[\mathcal{Z}_{\alpha \beta}^{2}\right]=N^{-2} \operatorname{Tr}\left[\left(G_{N}^{(\alpha \beta)}\right)^{2}\right]$. Writing $G_{N}^{(\alpha \beta)}=G_{N}+R$, Lemma 4.17(c) implies
that each entry of $R$ is $O_{\prec}\left(N^{-1}\right)$. Then $\operatorname{Tr}\left[\left(G_{N}^{(\alpha \beta)}\right)^{2}\right]=\operatorname{Tr} G_{N}^{2}+2 \operatorname{Tr} G_{N} R+\operatorname{Tr} R^{2}$. We have $\operatorname{Tr} G_{N} R=\sum_{i} G_{i i} R_{i i}+\sum_{i \neq j} G_{i j} R_{i j} \prec \sum_{i} 1 \cdot N^{-1}+\sum_{i \neq j} N^{-1 / 2} \cdot N^{-1} \prec N^{1 / 2}, \quad \operatorname{Tr} R^{2}=\sum_{i, j} R_{i j}^{2} \prec 1$.

Hence $\mathbb{E}_{\alpha \beta}\left[\mathcal{Z}_{\alpha \beta}^{2}\right]=N^{-2} \operatorname{Tr} G_{N}^{2}+O_{\prec}\left(N^{-3 / 2}\right)$. Next, note that $N^{-1} \operatorname{Tr} G_{N}^{2}=\partial_{z} m_{N}$ by the spectral representation of $G_{N}$. From Lemma $4.20, m_{N}-m_{0} \prec N^{-1}$. Applying the same Lipschitz continuity and Cauchy integral argument as in Section 4.1.1, we obtain $\partial_{z} m_{N}-\partial_{z} m_{0} \prec N^{-1}$, and hence (4.69).

Combining these arguments,

$$
\operatorname{Tr} \Delta V \Delta W=\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV}+O_{\prec}(1)=N^{-1}\left(\partial_{z} m_{0}\right) \sum_{\alpha, \beta}^{*}\left(\frac{\Pi_{\alpha \alpha}}{t_{\alpha}} \frac{\Pi_{\beta \beta}}{t_{\beta}}\right)^{2} V_{\beta \beta} W_{\alpha \alpha}+O_{\prec}\left(N^{1 / 2}\right)
$$

Including the $\alpha=\beta$ case into the sum introduces an $O_{\prec}(1)$ error. Then writing $\sum_{\beta} V_{\beta \beta}\left(\Pi_{\beta \beta} / t_{\beta}\right)^{2}=$ $\operatorname{Tr}\left(V\left[\operatorname{Id}+m_{0} T\right]^{-2}\right)$ and similarly for $W$ concludes the proof.

## Chapter 5

## General bulk eigenvalue law

In this chapter, we prove Theorems 2.19 and 2.20 , which establish fixed-point equations for the bulk eigenvalue distribution of $\widehat{\Sigma}$ for general, unstructured covariances $\Sigma_{1}, \ldots, \Sigma_{k}$. Our proof uses the tools of operator-valued free probability theory, in particular rectangular probability spaces and their connection to operator-valued freeness developed in [BG09], and the free deterministic equivalents approach of [SV12]. We first provide an overview of the proof strategy.

Let us write $\alpha_{r}$ in (2.1) as $\alpha_{r}=\sqrt{m_{r}} G_{r} \Sigma_{r}^{1 / 2}$, where $G_{r} \in \mathbb{R}^{m_{r} \times p}$ has i.i.d. $\mathcal{N}\left(0,1 / m_{r}\right)$ entries. Then $\widehat{\Sigma}=Y^{\prime} B Y$ takes the form

$$
\widehat{\Sigma}=\sum_{r, s=1}^{k} \Sigma_{r}^{1 / 2} G_{r}^{\prime}\left(\sqrt{m_{r} m_{s}} U_{r}^{\prime} B U_{s}\right) G_{s} \Sigma_{s}^{1 / 2}
$$

We observe the following: If $O_{0}, O_{1}, \ldots, O_{k} \in \mathbb{R}^{p \times p}$ and $O_{k+r} \in \mathbb{R}^{m_{r} \times m_{r}}$ for each $r=1, \ldots, k$ are real orthogonal matrices, then by rotational invariance of $G_{r}$, the eigenvalue measure $\mu_{\widehat{\Sigma}}$ remains invariant in law under the transformations

$$
\Sigma_{r}^{1 / 2} \mapsto H_{r}:=O_{r}^{\prime} \Sigma_{r}^{1 / 2} O_{0}, \quad \sqrt{m_{r} m_{s}} U_{r}^{\prime} B U_{s} \mapsto F_{r s}:=O_{k+r}^{\prime}\left(\sqrt{m_{r} m_{s}} U_{r}^{\prime} B U_{s}\right) O_{k+s}
$$

Hence we may equivalently consider the matrix

$$
\begin{equation*}
W=\sum_{r, s=1}^{k} H_{r}^{\prime} G_{r}^{\prime} F_{r s} G_{s} H_{s} \tag{5.1}
\end{equation*}
$$

for $O_{0}, \ldots, O_{2 k}$ independent and Haar-distributed. The families $\left\{F_{r s}\right\},\left\{G_{r}\right\},\left\{H_{r}\right\}$ are independent of each other, with each family satisfying a certain joint orthogonal invariance in law (formalized in Section 5.1).

Following [BG09], we embed the matrices $\left\{F_{r s}\right\},\left\{G_{r}\right\},\left\{H_{r}\right\}$ into a square matrix space $\mathbb{C}^{N \times N}$.

We then consider deterministic elements $\left\{f_{r s}\right\},\left\{g_{r}\right\},\left\{h_{r}\right\}$ in a von Neumann algebra $\mathcal{A}$ with tracial state $\tau$, such that these elements model the embedded matrices, and $\left\{f_{r s}\right\},\left\{g_{r}\right\}$, and $\left\{h_{r}\right\}$ are free with amalgamation over a diagonal sub-algebra of projections in $\mathcal{A}$. We follow the deterministic equivalents approach of [SV12] and allow $(\mathcal{A}, \tau)$ and $\left\{f_{r s}\right\},\left\{g_{r}\right\},\left\{h_{r}\right\}$ to also depend on $n$ and $p$.

Our proof of Theorem 2.19 consists of two steps:

1. For independent, jointly orthogonally-invariant families of random matrices, we formalize the notion of a free deterministic equivalent and prove an asymptotic freeness result establishing validity of this approximation.
2. For our specific model of interest, we show that the Stieltjes transform of $w:=\sum_{r, s} h_{r}^{*} g_{r}^{*} f_{r s} g_{s} h_{s}$ in the free model satisfies the equations (2.23-2.25).

We establish separately the existence and uniqueness of the fixed point to (2.23-2.24) using a contractive mapping argument and uniqueness of analytic continuation. This implies that the Stieltjes transform of $w$ in step 2 is uniquely determined by (2.23-2.25), which implies by step 1 that (2.232.25 ) asymptotically determine the Stieltjes transform of $W$.

## Notation

For a $*$-algebra $\mathcal{A}$ and elements $\left(a_{i}\right)_{i \in \mathcal{I}}$ of $\mathcal{A},\left\langle a_{i}: i \in \mathcal{I}\right\rangle$ denotes the sub-*-algebra generated by $\left(a_{i}\right)_{i \in \mathcal{I}}$. We write $\left\langle\left\{a_{i}\right\}\right\rangle$ if the index set $\mathcal{I}$ is clear from context. If $\mathcal{A}$ is a von Neumann algebra, $\left\langle\left\{a_{i}\right\}\right\rangle_{W^{*}}$ denotes the generated von Neumann sub-algebra, i.e. the ultraweak closure of $\left\langle\left\{a_{i}\right\}\right\rangle$, and $\left\|a_{i}\right\|$ denotes the $C^{*}$-norm.

### 5.1 Operator-valued free probability

### 5.1.1 Background

We review definitions from operator-valued free probability theory and its application to rectangular random matrices, drawn from [VDN92, Voi95, BG09].

Definition. A non-commutative probability space $(\mathcal{A}, \tau)$ is a unital $*$-algebra $\mathcal{A}$ over $\mathbb{C}$ and a $*$-linear functional $\tau: \mathcal{A} \rightarrow \mathbb{C}$ called the trace that satisfies, for all $a, b \in \mathcal{A}$ and for $1_{\mathcal{A}} \in \mathcal{A}$ the multiplicative unit,

$$
\tau\left(1_{\mathcal{A}}\right)=1, \quad \tau(a b)=\tau(b a)
$$

For our purposes, $\mathcal{A}$ will always be a von Neumann algebra having norm $\|\cdot\|$, and $\tau$ a positive, faithful, and normal trace. In particular, $\tau$ will be norm-continuous with $|\tau(a)| \leq\|a\|$.

Following [BG09], we embed rectangular matrices into a larger square space according to the following structure.

Definition. Let $(\mathcal{A}, \tau)$ be a non-commutative probability space and $d \geq 1$ a positive integer. For $p_{1}, \ldots, p_{d} \in \mathcal{A},\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$ is a rectangular probability space if $p_{1}, \ldots, p_{d}$ are non-zero pairwise-orthogonal projections summing to 1 , i.e. for all $r \neq s \in\{1, \ldots, d\}$,

$$
p_{r} \neq 0, \quad p_{r}=p_{r}^{*}=p_{r}^{2}, \quad p_{r} p_{s}=0, \quad p_{1}+\ldots+p_{d}=1
$$

An element $a \in \mathcal{A}$ is simple, or $(r, s)$-simple, if $p_{r} a p_{s}=a$ for some $r, s \in\{1, \ldots, d\}$ (possibly $\left.r=s\right)$.
Example 5.1. Let $N_{1}, \ldots, N_{d} \geq 1$ be positive integers and denote $N=N_{1}+\ldots+N_{d}$. Consider the $*$-algebra $\mathcal{A}=\mathbb{C}^{N \times N}$, with the involution $*$ given by the conjugate transpose map $A \mapsto A^{*}$. For $A \in \mathbb{C}^{N \times N}$, let $\tau(A)=N^{-1} \operatorname{Tr} A$. Then $(\mathcal{A}, \tau)=\left(\mathbb{C}^{N \times N}, N^{-1} \operatorname{Tr}\right)$ is a non-commutative probability space. Any $A \in \mathbb{C}^{N \times N}$ may be written in block form as

$$
A=\left(\begin{array}{cccc}
A_{11} & A_{12} & \cdots & A_{1 d} \\
A_{21} & A_{22} & \cdots & A_{2 d} \\
\vdots & \vdots & \ddots & \vdots \\
A_{d 1} & A_{d 2} & \cdots & A_{d d}
\end{array}\right)
$$

where $A_{s t} \in \mathbb{C}^{N_{s} \times N_{t}}$. For each $r=1, \ldots, d$, denote by $P_{r}$ the matrix with $(r, r)$ block equal to $\operatorname{Id}_{N_{r}}$ and $(s, t)$ block equal to 0 for all other $s, t$. Then $P_{r}$ is a projection, and $\left(\mathbb{C}^{N \times N}, N^{-1} \operatorname{Tr}, P_{1}, \ldots, P_{d}\right)$ is a rectangular probability space. $A \in \mathbb{C}^{N \times N}$ is simple if $A_{s t} \neq 0$ for at most one block $(s, t)$.

In a rectangular probability space, the projections $p_{1}, \ldots, p_{d}$ generate a sub-*-algebra

$$
\begin{equation*}
\mathcal{D}:=\left\langle p_{1}, \ldots, p_{d}\right\rangle=\left\{\sum_{r=1}^{d} z_{r} p_{r}: z_{r} \in \mathbb{C}\right\} . \tag{5.2}
\end{equation*}
$$

We may define a $*$-linear map $\mathbf{F}^{\mathcal{D}}: \mathcal{A} \rightarrow \mathcal{D}$ by

$$
\begin{equation*}
\mathbf{F}^{\mathcal{D}}(a)=\sum_{r=1}^{d} p_{r} \tau_{r}(a), \quad \tau_{r}(a)=\tau\left(p_{r} a p_{r}\right) / \tau\left(p_{r}\right) \tag{5.3}
\end{equation*}
$$

which is a projection onto $\mathcal{D}$ in the sense $\mathbf{F}^{\mathcal{D}}(d)=d$ for all $d \in \mathcal{D}$. In Example $5.1, \mathcal{D}$ consists of matrices $A \in \mathbb{C}^{N \times N}$ for which $A_{r r}$ is a multiple of the identity for each $r$ and $A_{r s}=0$ for each $r \neq s$. In this example, $\tau_{r}(A)=N_{r}^{-1} \operatorname{Tr}_{r} A$ where $\operatorname{Tr}_{r} A=\operatorname{Tr} A_{r r}$, so $\mathbf{F}^{\mathcal{D}}$ encodes the trace of each diagonal block.

The tuple $\left(\mathcal{A}, \mathcal{D}, \mathbf{F}^{\mathcal{D}}\right)$ is an example of the following definition for an operator-valued probability space.

Definition. A $\mathcal{B}$-valued probability space $\left(\mathcal{A}, \mathcal{B}, \mathbf{F}^{\mathcal{B}}\right)$ is a $*$-algebra $\mathcal{A}$, a sub-*-algebra $\mathcal{B} \subseteq \mathcal{A}$ containing $1_{\mathcal{A}}$, and a $*$-linear map $\mathbf{F}^{\mathcal{B}}: \mathcal{A} \rightarrow \mathcal{B}$ called the conditional expectation satisfying, for
all $b, b^{\prime} \in \mathcal{B}$ and $a \in \mathcal{A}$,

$$
\mathbf{F}^{\mathcal{B}}\left(b a b^{\prime}\right)=b \mathbf{F}^{\mathcal{B}}(a) b^{\prime}, \quad \mathbf{F}^{\mathcal{B}}(b)=b .
$$

We identify $\mathbb{C} \subset \mathcal{A}$ as a sub-algebra via the inclusion map $z \mapsto z 1_{\mathcal{A}}$, and we write 1 for $1_{\mathcal{A}}$ and $z$ for $z 1_{\mathcal{A}}$. Then a non-commutative probability space $(\mathcal{A}, \tau)$ is also a $\mathbb{C}$-valued probability space with $\mathcal{B}=\mathbb{C}$ and $\mathbf{F}^{\mathcal{B}}=\tau$.

Definition. Let $(\mathcal{A}, \tau)$ be a non-commutative probability space and $\mathbf{F}^{\mathcal{B}}: \mathcal{A} \rightarrow \mathcal{B}$ a conditional expectation onto a sub-algebra $\mathcal{B} \subset \mathcal{A}$. $\mathbf{F}^{\mathcal{B}}$ is $\boldsymbol{\tau}$-invariant if $\tau \circ \mathbf{F}^{B}=\tau$.

It is verified that $\mathbf{F}^{\mathcal{D}}: \mathcal{A} \rightarrow \mathcal{D}$ defined by (5.3) is $\tau$-invariant. When $\mathcal{B}$ is a von Neumann subalgebra of (a von Neumann algebra) $\mathcal{A}$, there exists a unique $\tau$-invariant conditional expectation $\mathbf{F}^{\mathcal{B}}: \mathcal{A} \rightarrow \mathcal{B}$, which is norm-continuous and satisfies $\left\|\mathbf{F}^{\mathcal{B}}(a)\right\| \leq\|a\|$. If $\mathcal{D} \subseteq \mathcal{B} \subseteq \mathcal{A}$ are nested von Neumann sub-algebras with $\tau$-invariant conditional expectations $\mathbf{F}^{\mathcal{D}}: \mathcal{A} \rightarrow \mathcal{D}, \mathbf{F}^{\mathcal{B}}: \mathcal{A} \rightarrow \mathcal{B}$, then we have the analogue of the classical tower property,

$$
\begin{equation*}
\mathbf{F}^{\mathcal{D}}=\mathbf{F}^{\mathcal{D}} \circ \mathbf{F}^{\mathcal{B}} . \tag{5.4}
\end{equation*}
$$

We note that $\mathcal{D}$ in (5.2) is a von Neumann sub-algebra of $\mathcal{A}$, as it is finite-dimensional.
In the space $(\mathcal{A}, \tau), a \in \mathcal{A}$ may be thought of as an analogue of a bounded random variable, $\tau(a)$ its expectation, and $\mathbf{F}^{\mathcal{B}}(a)$ its conditional expectation with respect to a sub-sigma-field. The following definitions then provide an analogue of the conditional distribution of $a$, and more generally of the conditional joint distribution of a collection $\left(a_{i}\right)_{i \in \mathcal{I}}$.

Definition. Let $\mathcal{B}$ be a $*$-algebra and $\mathcal{I}$ be any set. A $*$-monomial in the variables $\left\{x_{i}: i \in \mathcal{I}\right\}$ with coefficients in $\mathcal{B}$ is an expression of the form $b_{1} y_{1} b_{2} y_{2} \ldots b_{l-1} y_{l-1} b_{l}$ where $l \geq 1, b_{1}, \ldots, b_{l} \in \mathcal{B}$, and $y_{1}, \ldots, y_{l-1} \in\left\{x_{i}, x_{i}^{*}: i \in \mathcal{I}\right\}$. A $*$-polynomial in $\left\{x_{i}: i \in \mathcal{I}\right\}$ with coefficients in $\mathcal{B}$ is any finite sum of such monomials.

We write $Q\left(a_{i}: i \in \mathcal{I}\right)$ as the evaluation of a $*$-polynomial $Q$ at $x_{i}=a_{i}$.
Definition. Let $\left(\mathcal{A}, \mathcal{B}, \mathbf{F}^{\mathcal{B}}\right)$ be a $\mathcal{B}$-valued probability space, let $\left(a_{i}\right)_{i \in \mathcal{I}}$ be elements of $\mathcal{A}$, and let $\mathcal{Q}$ denote the set of all $*$-polynomials in variables $\left\{x_{i}: i \in \mathcal{I}\right\}$ with coefficients in $\mathcal{B}$. The (joint) $\mathcal{B}$-law of $\left(a_{i}\right)_{i \in \mathcal{I}}$ is the collection of values in $\mathcal{B}$

$$
\begin{equation*}
\left\{\mathbf{F}^{\mathcal{B}}\left[Q\left(a_{i}: i \in I\right)\right]\right\}_{Q \in \mathcal{Q}} . \tag{5.5}
\end{equation*}
$$

In the scalar setting where $\mathcal{B}=\mathbb{C}$ and $\mathbf{F}^{\mathcal{B}}=\tau$, a $*$-monomial takes the simpler form $z y_{1} y_{2} \ldots y_{l-1}$ for $z \in \mathbb{C}$ and $y_{1}, \ldots, y_{l-1} \in\left\{x_{i}, x_{i}^{*}: i \in \mathcal{I}\right\}$ (because $\mathbb{C}$ commutes with $\mathcal{A}$ ). Then the collection of values (5.5) is determined by the scalar-valued moments $\tau(w)$ for all words $w$ in the letters $\left\{x_{i}, x_{i}^{*}: i \in \mathcal{I}\right\}$. This is the analogue of the unconditional joint distribution of a family of bounded random variables, as specified by the joint moments.

Finally, the following definition of operator-valued freeness, introduced in [Voi95], has similarities to the notion of conditional independence of sub-sigma-fields in the classical setting.

Definition. Let $\left(\mathcal{A}, \mathcal{B}, \mathbf{F}^{\mathcal{B}}\right)$ be a $\mathcal{B}$-valued probability space and $\left(\mathcal{A}_{i}\right)_{i \in \mathcal{I}}$ a collection of sub-*-algebras of $\mathcal{A}$ which contain $\mathcal{B} .\left(\mathcal{A}_{i}\right)_{i \in \mathcal{I}}$ are $\mathcal{B}$-free, or free with amalgamation over $\mathcal{B}$, if for all $m \geq 1$, for all $i_{1}, \ldots, i_{m} \in \mathcal{I}$ with $i_{1} \neq i_{2}, i_{2} \neq i_{3}, \ldots, i_{m-1} \neq i_{m}$, and for all $a_{1} \in \mathcal{A}_{i_{1}}, \ldots, a_{m} \in \mathcal{A}_{i_{m}}$, the following implication holds:

$$
\mathbf{F}^{\mathcal{B}}\left(a_{1}\right)=\mathbf{F}^{\mathcal{B}}\left(a_{2}\right)=\ldots=\mathbf{F}^{\mathcal{B}}\left(a_{m}\right)=0 \Rightarrow \mathbf{F}^{\mathcal{B}}\left(a_{1} a_{2} \ldots a_{m}\right)=0
$$

Subsets $\left(S_{i}\right)_{i \in \mathcal{I}}$ of $\mathcal{A}$ are $\mathcal{B}$-free if the sub-*-algebras $\left(\left\langle S_{i}, \mathcal{B}\right\rangle\right)_{i \in \mathcal{I}}$ are.
In the classical setting, the joint law of (conditionally) independent random variables is determined by their marginal (conditional) laws. A similar statement holds for freeness:

Proposition 5.2. Suppose $\left(\mathcal{A}, \mathcal{B}, \mathbf{F}^{\mathcal{B}}\right)$ is a $\mathcal{B}$-valued probability space, and subsets $\left(S_{i}\right)_{i \in \mathcal{I}}$ of $\mathcal{A}$ are $\mathcal{B}$-free. Then the $\mathcal{B}$-law of $\bigcup_{i \in \mathcal{I}} S_{i}$ is determined by the individual $\mathcal{B}$-laws of the $S_{i}$ 's.

Proof. See [Voi95, Proposition 1.3].

### 5.1.2 Free deterministic equivalents and asymptotic freeness

Free deterministic equivalents were introduced in [SV12]. Here, we formalize a bit this definition for independent jointly orthogonally-invariant families of matrices, and we establish closeness of the random matrices and the free approximation in a general setting.

Definition 5.3. For fixed $d \geq 1$, consider two sequences of $N$-dependent rectangular probability spaces $\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$ and $\left(\mathcal{A}^{\prime}, \tau^{\prime}, p_{1}^{\prime}, \ldots, p_{d}^{\prime}\right)$ such that for each $r \in\{1, \ldots, d\}$, as $N \rightarrow \infty$,

$$
\left|\tau\left(p_{r}\right)-\tau^{\prime}\left(p_{r}^{\prime}\right)\right| \rightarrow 0
$$

For a common index set $\mathcal{I}$, consider elements $\left(a_{i}\right)_{i \in \mathcal{I}}$ of $\mathcal{A}$ and $\left(a_{i}^{\prime}\right)_{i \in \mathcal{I}}$ of $\mathcal{A}^{\prime}$. Then $\left(a_{i}\right)_{i \in \mathcal{I}}$ and $\left(a_{i}^{\prime}\right)_{i \in \mathcal{I}}$ are asymptotically equal in $\mathcal{D}$-law if the following holds: For any $r \in\{1, \ldots, d\}$ and any *-polynomial $Q$ in the variables $\left\{x_{i}: i \in \mathcal{I}\right\}$ with coefficients in $\mathcal{D}=\left\langle p_{1}, \ldots, p_{d}\right\rangle$, denoting by $Q^{\prime}$ the corresponding $*$-polynomial with coefficients in $\mathcal{D}^{\prime}=\left\langle p_{1}^{\prime}, \ldots, p_{d}^{\prime}\right\rangle$, as $N \rightarrow \infty$,

$$
\begin{equation*}
\left|\tau_{r}\left[Q\left(a_{i}: i \in \mathcal{I}\right)\right]-\tau_{r}^{\prime}\left[Q^{\prime}\left(a_{i}^{\prime}: i \in \mathcal{I}\right)\right]\right| \rightarrow 0 \tag{5.6}
\end{equation*}
$$

If $\left(a_{i}\right)_{i \in \mathcal{I}}$ and/or $\left(a_{i}^{\prime}\right)_{i \in \mathcal{I}}$ are random elements of $\mathcal{A}$ and/or $\mathcal{A}^{\prime}$, then they are asymptotically equal in $\mathcal{D}$-law a.s. if the above holds almost surely for each individual *-polynomial $Q$.

In the above, $\tau_{r}$ and $\tau_{r}^{\prime}$ are defined by (5.3). "Corresponding" means that $Q^{\prime}$ is obtained by expressing each coefficient $d \in \mathcal{D}$ of $Q$ in the form (5.2) and replacing $p_{1}, \ldots, p_{d}$ by $p_{1}^{\prime}, \ldots, p_{d}^{\prime}$.

We will apply Definition 5.3 by taking one of the two rectangular spaces to be $\left(\mathbb{C}^{N \times N}, N^{-1} \mathrm{Tr}\right)$ as in Example 5.1, containing random elements, and the other to be an approximating deterministic model. (We will use "distribution" for random matrices to mean their distribution as random elements of $\mathbb{C}^{N \times N}$ in the usual sense, reserving the term " $\mathcal{B}$-law" for Definition 5.1.1.) Freeness relations in the deterministic model will emerge from the following notion of rotational invariance of the random matrices.

Definition 5.4. Consider $\left(\mathbb{C}^{N \times N}, N^{-1} \operatorname{Tr}, P_{1}, \ldots, P_{d}\right)$ as in Example 5.1. A family of random matrices $\left(H_{i}\right)_{i \in \mathcal{I}}$ in $\mathbb{C}^{N \times N}$ is block-orthogonally invariant if, for any orthogonal matrices $O_{r} \in$ $\mathbb{R}^{N_{r} \times N_{r}}$ for $r=1, \ldots, d$, denoting $O=\operatorname{diag}\left(O_{1}, \ldots, O_{d}\right) \in \mathbb{R}^{N \times N}$, the joint distribution of $\left(H_{i}\right)_{i \in \mathcal{I}}$ is equal to that of $\left(O^{\prime} H_{i} O\right)_{i \in \mathcal{I}}$.

Let us provide several examples. We discuss the constructions of the spaces $\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$ for these examples in Appendix B.2.

Example 5.5. Fix $r \in\{1, \ldots, d\}$ and let $G \in \mathbb{C}^{N \times N}$ be a simple random matrix such that the diagonal block $G_{r r} \in \mathbb{C}^{N_{r} \times N_{r}}$ is distributed as the GUE or GOE, scaled to have entries of variance $1 / N_{r}$. (Simple means $G_{s t}=0$ for all other blocks $(s, t)$.) Let $\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$ be a rectangular space with $\tau\left(p_{s}\right)=N_{s} / N$ for each $s=1, \ldots, d$, such that $\mathcal{A}$ contains a self-adjoint simple element $g$ satisfying $g=g^{*}$ and $p_{r} g p_{r}=g$, with moments given by the semi-circle law:

$$
\tau_{r}\left(g^{l}\right)=\int_{-2}^{2} \frac{x^{l}}{2 \pi} \sqrt{4-x^{2}} d x \quad \text { for all } l \geq 0
$$

For any corresponding *-polynomials $Q$ and $q$ as in Definition 5.3, we may verify $N_{r}^{-1} \operatorname{Tr}_{r} Q(G)-$ $\tau_{r}(q(g)) \rightarrow 0$ a.s. by the classical Wigner semi-circle theorem [Wig55]. Then $G$ and $g$ are asymptotically equal in $\mathcal{D}$-law a.s. Furthermore, $G$ is block-orthogonally invariant.

Example 5.6. Fix $r_{1} \neq r_{2} \in\{1, \ldots, d\}$ and let $G \in \mathbb{C}^{N \times N}$ be a simple random matrix such that the block $G_{r_{1} r_{2}}$ has i.i.d. Gaussian or complex Gaussian entries with variance $1 / N_{r_{1}}$. Let $\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$ satisfy $\tau\left(p_{s}\right)=N_{s} / N$ for each $s$, such that $\mathcal{A}$ contains a simple element $g$ satisfying $p_{r_{1}} g p_{r_{2}}=g$, where $g^{*} g$ has moments given by the Marcenko-Pastur law:

$$
\tau_{r_{2}}\left(\left(g^{*} g\right)^{l}\right)=\int x^{l} \nu_{N_{r_{2}} / N_{r_{1}}}(x) d x \quad \text { for all } l \geq 0
$$

where $\nu_{\lambda}$ is the standard Marcenko-Pastur density

$$
\begin{equation*}
\nu_{\lambda}(x)=\frac{1}{2 \pi} \frac{\sqrt{\left(\lambda_{+}-x\right)\left(x-\lambda_{-}\right)}}{\lambda x} \mathbb{1}_{\left[\lambda_{-}, \lambda_{+}\right]}(x), \quad \lambda_{ \pm}=(1 \pm \sqrt{\lambda})^{2} \tag{5.7}
\end{equation*}
$$

By definition of $\tau_{r}$ and the cyclic property of $\tau$, we also have

$$
\tau_{r_{1}}\left(\left(g g^{*}\right)^{l}\right)=\left(N_{r_{2}} / N_{r_{1}}\right) \tau_{r_{2}}\left(\left(g^{*} g\right)^{l}\right)
$$

For any corresponding *-polynomials $Q$ and $q$ as in Definition 5.3, we may verify $N_{r_{2}}^{-1} \operatorname{Tr}_{r_{2}} Q(G)-$ $\tau_{r_{2}}(q(g)) \rightarrow 0$ and $N_{r_{1}}^{-1} \operatorname{Tr}_{r_{1}} Q(G)-\tau_{r_{1}}(q(g)) \rightarrow 0$ a.s. by the classical Marcenko-Pastur theorem [MP67]. Then $G$ and $g$ are asymptotically equal in $\mathcal{D}$-law a.s., and $G$ is block-orthogonally invariant.

Example 5.7. Let $B_{1}, \ldots, B_{k} \in \mathbb{C}^{N \times N}$ be deterministic simple matrices, say with $P_{r_{i}} B_{i} P_{s_{i}}=B_{i}$ for each $i=1, \ldots, k$ and $r_{i}, s_{i} \in\{1, \ldots, d\}$. Let $O_{1} \in \mathbb{R}^{N_{1} \times N_{1}}, \ldots, O_{d} \in \mathbb{R}^{N_{d} \times N_{d}}$ be independent Haar-distributed orthogonal matrices, define $O=\operatorname{diag}\left(O_{1}, \ldots, O_{d}\right) \in \mathbb{R}^{N \times N}$, and let $\check{B}_{i}=O^{\prime} B_{i} O$. Let $\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$ satisfy $\tau\left(p_{s}\right)=N_{s} / N$ for each $s$, such that $\mathcal{A}$ contains simple elements $b_{1}, \ldots, b_{k}$ satisfying $p_{r_{i}} b_{i} p_{s_{i}}=b_{i}$ for each $i=1, \ldots, k$, and

$$
\begin{equation*}
N_{r}^{-1} \operatorname{Tr}_{r} Q\left(B_{1}, \ldots, B_{k}\right)=\tau_{r}\left(q\left(b_{1}, \ldots, b_{k}\right)\right) \tag{5.8}
\end{equation*}
$$

for any corresponding $*$-polynomials $Q$ and $q$ with coefficients in $\left\langle P_{1}, \ldots, P_{d}\right\rangle$ and $\left\langle p_{1}, \ldots, p_{d}\right\rangle$. As $\operatorname{Tr}_{r} Q\left(B_{1}, \ldots, B_{k}\right)$ is invariant under $B_{i} \mapsto O^{\prime} B_{i} O,(5.8)$ holds also with $\check{B}_{i}$ in place of $B_{i}$. Then $\left(\check{B}_{i}\right)_{i \in\{1, \ldots, k\}}$ and $\left(b_{i}\right)_{i \in\{1, \ldots, k\}}$ are exactly (and hence also asymptotically) equal in $\mathcal{D}$-law, and $\left(\check{B}_{i}\right)_{i \in\{1, \ldots, k\}}$ is block-orthogonally invariant by construction.

To study the interaction of several independent and block-orthogonally invariant matrix families, we will take a deterministic model for each family, as in Examples 5.5, 5.6, and 5.7 above, and consider a combined model in which these families are $\mathcal{D}$-free:

Definition 5.8. Consider $\left(\mathbb{C}^{N \times N}, N^{-1} \operatorname{Tr}, P_{1}, \ldots, P_{d}\right)$ as in Example 5.1. Suppose

$$
\left(H_{i}\right)_{i \in \mathcal{I}_{1}}, \ldots,\left(H_{i}\right)_{i \in \mathcal{I}_{J}}
$$

are finite families of random matrices in $\mathbb{C}^{N \times N}$ such that:

- These families are independent from each other, and
- For each $j=1, \ldots, J,\left(H_{i}\right)_{i \in \mathcal{I}_{j}}$ is block-orthogonally invariant.

Then a free deterministic equivalent for $\left(H_{i}\right)_{i \in \mathcal{I}_{1}}, \ldots,\left(H_{i}\right)_{i \in \mathcal{I}_{J}}$ is any ( $N$-dependent) rectangular probability space $\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$ and families $\left(h_{i}\right)_{i \in \mathcal{I}_{1}}, \ldots,\left(h_{i}\right)_{i \in \mathcal{I}_{J}}$ of deterministic elements in $\mathcal{A}$ such that, as $N \rightarrow \infty$ :

- For each $r=1, \ldots, d,\left|N^{-1} \operatorname{Tr} P_{r}-\tau\left(p_{r}\right)\right| \rightarrow 0$,
- For each $j=1, \ldots, J,\left(H_{i}\right)_{i \in \mathcal{I}_{j}}$ and $\left(h_{i}\right)_{i \in \mathcal{I}_{j}}$ are asymptotically equal in $\mathcal{D}$-law a.s., and
- $\left(h_{i}\right)_{i \in \mathcal{I}_{1}}, \ldots,\left(h_{i}\right)_{i \in \mathcal{I}_{J}}$ are free with amalgamation over $\mathcal{D}=\left\langle p_{1}, \ldots, p_{d}\right\rangle$.

We then have the following asymptotic freeness theorem, which establishes the validity of this approximation.

Theorem 5.9. In the space $\left(\mathbb{C}^{N \times N}, N^{-1} \operatorname{Tr}, P_{1}, \ldots, P_{d}\right)$ of Example 5.1, suppose $\left(H_{i}\right)_{i \in \mathcal{I}_{1}}, \ldots$, $\left(H_{i}\right)_{i \in \mathcal{I}_{J}}$ are independent, block-orthogonally invariant families of random matrices, and let $\left(h_{i}\right)_{i \in \mathcal{I}_{1}}$, $\ldots,\left(h_{i}\right)_{i \in \mathcal{I}_{J}}$ be any free deterministic equivalent in $\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$. If there exist constants $C, c>0$ such that $c<N_{r} / N$ for all $r$ and $\left\|H_{i}\right\|<C$ a.s. for all $i \in \mathcal{I}_{j}$, all $\mathcal{I}_{j}$, and all large $N$, then $\left(H_{i}\right)_{i \in \mathcal{I}_{j}, j \in\{1, \ldots, J\}}$ and $\left(h_{i}\right)_{i \in \mathcal{I}_{j}, j \in\{1, \ldots, J\}}$ are asymptotically equal in $\mathcal{D}$-law a.s.

More informally, if $\left(h_{i}\right)_{i \in \mathcal{I}_{j}}$ asymptotically models the family $\left(H_{i}\right)_{i \in \mathcal{I}_{j}}$ for each $j$, and these matrix families are independent and block-orthogonally invariant, then a system in which $\left(h_{i}\right)_{i \in \mathcal{I}_{j}}$ are $\mathcal{D}$-free asymptotically models the matrices jointly over $j$.

The proof of this theorem is contained in Appendix B. The theorem is analogous to [BG09, Theorem 1.6] and [SV12, Theorem 2.7], which establish similar results for complex unitary invariance. It permits multiple matrix families (where matrices within each family are not independent), uses the almost-sure trace $N^{-1} \mathrm{Tr}$ rather than $\mathbb{E} \circ N^{-1} \mathrm{Tr}$, and imposes boundedness rather than joint convergence assumptions. This last point fully embraces the deterministic equivalents approach.

We will apply Theorem 5.9 in the form of the following corollary, whose proof we also defer to Appendix B: Suppose that $w \in \mathcal{A}$ satisfies $\left|\tau\left(w^{l}\right)\right| \leq C^{l}$ for a constant $C>0$ and all $l \geq 1$. We may define its Stieltjes transform by the convergent series

$$
\begin{equation*}
m_{w}(z)=\tau\left((w-z)^{-1}\right)=-\sum_{l \geq 0}^{\infty} z^{-(l+1)} \tau\left(w^{l}\right) \tag{5.9}
\end{equation*}
$$

for $z \in \mathbb{C}^{+}$with $|z|>C$, where we use the convention $w^{0}=1$ for all $w \in \mathcal{A}$.
Corollary 5.10. Under the assumptions of Theorem 5.9, let $Q$ be a self-adjoint *-polynomial (with $\mathbb{C}$-valued coefficients) in $\left(x_{i}\right)_{i \in \mathcal{I}_{j}, j \in\{1, \ldots, J\}}$, and let

$$
\begin{aligned}
W & =Q\left(H_{i}: i \in \mathcal{I}_{j}, j \in\{1, \ldots, J\}\right) \in \mathbb{C}^{N \times N}, \\
w & =Q\left(h_{i}: i \in \mathcal{I}_{j}, j \in\{1, \ldots, J\}\right) \in \mathcal{A} .
\end{aligned}
$$

Suppose $\left|\tau\left(w^{l}\right)\right| \leq C^{l}$ for all $N, l \geq 1$ and some $C>0$. Then for a sufficiently large constant $C_{0}>0$, letting $\mathbb{D}=\left\{z \in \mathbb{C}^{+}:|z|>C_{0}\right\}$ and defining $m_{W}(z)=N^{-1} \operatorname{Tr}\left(W-z \operatorname{Id}_{N}\right)^{-1}$ and $m_{w}(z)=\tau\left((w-z)^{-1}\right)$,

$$
m_{W}(z)-m_{w}(z) \rightarrow 0
$$

pointwise almost surely over $z \in \mathbb{D}$.

### 5.1.3 Computational tools

Our computations in the free model will use the tools of free cumulants, $\mathcal{R}$-transforms, and Cauchy transforms discussed in [Spe98, NSS02, SV12]. We review some relevant concepts here.

Let $\left(\mathcal{A}, \mathcal{B}, \mathbf{F}^{\mathcal{B}}\right)$ be a $\mathcal{B}$-valued probability space and $\mathbf{F}^{\mathcal{B}}: \mathcal{A} \rightarrow \mathcal{B}$ a conditional expectation. For $l \geq 1$, the $l^{\text {th }}$ order free cumulant of $\mathbf{F}^{\mathcal{B}}$ is a map $\kappa_{l}^{\mathcal{B}}: \mathcal{A}^{l} \rightarrow \mathcal{B}$ defined by $\mathbf{F}^{\mathcal{B}}$ and certain momentcumulant relations over the non-crossing partition lattice; we refer the reader to [SV12] and [Spe98, Chapters 2 and 3] for details. We will use the properties that $\kappa_{l}^{\mathcal{B}}$ is linear in each argument and satisfies the relations

$$
\begin{align*}
\kappa_{l}^{\mathcal{B}}\left(b a_{1}, a_{2}, \ldots, a_{l-1}, a_{l} b^{\prime}\right) & =b \kappa_{l}^{\mathcal{B}}\left(a_{1}, \ldots, a_{l}\right) b^{\prime}  \tag{5.10}\\
\kappa_{l}^{\mathcal{B}}\left(a_{1}, \ldots, a_{j-1}, a_{j} b, a_{j+1}, \ldots, a_{l}\right) & =\kappa_{l}^{\mathcal{B}}\left(a_{1}, \ldots, a_{j}, b a_{j+1}, \ldots, a_{l}\right) \tag{5.11}
\end{align*}
$$

for any $b, b^{\prime} \in \mathcal{B}$ and $a_{1}, \ldots, a_{l} \in \mathcal{A}$.
For $a \in \mathcal{A}$, the $\mathcal{B}$-valued $\mathcal{R}$-transform of $a$ is defined, for $b \in \mathcal{B}$, as

$$
\begin{equation*}
\mathcal{R}_{a}^{\mathcal{B}}(b)=\sum_{l \geq 1} \kappa_{l}^{\mathcal{B}}(a b, \ldots, a b, a) \tag{5.12}
\end{equation*}
$$

The $\mathcal{B}$-valued Cauchy transform of $a$ is defined, for invertible $b \in \mathcal{B}$, as

$$
\begin{equation*}
G_{a}^{\mathcal{B}}(b)=\mathbf{F}^{\mathcal{B}}\left((b-a)^{-1}\right)=\sum_{l \geq 0} \mathbf{F}^{\mathcal{B}}\left(b^{-1}\left(a b^{-1}\right)^{l}\right) \tag{5.13}
\end{equation*}
$$

with the convention $a^{0}=1$ for all $a \in \mathcal{A}$. The moment-cumulant relations imply that $G_{a}^{\mathcal{B}}(b)$ and $\mathcal{R}_{a}^{\mathcal{B}}(b)+b^{-1}$ are inverses with respect to composition:

Proposition 5.11. Let $\left(\mathcal{A}, \mathcal{B}, \mathbf{F}^{\mathcal{B}}\right)$ be a $\mathcal{B}$-valued probability space. For $a \in \mathcal{A}$ and invertible $b \in \mathcal{B}$,

$$
\begin{align*}
G_{a}^{\mathcal{B}}\left(b^{-1}+\mathcal{R}_{a}^{\mathcal{B}}(b)\right) & =b,  \tag{5.14}\\
G_{a}^{\mathcal{B}}(b) & =\left(b-\mathcal{R}_{a}^{\mathcal{B}}\left(G_{a}^{\mathcal{B}}(b)\right)\right)^{-1} . \tag{5.15}
\end{align*}
$$

Proof. See [Voi95, Theorem 4.9] and also [Spe98, Theorem 4.1.12].
Remark. When $\mathcal{A}$ is a von Neumann algebra, the right sides of (5.12) and (5.13) may be understood as convergent series in $\mathcal{A}$ with respect to the norm $\|\cdot\|$, for sufficiently small $\|b\|$ and $\left\|b^{-1}\right\|$ respectively. Indeed, (5.13) defines a convergent series in $\mathcal{B}$ when $\left\|b^{-1}\right\|<1 /\|a\|$, with

$$
\begin{equation*}
\left\|G_{a}^{\mathcal{B}}(b)\right\| \leq \sum_{l \geq 0}\left\|b^{-1}\right\|^{l+1}\|a\|^{l}=\frac{\left\|b^{-1}\right\|}{1-\|a\|\left\|b^{-1}\right\|} \tag{5.16}
\end{equation*}
$$

Also, explicit inversion of the moment-cumulant relations for the non-crossing partition lattice yields the cumulant bound

$$
\begin{equation*}
\left\|\kappa_{l}^{\mathcal{B}}\left(a_{1}, \ldots, a_{l}\right)\right\| \leq 16^{l} \prod_{i=1}^{l}\left\|a_{i}\right\| \tag{5.17}
\end{equation*}
$$

(see [NS06, Proposition 13.15]), so (5.12) defines a convergent series in $\mathcal{B}$ when $16\|b\|<1 /\|a\|$, with

$$
\left\|\mathcal{R}_{a}^{\mathcal{B}}(b)\right\| \leq \sum_{l \geq 1} 16^{l}\|a\|^{l}\|b\|^{l-1}=\frac{16\|a\|}{1-16\|a\|\|b\|}
$$

The identities (5.14) and (5.15) hold as equalities of elements in $\mathcal{B}$ when $\|b\|$ and $\left\|b^{-1}\right\|$ are sufficiently small, respectively.

Our computation will pass between $\mathcal{R}$-transforms and Cauchy transforms with respect to nested sub-algebras of $\mathcal{A}$. Central to this approach is the following result from [NSS02] (see also [SV12]):

Proposition 5.12. Let $\left(\mathcal{A}, \mathcal{D}, \mathbf{F}^{\mathcal{D}}\right)$ be a $\mathcal{D}$-valued probability space, let $\mathcal{B}, \mathcal{H} \subseteq \mathcal{A}$ be sub-*-algebras containing $\mathcal{D}$, and let $\mathbf{F}^{\mathcal{B}}: \mathcal{A} \rightarrow \mathcal{B}$ be a conditional expectation such that $\mathbf{F}^{\mathcal{D}} \circ \mathbf{F}^{\mathcal{B}}=\mathbf{F}^{\mathcal{D}}$. Let $\kappa_{l}^{\mathcal{B}}$ and $\kappa_{l}^{\mathcal{D}}$ denote the free cumulants for $\mathbf{F}^{\mathcal{B}}$ and $\mathbf{F}^{\mathcal{D}}$. If $\mathcal{B}$ and $\mathcal{H}$ are $\mathcal{D}$-free, then for all $l \geq 1$, $h_{1}, \ldots, h_{l} \in \mathcal{H}$, and $b_{1}, \ldots, b_{l-1} \in \mathcal{B}$,

$$
\kappa_{l}^{\mathcal{B}}\left(h_{1} b_{1}, \ldots, h_{l-1} b_{l-1}, h_{l}\right)=\kappa_{l}^{\mathcal{D}}\left(h_{1} \mathbf{F}^{\mathcal{D}}\left(b_{1}\right), \ldots, h_{l-1} \mathbf{F}^{\mathcal{D}}\left(b_{l-1}\right), h_{l}\right)
$$

Proof. See [NSS02, Theorem 3.6].
For sub-algebras $\mathcal{D} \subseteq \mathcal{B} \subseteq \mathcal{A}$ and conditional expectations $\mathbf{F}^{\mathcal{D}}: \mathcal{A} \rightarrow \mathcal{D}$ and $\mathbf{F}^{\mathcal{B}}: \mathcal{A} \rightarrow \mathcal{B}$ satisfying (5.4), we also have for any $a \in \mathcal{A}$ and invertible $d \in \mathcal{D}$ (with sufficiently small $\left\|d^{-1}\right\|$ ), by (5.13),

$$
\begin{equation*}
G_{a}^{\mathcal{D}}(d)=\mathbf{F}^{\mathcal{D}} \circ G_{a}^{\mathcal{B}}(d) \tag{5.18}
\end{equation*}
$$

Finally, note that for $\mathcal{B}=\mathbb{C}$ and $\mathbf{F}^{\mathcal{B}}=\tau$, the scalar-valued Cauchy transform $G_{a}^{\mathbb{C}}(z)$ is simply $-m_{a}(z)$ from (5.9). (The minus sign is a difference in sign convention for the Cauchy/Stieltjes transform.)

### 5.2 Computation in the free model

We will prove analogues of Theorems 2.19 and 2.20 for a slightly more general matrix model: Fix $k \geq 1$, let $p, n_{1}, \ldots, n_{k}, m_{1}, \ldots, m_{k} \in \mathbb{N}$, and denote $M=\sum_{r=1}^{k} m_{r}$. Let $F \in \mathbb{C}^{M \times M}$ be deterministic with $F^{*}=F$, and denote by $F_{r s} \in \mathbb{C}^{m_{r} \times m_{s}}$ its $(r, s)$ submatrix. For $r=1, \ldots, k$, let $H_{r} \in \mathbb{C}^{n_{r} \times p}$ be deterministic, and let $G_{r}$ be independent random matrices such that either $G_{r} \in \mathbb{R}^{m_{r} \times n_{r}}$ with $\left(G_{r}\right)_{i j} \stackrel{i i d}{\sim} \mathcal{N}\left(0, m_{r}^{-1}\right)$ or $G_{r} \in \mathbb{C}^{m_{r} \times n_{r}}$ with $\operatorname{Im}\left(G_{r}\right)_{i j}, \operatorname{Re}\left(G_{r}\right)_{i j} \stackrel{i i d}{\sim} \mathcal{N}\left(0,\left(2 m_{r}\right)^{-1}\right)$. Define

$$
W=\sum_{r, s=1}^{k} H_{r}^{*} G_{r}^{*} F_{r s} G_{s} H_{s} \in \mathbb{C}^{p \times p}
$$

with empirical spectral measure $\mu_{W}$. Denote $\mathbf{y} \cdot H^{*} H=\sum_{s=1}^{k} y_{s} H_{s}^{*} H_{s}$, and let $D(\mathbf{x})$ and $\operatorname{Tr}_{r}$ be as in Theorem 2.19.

Theorem 5.13. Suppose $p, n_{1}, \ldots, n_{k}, m_{1}, \ldots, m_{k} \rightarrow \infty$, such that $c<m_{r} / p<C, c<n_{r} / p<C$, $\left\|H_{r}\right\|<C$, and $\left\|F_{r s}\right\|<C$ for all $r, s=1, \ldots, k$ and some constants $C, c>0$. Then:
(a) For each $z \in \mathbb{C}^{+}$, there exist unique values $x_{1}, \ldots, x_{k} \in \mathbb{C}^{+} \cup\{0\}$ and $y_{1}, \ldots, y_{k} \in \overline{\mathbb{C}^{+}}$that satisfy, for $r=1, \ldots, k$, the equations

$$
\begin{align*}
x_{r} & =-\frac{1}{m_{r}} \operatorname{Tr}\left(\left(z \operatorname{Id}_{p}+\mathbf{y} \cdot H^{*} H\right)^{-1} H_{r}^{*} H_{r}\right)  \tag{5.19}\\
y_{r} & =-\frac{1}{m_{r}} \operatorname{Tr}_{r}\left(\left[\operatorname{Id}_{M}+F D(\mathbf{x})\right]^{-1} F\right) \tag{5.20}
\end{align*}
$$

(b) $\mu_{W}-\mu_{0} \rightarrow 0$ weakly a.s. for a probability measure $\mu_{0}$ on $\mathbb{R}$ with Stieltjes transform

$$
\begin{equation*}
m_{0}(z)=-\frac{1}{p} \operatorname{Tr}\left(\left(z \operatorname{Id}_{p}+\mathbf{y} \cdot H^{*} H\right)^{-1}\right) \tag{5.21}
\end{equation*}
$$

(c) For each $z \in \mathbb{C}^{+}$, the values $x_{r}, y_{r}$ in (a) are the limits, as $t \rightarrow \infty$, of $x_{r}^{(t)}, y_{r}^{(t)}$ computed by iterating (5.19-5.20) in the manner of Theorem 2.20.

Theorems 2.19 and 2.20 follow by specializing this result to $F_{r s}=\sqrt{m_{r} m_{s}} U_{r}^{\prime} B U_{s}, n_{r}=p$, and $H_{r}=\Sigma_{r}^{1 / 2}$.

### 5.2.1 Defining a free deterministic equivalent

Consider the transformations

$$
H_{r} \mapsto O_{r}^{\prime} H_{r} O_{0}, \quad F_{r s} \mapsto O_{k+r}^{\prime} F_{r s} O_{k+s}
$$

for independent Haar-distributed orthogonal matrices $O_{0}, \ldots, O_{2 k}$ of the appropriate sizes. The eigenvalue measure $\mu_{W}$ remains invariant in law under these transformations. Hence it suffices to prove Theorem 5.13 with $H_{r}$ and $F_{r s}$ replaced by these randomly-rotated matrices, which (with a slight abuse of notation) we continue to denote by $H_{r}$ and $F_{r s}$.

Let $N=p+\sum_{r=1}^{k} n_{r}+\sum_{r=1}^{k} m_{r}$, and embed the matrices $W, H_{r}, G_{r}, F_{r s}$ as simple elements of $\mathbb{C}^{N \times N}$ in the following regions of the block-matrix decomposition corresponding to $\mathbb{C}^{N}=\mathbb{C}^{p} \oplus$

$$
\mathbb{C}^{n_{1}} \oplus \cdots \oplus \mathbb{C}^{n_{k}} \oplus \mathbb{C}^{m_{1}} \oplus \cdots \oplus \mathbb{C}^{m_{k}}
$$

| $W$ | $H_{1}^{*}$ | $\cdots$ | $H_{k}^{*}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $H_{1}$ |  |  |  | $G_{1}^{*}$ |  |  |
| $\vdots$ |  |  |  |  | $\ddots$ |  |
| $H_{k}$ |  |  |  |  |  | $G_{k}^{*}$ |
|  | $G_{1}$ |  |  | $F_{11}$ | $\cdots$ | $F_{1 k}$ |
|  |  | $\ddots$ |  | $\vdots$ | $\ddots$ | $\vdots$ |
|  |  |  | $G_{k}$ | $F_{k 1}$ | $\cdots$ | $F_{k k}$ |

Denote by $P_{0}, \ldots, P_{2 k}$ the diagonal projections corresponding to the above decomposition, and by $\tilde{W}, \tilde{F}_{r s}, \tilde{G}_{r}, \tilde{H}_{r} \in \mathbb{C}^{N \times N}$ the embedded matrices. (For example, $P_{0}=\operatorname{diag}\left(\operatorname{Id}_{p}, 0, \ldots, 0\right)$, and $\tilde{W}$ has upper-left block equal to $W$ and remaining blocks 0 .) Then $\tilde{W}, \tilde{F}_{r s}, \tilde{G}_{r}, \tilde{H}_{r}$ are simple elements of the rectangular space $\left(\mathbb{C}^{N \times N}, N^{-1} \operatorname{Tr}, P_{0}, \ldots, P_{2 k}\right)$, and the $k+2$ families $\left\{\tilde{F}_{r s}\right\},\left\{\tilde{H}_{r}\right\}, \tilde{G}_{1}, \ldots, \tilde{G}_{k}$ are independent of each other and are block-orthogonally invariant.

For the approximating free model, consider a second rectangular space $\left(\mathcal{A}, \tau, p_{0}, \ldots, p_{2 k}\right)$ with deterministic elements $f_{r s}, g_{r}, h_{r} \in \mathcal{A}$, such that the following hold:

1. $p_{0}, \ldots, p_{2 k}$ have traces

$$
\tau\left(p_{0}\right)=p / N, \quad \tau\left(p_{r}\right)=n_{r} / N, \quad \tau\left(p_{k+r}\right)=m_{r} / N \quad \text { for all } r=1, \ldots, k
$$

2. $f_{r s}, g_{r}, h_{r}$ are simple elements such that for all $r, s \in\{1, \ldots, k\}$,

$$
p_{k+r} f_{r s} p_{k+s}=f_{r s}, \quad p_{k+r} g_{r} p_{r}=g_{r}, \quad p_{r} h_{r} p_{0}=h_{r}
$$

3. $\left\{f_{r s}: 1 \leq r, s \leq k\right\}$ has the same joint $\mathcal{D}$-law as $\left\{\tilde{F}_{r s}: 1 \leq r, s \leq k\right\}$, and $\left\{h_{r}: 1 \leq r \leq k\right\}$ has the same joint $\mathcal{D}$-law as $\left\{\tilde{H}_{r}: 1 \leq r \leq k\right\}$. I.e., for any $r \in\{0, \ldots, 2 k\}$ and any non-commutative *-polynomials $Q_{1}, Q_{2}$ with coefficients in $\left\langle P_{0}, \ldots, P_{2 k}\right\rangle$, letting $q_{1}, q_{2}$ denote the corresponding *-polynomials with coefficients in $\left\langle p_{0}, \ldots, p_{2 k}\right\rangle$,

$$
\begin{align*}
\tau_{r}\left[q_{1}\left(f_{s t}: s, t \in\{1, \ldots, k\}\right)\right] & =N_{r}^{-1} \operatorname{Tr}_{r} Q_{1}\left(\tilde{F}_{s t}: s, t \in\{1, \ldots, k\}\right),  \tag{5.22}\\
\tau_{r}\left[q_{2}\left(h_{s}: s \in\{1, \ldots, k\}\right)\right] & =N_{r}^{-1} \operatorname{Tr}_{r} Q_{2}\left(\tilde{H}_{s}: s \in\{1, \ldots, k\}\right) \tag{5.23}
\end{align*}
$$

4. For each $r, g_{r}^{*} g_{r}$ has Marcenko-Pastur law with parameter $\lambda=n_{r} / m_{r}$. I.e. for $\nu_{\lambda}$ as in (5.7),

$$
\begin{equation*}
\tau_{r}\left(\left(g_{r}^{*} g_{r}\right)^{l}\right)=\int x^{l} \nu_{n_{r} / m_{r}}(x) d x \quad \text { for all } l \geq 0 \tag{5.24}
\end{equation*}
$$

5. The $k+2$ families $\left\{f_{r s}\right\},\left\{h_{r}\right\}, g_{1}, \ldots, g_{k}$ are free with amalgamation over $\mathcal{D}=\left\langle p_{0}, \ldots, p_{2 k}\right\rangle$.

The right sides of (5.22) and (5.23) are deterministic, as they are invariant to the random rotations of $F_{r s}$ and $H_{r}$. Also, (5.24) completely specifies $\tau\left(q\left(g_{r}\right)\right)$ for any $*$-polynomial $q$ with coefficients in $\mathcal{D}$. Then these conditions $1-5$ fully specify the joint $\mathcal{D}$-law of all elements $f_{r s}, g_{r}, h_{r} \in \mathcal{A}$. These elements are a free deterministic equivalent for $\tilde{F}_{r s}, \tilde{G}_{r}, \tilde{H}_{r} \in \mathbb{C}^{N \times N}$ in the sense of Definition 5.8.

The following lemma establishes existence of this model as a von Neumann algebra. We indicate the references that establish this type of construction in Appendix B.

Lemma 5.14. Under the conditions of Theorem 5.13, there exists a ( $N$-dependent) rectangular probability space $\left(\mathcal{A}, \tau, p_{0}, \ldots, p_{2 k}\right)$ such that:
(a) $\mathcal{A}$ is a von Neumann algebra and $\tau$ is a positive, faithful, normal trace.
(b) $\mathcal{A}$ contains elements $f_{r s}, g_{r}, h_{r}$ for $r, s \in\{1, \ldots, k\}$ that satisfy the above conditions. Furthermore, the von Neumann sub-algebras $\left\langle\mathcal{D},\left\{f_{r s}\right\}\right\rangle_{W^{*}},\left\langle\mathcal{D},\left\{h_{r}\right\}\right\rangle_{W^{*}},\left\langle\mathcal{D}, g_{1}\right\rangle_{W^{*}}, \ldots,\left\langle\mathcal{D}, g_{k}\right\rangle_{W^{*}}$ are free over $\mathcal{D}$.
(c) There exists a constant $C>0$ such that $\left\|f_{r s}\right\|,\left\|h_{r}\right\|,\left\|g_{r}\right\| \leq C$ for all $N$ and all $r, s$.

### 5.2.2 Computing the Stieltjes transform

We will use twice the following intermediary lemma:
Lemma 5.15. Let $\left(\mathcal{A}, \tau, q_{0}, q_{1}, \ldots, q_{k}\right)$ be a rectangular probability space, where $\mathcal{A}$ is von Neumann and $\tau$ is positive, faithful, and normal. Let $\mathcal{D}=\left\langle q_{0}, \ldots, q_{k}\right\rangle$, let $\mathcal{B}, \mathcal{C} \subset \mathcal{A}$ be von Neumann subalgebras containing $\mathcal{D}$ that are free over $\mathcal{D}$, and let $\mathbf{F}^{\mathcal{D}}: \mathcal{A} \rightarrow \mathcal{D}$ and $\mathbf{F}^{\mathcal{C}}: \mathcal{A} \rightarrow \mathcal{C}$ be the $\tau$-invariant conditional expectations.

Let $b_{r s} \in \mathcal{B}$ and $c_{r} \in \mathcal{C}$ for $1 \leq r, s \leq k$ be such that $q_{r} b_{r s} q_{s}=b_{r s}, q_{r} c_{r}=c_{r},\left\|b_{r s}\right\| \leq C$, and $\left\|c_{r}\right\| \leq C$ for some constant $C>0$. Define $a=\sum_{r, s=1}^{k} c_{r}^{*} b_{r s} c_{s}$ and $b=\sum_{r, s=1}^{k} b_{r s}$. Then for $e \in \mathcal{C}$ with $\|e\|$ sufficiently small,

$$
\mathcal{R}_{a}^{\mathcal{C}}(e)=\sum_{r=1}^{k} c_{r}^{*} c_{r} \tau_{r}\left(\mathcal{R}_{b}^{\mathcal{D}}\left(\sum_{s=1}^{k} \tau_{s}\left(c_{s} e c_{s}^{*}\right) q_{s}\right)\right)
$$

where $\mathcal{R}_{a}^{\mathcal{C}}$ and $\mathcal{R}_{b}^{\mathcal{D}}$ are the $\mathcal{C}$-valued and $\mathcal{D}$-valued $\mathcal{R}$-transforms of $a$ and $b$.
Proof. We use the computational idea of [SV12]: Denote by $\kappa_{l}^{\mathcal{C}}$ and $\kappa_{l}^{\mathcal{D}}$ the $\mathcal{C}$-valued and $\mathcal{D}$-valued free cumulants. For $l \geq 1$ and $e \in \mathcal{C}$,

$$
\begin{aligned}
& \kappa_{l}^{\mathcal{C}}(a e, \ldots, a e, a) \\
& =\kappa_{l}^{\mathcal{C}}\left(\sum_{r, s=1}^{k} c_{r}^{*} b_{r s} c_{s} e, \ldots, \sum_{r, s=1}^{k} c_{r}^{*} b_{r s} c_{s} e, \sum_{r, s=1}^{k} c_{r}^{*} b_{r s} c_{s}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{r_{1}, s_{1}, \ldots, r_{l}, s_{l}=1}^{k} \kappa_{l}^{\mathcal{C}}\left(c_{r_{1}}^{*} b_{r_{1} s_{1}} c_{s_{1}} e, \ldots, c_{r_{l-1}}^{*} b_{r_{l-1} s_{l-1}} c_{s_{l-1}} e, c_{r_{l}}^{*} b_{r_{l} s_{l}} c_{s_{l}}\right) \\
& =\sum_{r_{1}, s_{1}, \ldots, r_{l}, s_{l}=1}^{k} c_{r_{1}}^{*} \kappa_{l}^{\mathcal{C}}\left(b_{r_{1} s_{1}} c_{s_{1}} e c_{r_{2}}^{*}, \ldots, b_{r_{l-1} s_{l-1}} c_{s_{l-1}} e c_{r_{l}}^{*}, b_{r_{l} s_{l}}\right) c_{s_{l}} \\
& =\sum_{r_{1}, s_{1}, \ldots, r_{l}, s_{l}=1}^{k} c_{r_{1}}^{*} \kappa_{l}^{\mathcal{D}}\left(b_{r_{1} s_{1}} \mathbf{F}^{\mathcal{D}}\left(c_{s_{1}} e c_{r_{2}}^{*}\right), \ldots, b_{r_{l-1} s_{l-1}} \mathbf{F}^{\mathcal{D}}\left(c_{s_{l-1}} e c_{r_{l}}^{*}\right), b_{r_{l} s_{l}}\right) c_{s_{l}},
\end{aligned}
$$

where we applied the definition of $a$, multi-linearity of $\kappa_{l}^{\mathcal{C}}$, the identities (5.10) and (5.11), and Proposition 5.12 using freeness of $\mathcal{B}$ and $\mathcal{C}$ over $\mathcal{D}$.

By the identity $c_{r}=q_{r} c_{r}$, each $c_{s} e c_{r}^{*}$ is simple, and we have from (5.3)

$$
\mathbf{F}^{\mathcal{D}}\left(c_{s} e c_{r}^{*}\right)= \begin{cases}0 & \text { if } s \neq r \\ \tau_{s}\left(c_{s} e c_{s}^{*}\right) q_{s} & \text { if } s=r .\end{cases}
$$

Furthermore, for any $d \in \mathcal{D}$, as $d=\tau_{0}(d) q_{0}+\ldots+\tau_{k}(d) q_{k}$, we have $c_{r}^{*} d c_{s}=c_{r}^{*} c_{r} \tau_{r}(d)$ if $r=s$ and 0 otherwise. Hence we may restrict the above sum to $s_{1}=r_{2}, s_{2}=r_{3}, \ldots, s_{l-1}=r_{l}, s_{l}=r_{1}$. Then, setting

$$
\begin{equation*}
d=\sum_{r=1}^{k} \tau_{r}\left(c_{r} e c_{r}^{*}\right) q_{r} \tag{5.25}
\end{equation*}
$$

and applying the identity $q_{r} b_{r s} q_{s}=b_{r s}$,

$$
\begin{equation*}
\kappa_{l}^{\mathcal{C}}(a e, \ldots, a e, a)=\sum_{r_{1}, \ldots, r_{l}=1}^{k} c_{r_{1}}^{*} c_{r_{1}} \tau_{r_{1}}\left(\kappa_{l}^{\mathcal{D}}\left(b_{r_{1} r_{2}} d, \ldots, b_{r_{l-1} r_{l}} d, b_{r_{l} r_{1}}\right)\right) . \tag{5.26}
\end{equation*}
$$

On the other hand, similar arguments yield

$$
\begin{aligned}
& \kappa_{l}^{\mathcal{D}}(b d, \ldots, b d, b) \\
& =\sum_{r_{1}, s_{1}, \ldots, r_{l}, s_{l}=1}^{k} \kappa_{l}^{\mathcal{D}}\left(b_{r_{1} s_{1}} d, \ldots, b_{r_{l-1} s_{l-1}} d, b_{r_{l} s_{l}}\right) \\
& =\sum_{r_{1}, s_{1}, \ldots, r_{l}, s_{l}=1}^{k} q_{r_{1}} \kappa_{l}^{\mathcal{D}}\left(b_{r_{1} s_{1}} q_{s_{1}} d q_{r_{2}}, \ldots, b_{r_{l-1} s_{l-1}} q_{s_{l-1}} d q_{r_{l}}, b_{r_{l} s_{l}}\right) q_{s_{l}} \\
& =\sum_{r_{1}, \ldots, r_{l}=1}^{k} q_{r_{1}} \kappa_{l}^{\mathcal{D}}\left(b_{r_{1} r_{2}} d, \ldots, b_{r_{l-1} r_{l}} d, b_{r_{l} r_{1}}\right) .
\end{aligned}
$$

Comparing with (5.26), $\kappa_{l}^{\mathcal{C}}(a e, \ldots, a e, a)=\sum_{r=1}^{k} c_{r}^{*} c_{r} \tau_{r}\left(\kappa_{l}^{\mathcal{D}}(b d, \ldots, b d, b)\right)$. Summing over $l$ and
recalling (5.12), for $\|e\|$ sufficiently small,

$$
\mathcal{R}_{a}^{\mathcal{C}}(e)=\sum_{l \geq 1} \sum_{r=1}^{k} c_{r}^{*} c_{r} \tau_{r}\left(\kappa_{l}^{\mathcal{D}}(b d, \ldots, b d, b)\right)
$$

Noting that $\|d\| \leq \sum_{s=1}^{k}\left\|c_{s}\right\|^{2}\|e\|$ and applying (5.17), we may exchange the order of summations on the right and move the summation over $l$ inside $\tau_{r}$ by linearity and norm-continuity of $\tau$, yielding the desired result.

We now perform the desired computation of the Stieltjes transform of $w$.
Lemma 5.16. Under the conditions of Theorem 5.13, let $\left(\mathcal{A}, \tau, p_{0}, \ldots, p_{2 k}\right)$ and $f_{r s}, g_{r}, h_{r}$ be as in Lemma 5.14, and let $w=\sum_{r, s=1}^{k} h_{r}^{*} g_{r}^{*} f_{r s} g_{s} h_{s}$. Then for a constant $C_{0}>0$, defining $\mathbb{D}=\left\{z \in \mathbb{C}^{+}\right.$: $\left.|z|>C_{0}\right\}$, there exist analytic functions $x_{1}, \ldots, x_{k}: \mathbb{D} \rightarrow \mathbb{C}^{+} \cup\{0\}$ and $y_{1}, \ldots, y_{k}: \mathbb{D} \rightarrow \mathbb{C}$ that satisfy, for every $z \in \mathbb{D}$ and for $m_{0}(z)=\tau_{0}\left((w-z)^{-1}\right)$, the equations (5.19-5.21).

Proof. If $H_{r}=0$ for some $r$, then we may set $x_{r} \equiv 0$, define $y_{r}$ by (5.20), and reduce to the case $k-1$. Hence, it suffices to consider $H_{r} \neq 0$ for all $r$.

Define the von Neumann sub-algebras $\mathcal{D}=\left\langle p_{r}: 0 \leq r \leq 2 k\right\rangle, \mathcal{F}=\left\langle\mathcal{D},\left\{f_{r s}\right\}\right\rangle_{W^{*}}, \mathcal{G}=$ $\left\langle\mathcal{D},\left\{g_{r}\right\}\right\rangle_{W^{*}}$, and $\mathcal{H}=\left\langle\mathcal{D},\left\{h_{r}\right\}\right\rangle_{W^{*}}$. Denote by $\mathbf{F}^{\mathcal{D}}, \mathcal{R}^{\mathcal{D}}$, and $G^{\mathcal{D}}$ the $\tau$-invariant conditional expectation onto $\mathcal{D}$ and the $\mathcal{D}$-valued $\mathcal{R}$-transform and Cauchy transform, and similarly for $\mathcal{F}, \mathcal{G}$, and $\mathcal{H}$.

We first work algebraically (Steps $1-3$ ), assuming that arguments $b$ to Cauchy transforms are invertible with $\left\|b^{-1}\right\|$ sufficiently small, arguments $b$ to $\mathcal{R}$-transforms have $\|b\|$ sufficiently small, and applying series expansions for $(b-a)^{-1}$. We will check that these assumptions hold and also establish the desired analyticity properties in Step 4.

Step 1: We first relate the $\mathcal{D}$-valued Cauchy transform of $w$ to that of $v=\sum_{r, s=1}^{k} g_{r}^{*} f_{r s} g_{s}$. We apply Lemma 5.15 with $q_{0}=p_{0}+\sum_{r=k+1}^{2 k} p_{r}, q_{r}=p_{r}$ for $r=1, \ldots, k, \mathcal{C}=\mathcal{H}$, and $\mathcal{B}=\langle\mathcal{F}, \mathcal{G}\rangle$. Then for $c \in \mathcal{H}$,

$$
\begin{equation*}
\mathcal{R}_{w}^{\mathcal{H}}(c)=\sum_{r=1}^{k} h_{r}^{*} h_{r} \tau_{r}\left(\mathcal{R}_{v}^{\mathcal{D}}\left(\sum_{s=1}^{k} p_{s} \tau_{s}\left(h_{s} c h_{s}^{*}\right)\right)\right) . \tag{5.27}
\end{equation*}
$$

To rewrite this using Cauchy transforms, for invertible $d \in \mathcal{D}$ and each $r=1, \ldots, k$, define

$$
\begin{align*}
\alpha_{r}(d) & =\tau_{r}\left(h_{r} G_{w}^{\mathcal{H}}(d) h_{r}^{*}\right)  \tag{5.28}\\
\beta_{r}(d) & =\tau_{r}\left(\mathcal{R}_{v}^{\mathcal{D}}\left(\sum_{s=1}^{k} p_{s} \alpha_{s}(d)\right)\right) \tag{5.29}
\end{align*}
$$

Then (5.15) and (5.27) with $c=G_{w}^{\mathcal{H}}(d)$ imply

$$
\begin{equation*}
G_{w}^{\mathcal{H}}(d)=\left(d-\mathcal{R}_{w}^{\mathcal{H}}\left(G_{w}^{\mathcal{H}}(d)\right)\right)^{-1}=\left(d-\sum_{r=1}^{k} h_{r}^{*} h_{r} \beta_{r}(d)\right)^{-1} \tag{5.30}
\end{equation*}
$$

Projecting down to $\mathcal{D}$ using (5.18) yields

$$
\begin{equation*}
G_{w}^{\mathcal{D}}(d)=\mathbf{F}^{\mathcal{D}}\left(\left(d-\sum_{r=1}^{k} h_{r}^{*} h_{r} \beta_{r}(d)\right)^{-1}\right) \tag{5.31}
\end{equation*}
$$

Applying (5.30) to (5.28),

$$
\begin{equation*}
\alpha_{r}(d)=\tau_{r}\left(h_{r}\left(d-\sum_{s=1}^{k} h_{s}^{*} h_{s} \beta_{s}(d)\right)^{-1} h_{r}^{*}\right) \tag{5.32}
\end{equation*}
$$

Noting that $\left(p_{1}+\ldots+p_{k}\right) v\left(p_{1}+\ldots+p_{k}\right)=v,(5.12)$ and (5.10) imply $\mathcal{R}_{v}^{\mathcal{D}}(d) \in\left\langle p_{1}, \ldots, p_{k}\right\rangle$ for any $d \in \mathcal{D}$, so we may write (5.29) as

$$
\mathcal{R}_{v}^{\mathcal{D}}\left(\sum_{r=1}^{k} p_{r} \alpha_{r}(d)\right)=\sum_{r=1}^{k} p_{r} \beta_{r}(d)
$$

For $r=0$ and $r \in\{k+1, \ldots, 2 k\}$, set $\beta_{r}(d)=0$ and define $\alpha_{r}(d)$ arbitrarily, say by $\alpha_{r}(d)=\left\|d^{-1}\right\|$. Since $v p_{r}=p_{r} v=0$ if $r=0$ or $r \in\{k+1, \ldots, 2 k\}$, applying (5.12) and multi-linearity of $\kappa_{l}^{\mathcal{D}}$, we may rewrite the above as

$$
\mathcal{R}_{v}^{\mathcal{D}}\left(\sum_{r=0}^{2 k} p_{r} \alpha_{r}(d)\right)=\sum_{r=0}^{2 k} p_{r} \beta_{r}(d)
$$

Applying (5.14) with $b=\sum_{r=0}^{2 k} p_{r} \alpha_{r}(d)$, we get

$$
\begin{equation*}
G_{v}^{\mathcal{D}}\left(\sum_{r=0}^{2 k} p_{r}\left(\frac{1}{\alpha_{r}(d)}+\beta_{r}(d)\right)\right)=\sum_{r=0}^{2 k} p_{r} \alpha_{r}(d) \tag{5.33}
\end{equation*}
$$

The relation between $G_{w}^{\mathcal{D}}$ and $G_{v}^{\mathcal{D}}$ is given by (5.31), (5.32), and (5.33).

Step 2: Next, we relate the $\mathcal{D}$-valued Cauchy transforms of $v$ and $u=\sum_{r, s=1}^{k} f_{r s}$. We apply Lemma 5.15 with $q_{0}=\sum_{r=0}^{k} p_{r}, q_{r}=p_{r+k}$ for $r=1, \ldots, k, \mathcal{C}=\mathcal{G}$, and $\mathcal{B}=\mathcal{F}$. Then for $c \in \mathcal{G}$,

$$
\begin{equation*}
\mathcal{R}_{v}^{\mathcal{G}}(c)=\sum_{r=1}^{k} g_{r}^{*} g_{r} \tau_{r+k}\left(\mathcal{R}_{u}^{\mathcal{D}}\left(\sum_{s=1}^{k} p_{s+k} \tau_{s+k}\left(g_{s} c g_{s}^{*}\right)\right)\right) \tag{5.34}
\end{equation*}
$$

To rewrite this using Cauchy transforms, for invertible $d \in \mathcal{D}$ and all $r=1, \ldots, k$, define

$$
\begin{align*}
& \gamma_{r+k}(d)=\tau_{r+k}\left(g_{r} G_{v}^{\mathcal{G}}(d) g_{r}^{*}\right)  \tag{5.35}\\
& \delta_{r+k}(d)=\tau_{r+k}\left(\mathcal{R}_{u}^{\mathcal{D}}\left(\sum_{s=1}^{k} p_{s+k} \gamma_{s+k}(d)\right)\right) \tag{5.36}
\end{align*}
$$

As in Step 1, for $r=0, \ldots, k$ let us also define $\delta_{r}(d)=0$ and $\gamma_{r}(d)=\left\|d^{-1}\right\|$. Then, noting $\left(p_{k+1}+\ldots+p_{2 k}\right) u\left(p_{k+1}+\ldots+p_{2 k}\right)=u$, the same arguments as in Step 1 yield the analogous identities

$$
\begin{align*}
& G_{v}^{\mathcal{D}}(d)=\mathbf{F}^{\mathcal{D}}\left(\left(d-\sum_{s=1}^{k} g_{s}^{*} g_{s} \delta_{s+k}(d)\right)^{-1}\right)  \tag{5.37}\\
& \gamma_{r+k}(d)=\tau_{r+k}\left(g_{r}\left(d-\sum_{s=1}^{k} g_{s}^{*} g_{s} \delta_{s+k}(d)\right)^{-1} g_{r}^{*}\right),  \tag{5.38}\\
& G_{u}^{\mathcal{D}}\left(\sum_{r=0}^{2 k} p_{r}\left(\frac{1}{\gamma_{r}(d)}+\delta_{r}(d)\right)\right)=\sum_{r=0}^{2 k} p_{r} \gamma_{r}(d) \tag{5.39}
\end{align*}
$$

As $g_{r}^{*} g_{r}$ has moments given by (5.24), we may write (5.37) and (5.38) explicitly: Denote $d=$ $d_{0} p_{0}+\ldots+d_{2 k} p_{2 k}$ for $d_{0}, \ldots, d_{2 k} \in \mathbb{C}$. As $d$ is invertible, we have $d^{-1}=d_{0}^{-1} p_{0}+\ldots+d_{2 k}^{-1} p_{2 k}$. For any $x \in \mathcal{A}$ that commutes with $\mathcal{D}$,

$$
(d-x)^{-1}=\sum_{l \geq 0} d^{-1}\left(x d^{-1}\right)^{l}=\sum_{l \geq 0} x^{l} d^{-l-1}
$$

So for $r=1, \ldots, k$, noting that $p_{r}=p_{r}^{2}$ and that $\mathcal{D}$ commutes with itself,

$$
\begin{aligned}
\tau_{r}\left((d-x)^{-1}\right) & =\frac{N}{n_{r}} \sum_{l \geq 0} \tau\left(p_{r} x^{l} d^{-l-1} p_{r}\right) \\
& =\frac{N}{n_{r}} \sum_{l \geq 0} \tau\left(\left(p_{r} x^{l} p_{r}\right)\left(p_{r} d^{-1} p_{r}\right)^{l+1}\right)=\sum_{l \geq 0} \frac{\tau_{r}\left(x^{l}\right)}{d_{r}^{l+1}}
\end{aligned}
$$

Noting that $g_{s}^{*} g_{s}$ commutes with $\mathcal{D}$, applying the above to (5.37) with $x=\sum_{s=1}^{k} g_{s}^{*} g_{s} \delta_{s+k}(d)$, and recalling (5.24),

$$
\begin{aligned}
\tau_{r}\left(G_{v}^{\mathcal{D}}(d)\right) & =\sum_{l \geq 0} \frac{\tau_{r}\left(\left(g_{r}^{*} g_{r}\right)^{l}\right) \delta_{r+k}(d)^{l}}{d_{r}^{l+1}} \\
& =\int \sum_{l \geq 0} \frac{x^{l} \delta_{r+k}(d)^{l}}{d_{r}^{l+1}} \nu_{n_{r} / m_{r}}(x) d x
\end{aligned}
$$

$$
\begin{align*}
& =\int \frac{1}{d_{r}-x \delta_{r+k}(d)} \nu_{n_{r} / m_{r}}(x) d x \\
& =\frac{1}{\delta_{r+k}(d)} G_{\nu_{n_{r} / m_{r}}}^{\mathbb{C}}\left(d_{r} / \delta_{r+k}(d)\right) \tag{5.40}
\end{align*}
$$

where $G_{\nu_{n_{r} / m_{r}}}^{\mathbb{C}}$ is the Cauchy transform of the Marcenko-Pastur law $\nu_{n_{r} / m_{r}}$.
Similarly, we may write (5.38) as

$$
\begin{align*}
\gamma_{r+k}(d) & =\frac{n_{r}}{m_{r}} \tau_{r}\left(\left(d-\sum_{s=1}^{k} g_{s}^{*} g_{s} \delta_{s+k}(d)\right)^{-1} g_{r}^{*} g_{r}\right) \\
& =\frac{n_{r}}{m_{r}} \int \frac{x}{d_{r}-x \delta_{r+k}(d)} \nu_{n_{r} / m_{r}}(x) d x \\
& =\frac{n_{r}}{m_{r}}\left(-\frac{1}{\delta_{r+k}(d)}+\frac{d_{r}}{\delta_{r+k}(d)^{2}} G_{\nu_{n_{r} / m_{r}}}^{\mathbb{C}}\left(d_{r} / \delta_{r+k}(d)\right)\right) \\
& =\frac{n_{r}}{m_{r}}\left(-\frac{1}{\delta_{r+k}(d)}+\frac{d_{r}}{\delta_{r+k}(d)} \tau_{r}\left(G_{v}^{\mathcal{D}}(d)\right)\right), \tag{5.41}
\end{align*}
$$

where the first equality applies the cyclic property of $\tau$ and the definitions of $\tau_{r+k}$ and $\tau_{r}$, the second applies (5.24) upon passing to a power series and back as above, the third applies the definition of the Cauchy transform, and the last applies (5.40). The relation between $G_{v}^{\mathcal{D}}$ and $G_{u}^{\mathcal{D}}$ is given by (5.40), (5.41), and (5.39).

Step 3: We compute $m_{0}(z)$ for $z \in \mathbb{C}^{+}$using (5.31), (5.32), (5.33), (5.40), (5.41), and (5.39). Fixing $z \in \mathbb{C}^{+}$, let us write

$$
\begin{gathered}
\alpha_{r}=\alpha_{r}(z), \quad \beta_{r}=\beta_{r}(z), \quad d_{r}=\frac{1}{\alpha_{r}}+\beta_{r}, \quad d=\sum_{r=0}^{2 k} d_{r} p_{r} \\
\gamma_{r}=\gamma_{r}(d), \quad \delta_{r}=\delta_{r}(d), \quad e_{r}=\frac{1}{\gamma_{r}}+\delta_{r}, \quad e=\sum_{r=0}^{2 k} e_{r} p_{r}
\end{gathered}
$$

Applying (5.31) and projecting down to $\mathbb{C}$,

$$
m_{0}(z)=-\tau_{0}\left(\left(z-\sum_{r=1}^{k} h_{r}^{*} h_{r} \beta_{r}\right)^{-1}\right)
$$

Note that $h_{r}^{*} h_{r}$ commutes with $\mathcal{D}$ and $p_{0} h_{r}^{*} h_{r} p_{0}=h_{r}^{*} h_{r}$ for each $r=1, \ldots, k$. Then, passing to a power series as in Step 2, and then applying (5.23) and the spectral calculus,

$$
m_{0}(z)=-\sum_{l \geq 0} z^{-(l+1)} \tau_{0}\left(\left(\sum_{r=1}^{k} h_{r}^{*} h_{r} \beta_{r}\right)^{l}\right)
$$

$$
\begin{align*}
& =-\sum_{l \geq 0} z^{-(l+1)} \frac{1}{p} \operatorname{Tr}\left(\left(\sum_{r=1}^{k} \beta_{r} H_{r}^{*} H_{r}\right)^{l}\right) \\
& =-\frac{1}{p} \operatorname{Tr}\left(z \operatorname{Id}_{p}-\sum_{r=1}^{k} \beta_{r} H_{r}^{*} H_{r}\right)^{-1} \tag{5.42}
\end{align*}
$$

Similarly, (5.32) implies for each $r=1, \ldots, k$

$$
\begin{equation*}
\alpha_{r}=\frac{1}{n_{r}} \operatorname{Tr}\left(\left(z \operatorname{Id}_{p}-\sum_{s=1}^{k} \beta_{s} H_{s}^{*} H_{s}\right)^{-1} H_{r}^{*} H_{r}\right) \tag{5.43}
\end{equation*}
$$

Now applying (5.40) and recalling (5.33) and the definition of $d_{r}$, for each $r=1, \ldots, k$,

$$
\alpha_{r}=\tau_{r}\left(G_{v}^{\mathcal{D}}(d)\right)=\frac{1}{\delta_{r+k}} G_{\nu_{n_{r} / m_{r}}}^{\mathbb{C}}\left(\frac{1}{\alpha_{r} \delta_{r+k}}+\frac{\beta_{r}}{\delta_{r+k}}\right)
$$

Applying (5.15) and the Marcenko-Pastur $\mathcal{R}$-transform $\mathcal{R}_{\nu_{\lambda}}^{\mathbb{C}}(z)=(1-\lambda z)^{-1}$, this is rewritten as

$$
\begin{equation*}
\frac{\beta_{r}}{\delta_{r+k}}=\mathcal{R}_{\nu_{n_{r} / m_{r}}}^{\mathbb{C}}\left(\alpha_{r} \delta_{r+k}\right)=\frac{m_{r}}{m_{r}-n_{r} \alpha_{r} \delta_{r+k}} \tag{5.44}
\end{equation*}
$$

By (5.41) and (5.33),

$$
\begin{equation*}
\gamma_{r+k}=\frac{n_{r}}{m_{r}} \frac{\alpha_{r} \beta_{r}}{\delta_{r+k}} \tag{5.45}
\end{equation*}
$$

We derive two consequences of (5.44) and (5.45). First, substituting for $\beta_{r}$ in (5.45) using (5.44) and recalling the definition of $e_{r+k}$ yields

$$
\begin{equation*}
e_{r+k}=\frac{m_{r}}{n_{r} \alpha_{r}} \tag{5.46}
\end{equation*}
$$

Second, rearranging (5.44), we get $\beta_{r} / \delta_{r+k}=1+n_{r} \alpha_{r} \beta_{r} / m_{r}$. Inserting into (5.45) yields this time

$$
\begin{equation*}
\beta_{r}=\frac{m_{r}}{n_{r}^{2} \alpha_{r}^{2}}\left(m_{r} \gamma_{r+k}-n_{r} \alpha_{r}\right) \tag{5.47}
\end{equation*}
$$

By (5.39), for each $r=1, \ldots, k$,

$$
\gamma_{r+k}=\tau_{r+k}\left(G_{u}^{\mathcal{D}}(e)\right)=\tau_{r+k}\left((e-u)^{-1}\right)
$$

Passing to a power series for $(e-u)^{-1}$, applying (5.22), and passing back,

$$
\begin{aligned}
\gamma_{r+k} & =\frac{1}{m_{r}} \operatorname{Tr}_{r+k}\left(\operatorname{diag}\left(e_{0} \operatorname{Id}_{p}, \ldots, e_{2 k} \operatorname{Id}_{m_{k}}\right)-\tilde{F}\right)^{-1} \\
& =\frac{1}{m_{r}} \operatorname{Tr}_{r}\left(\operatorname{diag}\left(e_{k+1} \operatorname{Id}_{m_{1}}, \ldots, e_{2 k} \operatorname{Id}_{m_{k}}\right)-F\right)^{-1}
\end{aligned}
$$

$$
\begin{equation*}
=\frac{1}{m_{r}} \operatorname{Tr}_{r}\left(D^{-1}-F\right)^{-1} \tag{5.48}
\end{equation*}
$$

where the last line applies (5.46) and sets $D=\operatorname{diag}\left(D_{1} \operatorname{Id}_{m_{1}}, \ldots, D_{k} \operatorname{Id}_{m_{k}}\right)$ for $D_{r}=n_{r} \alpha_{r} / m_{r}$. Noting $\operatorname{Tr}_{r} D=n_{r} \alpha_{r}$, (5.47) yields

$$
\begin{align*}
\beta_{r} & =\frac{1}{m_{r} D_{r}^{2}} \operatorname{Tr}_{r}\left[\left(D^{-1}-F\right)^{-1}-D\right] \\
& =\frac{1}{m_{r}} \operatorname{Tr}_{r}\left[\left(F^{-1}-D\right)^{-1}\right]=\frac{1}{m_{r}} \operatorname{Tr}_{r}\left(\left(\operatorname{Id}_{M}-F D\right)^{-1} F\right) \tag{5.49}
\end{align*}
$$

where we used the Woodbury identity and $\operatorname{Tr}_{r} D A D=D_{r}^{2} \operatorname{Tr} A$. (These equalities hold when $F$ is invertible, and hence for all $F$ by continuity.) Setting $x_{r}=-n_{r} \alpha_{r} / m_{r}$ and $y_{r}=-\beta_{r}$, we obtain (5.19), (5.20), and (5.21) from (5.42), (5.43), and (5.49).

Step 4: Finally, we verify the validity of the preceding calculations when $z \in \mathbb{D}=\left\{z \in \mathbb{C}^{+}:|z|>C_{0}\right\}$ and $C_{0}>0$ is sufficiently large. Call a scalar quantity $u=u(N, z)$ "uniformly bounded" if $|u|<C$ for all $z \in \mathbb{D}$, all $N$, and some constants $C_{0}, C>0$. Call $u$ "uniformly small" if for any constant $c>0$ there exists $C_{0}>0$ such that $|u|<c$ for all $z \in \mathbb{D}$ and all $N$.

As $\|w\| \leq C$ by Lemma 5.14 (c), $c=G_{w}^{\mathcal{H}}(z)$ is well-defined by the convergent series (5.13) for $z \in \mathbb{D}$. Furthermore by (5.16), $\|c\|$ is uniformly small, so we may apply (5.27). $\alpha_{r}(z)$ as defined by (5.28) satisfies

$$
\begin{aligned}
\alpha_{r}(z) & =\tau_{r}\left(h_{r} \sum_{l=0}^{\infty} \mathbf{F}^{\mathcal{H}}\left(z^{-1}\left(w z^{-1}\right)^{l}\right) h_{r}^{*}\right) \\
& =\sum_{l=0}^{\infty} z^{-(l+1)} \tau\left(p_{r}\right)^{-1} \tau\left(h_{r} \mathbf{F}^{\mathcal{H}}\left(w^{l}\right) h_{r}^{*}\right)=\sum_{l=0}^{\infty} z^{-(l+1)} \frac{N}{n_{r}} \tau\left(w^{l} h_{r}^{*} h_{r}\right)
\end{aligned}
$$

for $z \in \mathbb{D}$. Since $\left|\tau\left(w^{l} h_{r}^{*} h_{r}\right)\right| \leq\|w\|^{l}\left\|h_{r}\right\|^{2}, \alpha_{r}$ defines an analytic function on $\mathbb{D}$ such that $\alpha_{r}(z) \sim$ $\left(z n_{r}\right)^{-1} \operatorname{Tr}\left(H_{r}^{*} H_{r}\right)$ as $|z| \rightarrow \infty$. In particular, since $H_{r}$ is non-zero by our initial assumption, $\alpha_{r}(z) \neq$ 0 and $\operatorname{Im} \alpha_{r}(z)<0$ for $z \in \mathbb{D}$. This verifies that $x_{r}(z)=-n_{r} \alpha_{r}(z) / m_{r} \in \mathbb{C}^{+}$and $x_{r}$ is analytic on $\mathbb{D}$. Furthermore, $\alpha_{r}$ is uniformly small for each $r$. Then applying (5.12), multi-linearity of $\kappa_{l}$, and (5.17), it is verified that $\beta_{r}(z)$ defined by (5.29) is uniformly bounded and analytic on $\mathbb{D}$. So $y_{r}(z)=-\beta_{r}(z)$ is analytic on $\mathbb{D}$.

As $\beta_{r}$ is uniformly bounded, the formal series leading to (5.42) and (5.43) are convergent for $z \in \mathbb{D}$. Furthermore, $d_{r}=1 / \alpha_{r}+\beta_{r}$ is well-defined as $\alpha_{r} \neq 0$, and $\left\|d^{-1}\right\|$ is uniformly small. Then $c=G_{v}^{\mathcal{G}}(d)$ is well-defined by (5.13) and also uniformly small, so we may apply (5.34). By the same arguments as above, $\gamma_{r+k}(d)$ as defined by (5.35) is non-zero and uniformly small, and $\delta_{r+k}(d)$ as defined by (5.36) is uniformly bounded. Then the formal series leading to (5.40) and (5.41) are convergent for $z \in \mathbb{D}$. Furthermore, $e_{r}=1 / \gamma_{r}+\delta_{r}$ is well-defined and $\left\|e^{-1}\right\|$ is uniformly small, so
the formal series leading to (5.48) is convergent for $z \in \mathbb{D}$. This verifies the validity of the preceding calculations and concludes the proof.

### 5.3 Analyzing the fixed-point equations

To finish the proof of Theorem 5.13, we show using a contractive mapping argument that (5.19-5.20) have a unique solution in the stated domains, which is the limit of the procedure in Theorem 2.20. The analysis follows arguments similar to those in [CDS11] and [DL11].

Lemma 5.17 ([CL11]). Let $\Omega \subseteq \mathbb{C}$ be a connected open set, let $E \subseteq \Omega$ be any set with an accumulation point in $\Omega$, let $a, b \in \mathbb{C}$ be any two distinct fixed values, and let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be a sequence of analytic functions $f_{n}: \Omega \rightarrow \mathbb{C}$. If $f_{n}(z) \notin\{a, b\}$ for all $z \in \Omega$ and $n \geq 1$, and if $\lim _{n \rightarrow \infty} f_{n}(z)$ exists (and is finite) for each $z \in E$, then $\left\{f_{n}\right\}_{n=1}^{\infty}$ converges uniformly on compact subsets of $\Omega$ to an analytic function.

Proof. The result is originally due to [CL11]. It also follows by the theory of normal families: $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a normal family by Montel's fundamental normality test, see e.g. [Sch13, Section 2.7]. Hence every subsequence has a further subsequence that converges uniformly on compact sets to an analytic function. All such analytic functions must coincide on $E$, hence they coincide on all of $\Omega$ by uniqueness of analytic extensions, implying the desired result.

In the notation of Theorem 5.13, denote $\mathbf{x}=\left(x_{1}, \ldots, x_{k}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{k}\right)$,

$$
\begin{aligned}
f_{r}(z, \mathbf{y}) & =-\frac{1}{m_{r}} \operatorname{Tr}\left(\left(z \operatorname{Id}_{p}+\mathbf{y} \cdot H^{*} H\right)^{-1} H_{r}^{*} H_{r}\right) \\
g_{r}(\mathbf{x}) & =-\frac{1}{m_{r}} \operatorname{Tr}_{r}\left(\left[\operatorname{Id}_{M}+F D(\mathbf{x})\right]^{-1} F\right)
\end{aligned}
$$

Lemma 5.18. Under the conditions of Theorem 5.13:
(a) For all $z \in \mathbb{C}^{+}$and $\mathbf{y} \in\left(\overline{\mathbb{C}^{+}}\right)^{k}, z \operatorname{Id}_{p}+\mathbf{y} \cdot H^{*} H$ is invertible, $f_{r}(z, \mathbf{y}) \in \mathbb{C}^{+} \cup\{0\}$, and $m_{0}(z) \in \mathbb{C}^{+}$ for $m_{0}$ as defined by (5.21).
(b) For all $\mathbf{x} \in\left(\mathbb{C}^{+} \cup\{0\}\right)^{k}, \operatorname{Id}_{M}+F D(\mathbf{x})$ is invertible and $g_{r}(\mathbf{x}) \in \overline{\mathbb{C}^{+}}$.

Proof of Lemma 5.18. For any $\mathbf{v} \in \mathbb{C}^{p}$,

$$
\operatorname{Im}\left[\mathbf{v}^{*}\left(z \operatorname{Id}_{p}+\mathbf{y} \cdot H^{*} H\right) \mathbf{v}\right]=(\operatorname{Im} z) \mathbf{v}^{*} \mathbf{v}+\sum_{s}\left(\operatorname{Im} y_{s}\right) \mathbf{v}^{*} H_{s}^{*} H_{s} \mathbf{v}>0
$$

Hence $z \operatorname{Id}_{p}+\mathbf{y} \cdot H^{*} H$ is invertible. Letting $T=\left(z \operatorname{Id}_{p}+\mathbf{y} \cdot H^{*} H\right)^{-1}$,

$$
m_{r} f_{r}(z, \mathbf{y})=-\operatorname{Tr} T H_{r}^{*} H_{r}=-\operatorname{Tr} T H_{r}^{*} H_{r} T^{*}\left(z \operatorname{Id}_{p}+\mathbf{y} \cdot H^{*} H\right)^{*}
$$

$$
=-\bar{z} \operatorname{Tr} T H_{r}^{*} H_{r} T^{*}-\sum_{s=1}^{k} \overline{y_{s}} \operatorname{Tr} T H_{r}^{*} H_{r} T^{*} H_{s}^{*} H_{s}
$$

As $\operatorname{Tr} T R T^{*} S$ is real and nonnegative for any Hermitian positive-semidefinite matrices $R$ and $S$, the above implies $\operatorname{Im} f_{r}(z, \mathbf{y}) \geq 0$. In fact, as $\operatorname{Tr} T H_{r}^{*} H_{r} T^{*}>0$ unless $H_{r}=0$, either $\operatorname{Im} f_{r}(z, \mathbf{y})>0$ or $f_{r}(z, \mathbf{y})=0$. Similarly,

$$
p m_{0}(z)=-\operatorname{Tr} T=-\bar{z} \operatorname{Tr} T T^{*}-\sum_{s=1}^{k} \overline{y_{s}} \operatorname{Tr} T T^{*} H_{s}^{*} H_{s}
$$

and as $\operatorname{Tr} T T^{*}>0, \operatorname{Im} m_{0}(z)>0$. This establishes (a).
For (b), let us first show $\operatorname{Id}_{M}+F D(\mathbf{x})$ is invertible. Note if $x_{1}=0$, then by the fact that a block matrix

$$
\left(\begin{array}{ll}
A & B \\
0 & C
\end{array}\right)
$$

is invertible if and only if $A$ and $C$ are invertible, it suffices to show invertibility of the lower-right $\left(n_{2}+\ldots+n_{k}\right) \times\left(n_{2}+\ldots+n_{k}\right)$ submatrix. Hence we may reduce to the case where $x_{s} \neq 0$, i.e. $x_{s} \in \mathbb{C}^{+}$, for all $s$. Suppose $\operatorname{rank}(F)=m$ and let $F^{\dagger}$ denote the pseudo-inverse of $F$, so that $F F^{\dagger}$ is a projection matrix of rank $m$ onto the column span of $F . F^{\dagger}$ is Hermitian, since $F$ is. Let $Q$ denote the projection orthogonal to $F F^{\dagger}$, of rank $M-m$. Then

$$
\mathrm{Id}_{M}+F D(\mathbf{x})=Q+F\left(F^{\dagger}+D(\mathbf{x})\right)
$$

For each $s=1, \ldots, k$, let $P_{s}$ be the projection of rank $m_{s}$ such that $D(\mathbf{x})=\sum_{s=1}^{k} x_{s} P_{s}$. Then for any $\mathbf{v} \in \mathbb{C}^{M}$,

$$
\operatorname{Im}\left[\mathbf{v}^{*}\left(F^{\dagger}+D(\mathbf{x})\right) \mathbf{v}\right]=\operatorname{Im}\left[\mathbf{v}^{*} D(\mathbf{x}) \mathbf{v}\right]=\sum_{s}\left(\operatorname{Im} x_{s}\right) \mathbf{v}^{*} P_{s} \mathbf{v}>0
$$

as $\mathbf{v}^{*} F^{\dagger} \mathbf{v}$ and $\mathbf{v}^{*} P_{s} \mathbf{v}$ are real and $\operatorname{Im} a_{s}>0$ for each $s$. Hence $F^{\dagger}+D(\mathbf{x})$ is invertible, so $\operatorname{Id}_{M}+F D(\mathbf{x})$ is of full column rank and thus also invertible.

For the second claim, supposing momentarily that $F$ is invertible and letting $J=\left(F^{-1}+D(\mathbf{x})\right)^{-1}$,

$$
\begin{aligned}
m_{r} g_{r}(\mathbf{x})=-\operatorname{Tr}_{r} J & =-\operatorname{Tr}_{r}\left(J\left(F^{-1}+\sum_{s=1}^{k} x_{s} P_{s}\right)^{*} J^{*}\right) \\
& =-\operatorname{Tr} P_{r} J F^{-1} J^{*}-\sum_{s=1}^{k} \overline{x_{s}} \operatorname{Tr} P_{r} J P_{s} J^{*}
\end{aligned}
$$

As $\operatorname{Tr} P_{r} J F^{-1} J^{*}$ is real and $\operatorname{Tr} P_{r} J P_{s} J^{*}$ is real and nonnegative, this implies $\operatorname{Im} g_{r}(\mathbf{x}) \geq 0$. By continuity in $F$, this must hold also when $F$ is not invertible, establishing (b).

Lemma 5.19. Let $C, L>0$ and let $\mathcal{S}$ denote the space of $k$-tuples $\mathbf{y}=\left(y_{1}, \ldots, y_{k}\right)$ such that each $y_{r}$ is an analytic function $y_{r}: \mathbb{C}^{+} \rightarrow \overline{\mathbb{C}^{+}}$and $\sup _{z \in \mathbb{C}^{+}: \operatorname{Im} z>L}\|\mathbf{y}(z)\| \leq C$. For sufficiently large $C$ and $L$ (depending on $p, n_{r}, m_{r}$ and the matrices $H_{r}$ and $F_{r s}$ in Theorem 5.13):
(a) $\rho: \mathcal{S} \times \mathcal{S} \rightarrow \mathbb{R}$ defined by

$$
\rho(\mathbf{y}, \tilde{\mathbf{y}})=\sup _{z \in \mathbb{C}^{+}: \operatorname{Im} z>L}\|\mathbf{y}(z)-\tilde{\mathbf{y}}(z)\|
$$

is a complete metric on $\mathcal{S}$, and
(b) Letting $g=\left(g_{1}, \ldots, g_{k}\right)$ and $f=\left(f_{1}, \ldots, f_{k}\right)$ where $g_{r}$ and $f_{r}$ are as above, $\mathbf{y} \mapsto g(f(z, \mathbf{y}))$ defines a map from $\mathcal{S}$ to itself, and there exists $c \in(0,1)$ such that for all $\mathbf{y}, \tilde{\mathbf{y}} \in \mathcal{S}$,

$$
\rho(g(f(z, \mathbf{y})), g(f(z, \tilde{\mathbf{y}}))) \leq c \rho(\mathbf{y}, \tilde{\mathbf{y}})
$$

Proof. For part (a), $\rho$ is clearly nonnegative, symmetric, and satisfies the triangle inequality. By definition of $\mathcal{S}, \rho(\mathbf{y}, \tilde{\mathbf{y}})<\infty$ for all $\mathbf{y}, \tilde{\mathbf{y}} \in \mathcal{S}$. By uniqueness of analytic extensions, $\rho(\mathbf{y}, \tilde{\mathbf{y}})=0 \Leftrightarrow \mathbf{y}=$ $\tilde{\mathbf{y}}$, hence $\rho$ is a metric. If $\left\{\mathbf{y}^{(l)}\right\}_{l=1}^{\infty}$ is a Cauchy sequence in $(\mathcal{S}, \rho)$, then for each $z \in \mathbb{C}^{+}$with $\operatorname{Im} z>L$, $\left\{\mathbf{y}^{(l)}(z)\right\}_{l=1}^{\infty}$ is Cauchy in $\left(\overline{\mathbb{C}^{+}}\right)^{k}$ and hence converges to some $\mathbf{y}(z)=\left(y_{1}(z), \ldots, y_{k}(z)\right) \in\left(\overline{\mathbb{C}^{+}}\right)^{k}$. Then Lemma 5.17 implies each $y_{r}(z)$ has an analytic extension to all of $\mathbb{C}^{+}$, and $y_{r}^{(l)} \rightarrow y_{r}$ uniformly over compact subsets of $\mathbb{C}^{+}$. This implies $y_{r}(z) \in \overline{\mathbb{C}^{+}}$for all $z \in \mathbb{C}^{+}$and $\sup _{z \in \mathbb{C}^{+}: \operatorname{Im} z>L}\|\mathbf{y}(z)\| \leq C$, so $\mathbf{y} \in \mathcal{S}$. Furthermore $\rho\left(\mathbf{y}^{(l)}, \mathbf{y}\right) \rightarrow 0$, hence $(\mathcal{S}, \rho)$ is complete.

For part (b), clearly if $\mathbf{y}=\left(y_{1}, \ldots, y_{k}\right)$ is a $k$-tuple of analytic functions on $\mathbb{C}^{+}$, then $g(f(z, \mathbf{y}))$ is as well. Now consider $z \in \mathbb{C}^{+}$with $\operatorname{Im} z>L$ and fixed values $\mathbf{y} \in\left(\overline{\mathbb{C}^{+}}\right)^{k}$ with $\|\mathbf{y}\| \leq C$, and define

$$
\begin{equation*}
T=\left(z \operatorname{Id}_{p}+\mathbf{y} \cdot H^{*} H\right)^{-1}, \quad R=\left(\operatorname{Id}_{M}+F D(f(z, \mathbf{y}))\right)^{-1} \tag{5.50}
\end{equation*}
$$

where invertibility of these quantities follows from Lemma 5.18. Since $H_{s}^{*} H_{s}$ is positive-semidefinite, [CDS11, Lemma 8] implies $\|T\| \leq(\operatorname{Im} z)^{-1}$. Then if $C, D>0$ (depending on $p, m_{r}, n_{r}, H_{r}, F_{r s}$ ) are sufficiently large, we have $\left|f_{r}(z, \mathbf{y})\right| \leq C(\operatorname{Im} z)^{-1},\|F D(f(z, \mathbf{y}))\|<1 / 2,\|R\|<2$, and $\|g(f(z, \mathbf{y}))\| \leq$ $C$. This establishes that for sufficiently large $C, L>0$, if $\mathbf{y} \in \mathcal{S}$, then $g(f(z, \mathbf{y})) \in \mathcal{S}$.

Next, consider also $\tilde{\mathbf{y}} \in\left(\overline{\mathbb{C}^{+}}\right)^{k}$ with $\|\tilde{\mathbf{y}}\| \leq C$, and define $\tilde{T}$ and $\tilde{R}$ by (5.50) with $\tilde{\mathbf{y}}$ in place of $\mathbf{y}$. For each $s=1, \ldots, k$, let $P_{s}$ be the projection such that $D(\mathbf{x})=\sum_{s=1}^{k} x_{s} P_{s}$. Then by the matrix identity $A^{-1}-(A+E)^{-1}=A^{-1} E(A+E)^{-1}$,

$$
\begin{aligned}
f_{r}(z, \mathbf{y})-f_{r}(z, \tilde{\mathbf{y}}) & =\frac{1}{m_{r}} \operatorname{Tr}\left(\tilde{T}\left(T^{-1}-\tilde{T}^{-1}\right) T H_{r}^{*} H_{r}\right) \\
& =\frac{1}{m_{r}} \sum_{s=1}^{k}\left(y_{s}-\tilde{y}_{s}\right) \operatorname{Tr}\left(\tilde{T} H_{s}^{*} H_{s} T H_{r}^{*} H_{r}\right), \\
g_{r}(f(z, \mathbf{y}))-g_{r}(f(z, \tilde{\mathbf{y}})) & =\frac{1}{m_{r}} \operatorname{Tr} P_{r} \tilde{R}\left(R^{-1}-\tilde{R}^{-1}\right) R F
\end{aligned}
$$

$$
=\frac{1}{m_{r}} \sum_{s=1}^{k}\left(f_{s}(z, \mathbf{y})-f_{s}(z, \tilde{\mathbf{y}})\right) \operatorname{Tr} P_{r} \tilde{R} F P_{s} R F
$$

Then $g(f(z, \mathbf{y}))-g(f(z, \tilde{\mathbf{y}}))=M^{(2)} M^{(1)}(\mathbf{y}-\tilde{\mathbf{y}})$ for the matrices $M^{(1)}, M^{(2)} \in \mathbb{C}^{k \times k}$ having entries

$$
M_{r s}^{(1)}=\frac{1}{m_{r}} \operatorname{Tr}\left(\tilde{T} H_{s}^{*} H_{s} T H_{r}^{*} H_{r}\right), \quad M_{r s}^{(2)}=\frac{1}{m_{r}} \operatorname{Tr} P_{r} \tilde{R} F P_{s} R F
$$

For sufficiently large $C, L>0$, we have $\|T\| \leq(\operatorname{Im} z)^{-1},\|\tilde{T}\| \leq(\operatorname{Im} z)^{-1},\left\|M^{(1)}\right\| \leq C(\operatorname{Im} z)^{-2}$, $\|R\|<2,\|\tilde{R}\|<2$, and $\left\|M^{(2)}\right\| \leq C$, hence $\left\|M^{(2)} M^{(1)}\right\| \leq C^{2}(\operatorname{Im} z)^{-2} \leq C^{2} L^{-2}$. Increasing $L$ if necessary so that $C^{2} L^{-2}<1$, this yields part (b).

We conclude the proof of Theorem 5.13 using these lemmas, Corollary 5.10, and Lemma 5.16.
Proof of Theorem 5.13. Let $C, L>0$ be ( $p, m_{r}, n_{r}$-dependent values) such that the conclusions of Lemma 5.19 hold. Increasing $C$ if necessary, assume $\left\|\mathbf{y}^{(0)}\right\|<C$ where $\mathbf{y}^{(0)}=\left(y_{1}^{(0)}, \ldots, y_{k}^{(0)}\right)$ are the initial values for the iterative procedure of part (c). Lemma 5.19 and the Banach fixed point theorem imply the existence of a unique point $\mathbf{y} \in \mathcal{S}$ such that $g(f(z, \mathbf{y}))=\mathbf{y}$. Defining $\mathbf{x}=f(z, \mathbf{y})$, Lemma 5.18 implies $\mathbf{x} \in\left(\mathbb{C}^{+} \cup\{0\}\right)^{k}$ for each $z \in \mathbb{C}^{+}$. Then $x_{r}, y_{r}$ satisfy (5.19) and (5.20) for each $z \in \mathbb{C}^{+}$by construction, which verifies existence in part (a). For part (c), define the constant functions $\tilde{y}_{r}^{(0)}(z) \equiv y_{r}^{(0)}$ over $z \in \mathbb{C}^{+}$. Then $\tilde{\mathbf{y}}^{(0)}=\left(\tilde{y}_{1}^{(0)}, \ldots, \tilde{y}_{r}^{(0)}\right) \in \mathcal{S}$. Define iteratively $\tilde{\mathbf{y}}^{(t+1)}=g\left(f\left(z, \tilde{\mathbf{y}}^{(t)}\right)\right)$. Then Lemma 5.19 implies

$$
c \rho\left(\mathbf{y}, \tilde{\mathbf{y}}^{(t)}\right) \geq \rho\left(g(f(z, \mathbf{y})), g\left(f\left(z, \tilde{\mathbf{y}}^{(t)}\right)\right)\right)=\rho\left(\mathbf{y}, \tilde{\mathbf{y}}^{(t+1)}\right)
$$

for $\mathbf{y}$ the above fixed point and some $c \in(0,1)$. Hence $\rho\left(\mathbf{y}, \tilde{\mathbf{y}}^{(t)}\right) \rightarrow 0$ as $t \rightarrow \infty$. This implies by Lemma 5.17 that $\tilde{\mathbf{y}}^{(t)}(z) \rightarrow \mathbf{y}(z)$ for all $z \in \mathbb{C}^{+}$, which establishes part (c) upon noting that $\tilde{y}_{r}^{(t)}(z)$ is exactly the value $y_{r}^{(t)}$ of the iterative procedure applied at $z$. Part (c) implies uniqueness in part (a), since $\left(y_{1}^{(t)}, \ldots, y_{k}^{(t)}\right)$ would not converge to $\left(y_{1}, \ldots, y_{k}\right)$ if this iterative procedure were initialized to a different fixed point. For part (b), Lemma 5.18 verifies that $m_{0}(z) \in \mathbb{C}^{+}$for $z \in \mathbb{C}^{+}$. As $y_{1}(z), \ldots, y_{k}(z)$ are analytic, $m_{0}(z)$ is also analytic. Furthermore, as $\mathbf{y} \in \mathcal{S}, y_{1}(z), \ldots, y_{k}(z)$ remain bounded as $\operatorname{Im} z \rightarrow \infty$, so $m_{0}(z) \sim-z^{-1}$ as $\operatorname{Im} z \rightarrow \infty$. Then $m_{0}$ defines the Stieltjes transform of a probability measure $\mu_{0}$ by [GH03, Lemma 2].

It remains to verify that $\mu_{0}$ approximates $\mu_{W}$. Let $f_{r s}, g_{r}, h_{r} \in \mathcal{A}$ be the free deterministic equivalent constructed by Lemma 5.14, and let $N=p+\sum_{r} m_{r}+\sum_{r} n_{r}$. Uniqueness of the solution $x_{r}, y_{r}$ to (5.19) and (5.20) in the stated domains implies that the analytic functions $x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{k}$ in Lemma 5.16 must coincide with this solution for $z \in \mathbb{D}$. Then Lemma 5.16 implies, for $z \in \mathbb{D}$,

$$
m_{w}(z):=\tau\left((w-z)^{-1}\right)=\frac{p}{N} m_{0}(z)-\frac{N-p}{N z} .
$$

The conditions of Corollary 5.10 are satisfied by Lemma 5.14 , so Corollary 5.10 implies $m_{\tilde{W}}(z)-$ $m_{w}(z) \rightarrow 0$ as $p, n_{r}, m_{r} \rightarrow \infty$, pointwise a.s. over $\mathbb{D}$, where $\tilde{W} \in \mathbb{C}^{N \times N}$ is the embedding of $W$ and $m_{\tilde{W}}$ is its empirical spectral measure. As

$$
m_{\tilde{W}}(z)=\frac{p}{N} m_{W}(z)-\frac{N-p}{N z}
$$

we have $m_{W}(z)-m_{0}(z) \rightarrow 0$ pointwise a.s. over $\mathbb{D}$. As $m_{W}-m_{0}$ is uniformly bounded over $\left\{z \in \mathbb{C}^{+}: \operatorname{Im} z>\varepsilon\right\}$ for any $\varepsilon>0$, Lemma 5.17 implies $m_{W}(z)-m_{0}(z) \rightarrow 0$ pointwise a.s. for $z \in \mathbb{C}^{+}$. Hence $\mu_{W}-\mu_{0} \rightarrow 0$ vaguely a.s. (see, e.g., [BS10, Theorem B.9]). By the conditions of the theorem, $\|W\|$ is almost surely bounded by a constant for all large $p, n_{r}, m_{r}$. Furthermore, by Lemma 5.14, we have $\tau\left(w^{l}\right) \leq\|w\|^{l} \leq C^{l}$ for some constant $C>0$ and all $l \geq 0$, so $m_{w}$ and $m_{0}$ are Stieltjes transforms of probability measures with bounded support. Then the convergence $\mu_{W}-\mu_{0} \rightarrow 0$ holds weakly a.s., concluding the proof of the theorem.

## Appendix A

## Marcenko-Pastur model

We collect in this appendix various properties of the Marcenko-Pastur model $\widehat{\Sigma}=X^{\prime} F X$ and the associated law $\mu_{0}$ defined in Theorem 2.4. Without loss of generality, we assume $F=T=$ $\operatorname{diag}\left(t_{1}, \ldots, t_{M}\right)$ is diagonal.

## A. 1 Density, support, and edges of $\mu_{0}$

Recall the Stieltjes transform $m_{0}(z)$ defined by (3.8), and the inverse function $z_{0}(m)$ from (3.11). Let

$$
P=\{0\} \cup\left\{-t_{\alpha}^{-1}: t_{\alpha} \neq 0\right\}
$$

denote the poles of $z_{0}(m)$. The following characterization of the density and support of $\mu_{0}$ are from [SC95]:

Proposition A.1. The limit

$$
\begin{equation*}
m_{0}(x)=\lim _{\eta \downarrow 0} m_{0}(x+i \eta) \tag{A.1}
\end{equation*}
$$

exists for each $x \in \mathbb{R} \backslash\{0\}$. At each such $x$, the law $\mu_{0}$ admits a continuous density given by

$$
f_{0}(x)=\frac{1}{\pi} \operatorname{Im} m_{0}(x) .
$$

Proof. See [SC95, Theorem 1.1].
Proposition A.2. Let $S=\left\{m \in \mathbb{R} \backslash P: z_{0}^{\prime}(m)>0\right\}$ and $z_{0}(S)=\left\{z_{0}(m): m \in S\right\}$. Then

$$
\mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)=z_{0}(S)
$$

Furthermore, $z_{0}: S \rightarrow \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$ is a bijection with inverse $m_{0}: \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right) \rightarrow S$.

Proof. See [SC95, Theorems 4.1 and 4.2].
Proposition A. 2 implies that $\mu_{0}$ has bounded support:
Proposition A.3. Under Assumption 3.1, $\operatorname{supp}\left(\mu_{0}\right) \subset[-C, C]$ for a constant $C>0$.
Proof. Proposition A. 2 and the behavior of $z_{0}(m)$ as $m \rightarrow 0$ implies that $\mu_{0}$ has compact support for each $N$. Furthermore, each non-zero boundary point of $\operatorname{supp}\left(\mu_{0}\right)$ is given by $z_{0}\left(m_{*}\right)$ for some $m_{*} \in \mathbb{R}$ satisfying $z_{0}^{\prime}\left(m_{*}\right)=0$. Rearranging this condition yields

$$
1=\frac{1}{N} \sum_{\alpha=1}^{M} \frac{m_{*}^{2} t_{\alpha}^{2}}{\left(1+m_{*} t_{\alpha}\right)^{2}}
$$

Since $\|T\|<C$, this condition implies $\left|m_{*}\right|>c$ for a constant $c>0$. Furthermore, Cauchy-Schwarz yields

$$
\left(\frac{1}{M} \sum_{\alpha=1}^{M} \frac{t_{\alpha}}{1+m_{*} t_{\alpha}}\right)^{2} \leq \frac{1}{M} \sum_{\alpha=1}^{M} \frac{t_{\alpha}^{2}}{\left(1+m_{*} t_{\alpha}\right)^{2}}=\frac{N}{M m_{*}^{2}}
$$

Combining these yields $\left|z_{0}\left(m_{*}\right)\right|<C$ for a constant $C>0$, so each non-zero boundary point of $\operatorname{supp}\left(\mu_{0}\right)$ belongs to $[-C, C]$.

We next extend Proposition A. 1 to handle the case $x=0$ (cf. Proposition A. 6 below).
Lemma A.4. Denote $m_{0}\left(\mathbb{C}^{+}\right)=\left\{m_{0}(z): z \in \mathbb{C}^{+}\right\}$. For any $m \in \mathbb{R} \backslash P$ such that $z_{0}^{\prime}(m)<0, m$ cannot belong to the closure of $m_{0}\left(\mathbb{C}^{+}\right)$.

Proof. $z_{0}$ defines an analytic function on $\mathbb{C} \backslash P$. For any such $m$, the inverse function theorem implies $z_{0}$ has an analytic inverse in a neighborhood $B$ of $m$ in $\mathbb{C} \backslash P$. If $m$ belongs to the closure of $m_{0}\left(\mathbb{C}^{+}\right)$, then $B \cap m_{0}\left(\mathbb{C}^{+}\right)$is non-empty. As $z_{0}\left(m_{0}(z)\right)=z$ for $z \in \mathbb{C}^{+}$by definition of $m_{0}$, the inverse of $z_{0}$ on $B$ is an analytic extension of $m_{0}$ to $z_{0}(B)$. By the open mapping theorem, $z_{0}(B)$ is an open set in $\mathbb{C}$ containing $m$. On the other hand, as $m_{0}$ is the Stieltjes transform of $\mu_{0}$, it permits an analytic extension only to $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$, and this extension is real-valued and increasing on $\mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$. Then $z_{0}(B) \cap \mathbb{R}$ must belong to $\mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$ and $z_{0}$ must be increasing on $B \cap \mathbb{R}$, but this contradicts that $z_{0}^{\prime}(m)<0$.

Lemma A.5. Define

$$
\begin{equation*}
g(q)=z_{0}(1 / q)=-q+\frac{1}{N} \sum_{\alpha=1}^{M}\left(t_{\alpha}-\frac{t_{\alpha}^{2}}{q+t_{\alpha}}\right) \tag{A.2}
\end{equation*}
$$

Then for any $c \in \mathbb{R}$, there is at most one value $q \in \mathbb{R}$ for which $g(q)=c$ and $g^{\prime}(q) \leq 0$.
Proof. Denote by $P^{\prime}=\left\{-t_{\alpha}: t_{\alpha} \neq 0\right\}$ the distinct poles of $g$, and let $I_{1}, \ldots, I_{\left|P^{\prime}\right|+1}$ be the intervals of $\mathbb{R} \backslash P^{\prime}$ in increasing order. For any $c \in \mathbb{R}$, boundary conditions of $g$ at $P^{\prime}$ imply that $g(q)=c$ has at least one root $q$ in each interval $I_{2}, \ldots, I_{\left|P^{\prime}\right|}$, and hence at least $\left|P^{\prime}\right|-1$ total roots. In addition,
every $q \in \mathbb{R}$ where $g(q)=c$ and $g^{\prime}(q) \leq 0$ contributes two additional roots to $g(q)=c$, counting multiplicity. As $g(q)=c$ may be written as a polynomial equation in $q$ of degree $\left|P^{\prime}\right|+1$ by clearing denominators, it can have at most $\left|P^{\prime}\right|+1$ total roots counting multiplicity, and hence there is at most one such $q$.

Proposition A.6. If $\operatorname{rank}(T)>N$, then the limit (A.1) exists also at $x=0$, and $\mu_{0}$ has continuous density $f_{0}(x)=(1 / \pi) \operatorname{Im} m_{0}(x)$ at $x=0$.

If $\operatorname{rank}(T) \leq N$, then for any sequence $z_{n} \rightarrow 0$ with $z_{n} \in \overline{\mathbb{C}^{+}} \backslash\{0\}$, we have $\left|m_{0}\left(z_{n}\right)\right| \rightarrow \infty$.
Proof. Suppose $\operatorname{rank}(T)>N$. Taking imaginary parts of (3.8) yields

$$
\begin{equation*}
\operatorname{Im} z=\frac{\operatorname{Im} m_{0}(z)}{\left|m_{0}(z)\right|^{2}}\left(1-\frac{1}{N} \sum_{\alpha=1}^{M} \frac{\left|t_{\alpha} m_{0}(z)\right|^{2}}{\left|1+t_{\alpha} m_{0}(z)\right|^{2}}\right) . \tag{A.3}
\end{equation*}
$$

Both $\operatorname{Im} z>0$ and $\operatorname{Im} m_{0}(z)>0$ for $z \in \mathbb{C}^{+}$, whereas if $\left|m_{0}\left(z_{n}\right)\right| \rightarrow \infty$ along any sequence $z_{n} \in \mathbb{C}^{+}$, then

$$
\left(1-\frac{1}{N} \sum_{\alpha=1}^{M} \frac{\left|t_{\alpha} m_{0}\left(z_{n}\right)\right|^{2}}{\left|1+t_{\alpha} m_{0}\left(z_{n}\right)\right|^{2}}\right) \rightarrow 1-\frac{\operatorname{rank}(T)}{N}
$$

When $\operatorname{rank}(T)>N$, this implies $m_{0}(z)$ is bounded on all of $\mathbb{C}^{+}$. In particular, it is bounded in a neighborhood of $x=0$, and the result follows from the same proof as [SC95, Theorem 1.1].

Suppose now $\operatorname{rank}(T) \leq N$. Note (3.8) holds for $z \in \overline{\mathbb{C}^{+}} \backslash\{0\}$ by continuity of $m_{0}$. If $m_{0}\left(z_{n}\right) \rightarrow m$ for some finite $m$ along any sequence $z_{n} \in \overline{\mathbb{C}^{+}} \backslash\{0\}$ with $z_{n} \rightarrow 0$, then $z_{0}(m)=\lim _{n} z_{0}\left(m_{0}\left(z_{n}\right)\right)=0$, and $m \notin P$. Rearranging (3.8) yields

$$
z m_{0}(z)=-1+\frac{\operatorname{rank}(T)}{N}-\frac{1}{N} \sum_{\alpha: t_{\alpha} \neq 0} \frac{1}{1+t_{\alpha} m_{0}(z)}
$$

and taking real and imaginary parts followed by $z_{n} \rightarrow 0$ yields

$$
1-\frac{\operatorname{rank}(T)}{N}=-\frac{1}{N} \sum_{\alpha: t_{\alpha} \neq 0} \frac{1+t_{\alpha} \operatorname{Re} m}{\left|1+t_{\alpha} m\right|^{2}}, \quad 0=\frac{1}{N} \sum_{\alpha: t_{\alpha} \neq 0} \frac{t_{\alpha} \operatorname{Im} m}{\left|1+t_{\alpha} m\right|^{2}}
$$

When $\operatorname{rank}(T) \leq N$, the first equation implies $\operatorname{Re} m \neq 0$ and $\sum_{\alpha: t_{\alpha} \neq 0} t_{\alpha} /\left|1+t_{\alpha} m\right|^{2} \neq 0$, and the second equation then implies $\operatorname{Im} m=0$. Thus $m \in \mathbb{R} \backslash P$. But recalling $g(q)$ from (A.2), we have $g(0)=0$ and $g^{\prime}(0) \leq 0$ when $\operatorname{rank}(T) \leq N$, so Lemma A. 5 implies $g^{\prime}(q)>0$ for every other $q$ where $g(q)=0$. Thus $z_{0}^{\prime}(m)<0$, but this contradicts Lemma A.4. Hence $\left|m_{0}\left(z_{n}\right)\right| \rightarrow \infty$.

Recall $\mathbb{R}_{*}$ from (3.10) and the notion of a soft edge from Definition 3.4. We record the following consequence of the above.

Proposition A.7. If $E_{*}$ is a soft edge of $\mu_{0}$ with $m$-value $m_{*}$, then $E_{*} \in \mathbb{R}_{*}, m_{0}$ extends continuously to $E_{*}$, and $m_{0}\left(E_{*}\right)=m_{*}$.

Proof. Recalling $g(q)$ from (A.2), if $E_{*}=0$ is a soft edge, then $g\left(1 / m_{*}\right)=0$ and $g^{\prime}\left(1 / m_{*}\right)=0$. Hence Lemma A. 5 implies $g^{\prime}(0)>0$, so $\operatorname{rank}(T)>N$. Thus any soft edge $E_{*}$ belongs to $\mathbb{R}_{*}$. Propositions A. 1 and A. 6 then imply continuous extension of $m_{0}$ to $E_{*}$. Considering $m \in \mathbb{R}$ with $z_{0}^{\prime}(m)>0$ and $m \rightarrow m_{*}$, Proposition A. 2 implies $m_{0}\left(z_{0}(m)\right)=m$, while continuity of $z_{0}$ and $m_{0}$ yield $z_{0}(m) \rightarrow z_{0}\left(m_{*}\right)=E_{*}$ and $m_{0}\left(z_{0}(m)\right) \rightarrow m_{0}\left(E_{*}\right)$. Hence $m_{0}\left(E_{*}\right)=m_{*}$.

We now establish the characterization of edges of $\mu_{0}$ given in Proposition 3.3.
Proof of Proposition 3.3. Let $g(q)$ be as in Lemma A.5. If $m_{j}$ is a local minimum (or maximum) of $z_{0}$, then $q_{j}=1 / m_{j}$ is a local minimum (resp. maximum) of $g$, where $q_{j}=0$ if $m_{j}=\infty$. Furthermore these are the only local extrema of $g$, and they are ordered as $q_{1}<\ldots<q_{n}$. We have $E_{j}=g\left(q_{j}\right)$ for each $j=1, \ldots, n$.

Let $P^{\prime}=\left\{-t_{\alpha}: t_{\alpha} \neq 0\right\}$ be the poles of $g$, and let $I_{1}, \ldots, I_{\left|P^{\prime}\right|+1}$ be the intervals of $\mathbb{R} \backslash P^{\prime}$ in increasing order. Denoting

$$
S^{\prime}=\left\{q \in \mathbb{R} \backslash P^{\prime}: g^{\prime}(q)<0\right\}
$$

Proposition A. 2 is rephrased in terms of $g$ as

$$
\begin{equation*}
\mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)=g\left(S^{\prime} \backslash\{0\}\right) \tag{A.4}
\end{equation*}
$$

(We must remove 0 from $S^{\prime}$, as $m=\infty$ is not included in $S$.) As $g^{\prime \prime \prime}(q)>0$ for all $q \in \mathbb{R} \backslash P^{\prime}$, we have that $g^{\prime}(q)$ is convex on each $I_{j}$. Together with the boundary conditions $g^{\prime}(q) \rightarrow \infty$ as $q \rightarrow P^{\prime}$ and $g^{\prime}(q) \rightarrow-1$ as $q \rightarrow \pm \infty$, this implies $I_{1}$ contains the single local extremum $q_{1}$ (a minimum), $I_{\left|P^{\prime}\right|+1}$ contains the single local extremum $q_{n}$ (a maximum), and each $I_{j}$ for $j=2, \ldots,\left|P^{\prime}\right|$ contains either 0 or 2 local extrema (a maximum followed by a minimum). Hence $S^{\prime}$ is a union of open intervals, say $J_{1}, \ldots, J_{r}$, with at most one such interval contained in each $I_{j}$. Lemma A. 5 verifies

$$
\begin{equation*}
\overline{g\left(J_{j}\right)} \cap \overline{g\left(J_{k}\right)}=\emptyset \tag{A.5}
\end{equation*}
$$

for all $j \neq k$. Together with (A.4), this verifies that the edges of $\mu_{0}$ are precisely the values $g\left(q_{j}\right)$, with a local maximum $q_{j}$ corresponding to a left edge and a local minimum $q_{j}$ corresponding to a right edge. If $0 \in S^{\prime}$, then it belongs to the interior of some open interval $J_{j}$, and $\operatorname{supp}\left(\mu_{0}\right)$ contains an isolated point at 0 which is not considered an edge. This establishes (a) and (b).

The ordering in part (c) follows from a continuity argument as in [KY17, Lemma 2.5]: Define for $\lambda \in(0,1]$

$$
g_{\lambda}(q)=-q+\frac{\lambda}{N} \sum_{\alpha=1}^{M}\left(t_{\alpha}-\frac{t_{\alpha}^{2}}{q+t_{\alpha}}\right) .
$$

Note that $g_{\lambda}^{\prime}(q)$ is increasing in $\lambda$ for each fixed $q \in \mathbb{R} \backslash P^{\prime}$. Hence for each local minimum (or maximum) $q_{j}$ of $g$, we may define a path $q_{j}(\lambda)$, continuous and increasing (resp. decreasing) in $\lambda$,
such that $q_{j}(1)=q_{j}$ and $q_{j}(\lambda)$ remains a local minimum (resp. maximum) of $g_{\lambda}$ for each $\lambda \in(0,1]$. As $\lambda \searrow 0$, each $q_{j}(\lambda)$ converges to a pole $-t_{\alpha}$ in $P^{\prime}$, with $g_{\lambda}\left(q_{j}(\lambda)\right) \searrow t_{\alpha}$ if $q_{j}(\lambda) \nearrow-t_{\alpha}$ and $g_{\lambda}\left(q_{j}(\lambda)\right) \nearrow t_{\alpha}$ if $q_{j}(\lambda) \searrow-t_{\alpha}$. Hence for sufficiently small $\lambda>0$,

$$
g_{\lambda}\left(q_{1}(\lambda)\right)>\ldots>g_{\lambda}\left(q_{n}(\lambda)\right) .
$$

Lemma A. 5 applies to $g_{\lambda}$ for each fixed $\lambda$, implying in particular that $g_{\lambda}\left(q_{j}(\lambda)\right) \neq g_{\lambda}\left(q_{k}(\lambda)\right)$ for any $j \neq k$. Hence by continuity in $\lambda$, the above ordering is preserved for all $\lambda \in(0,1]$. In particular it holds at $\lambda=1$, which establishes (c).

Finally, for part (d), suppose $E_{j}$ is a soft right edge. Proposition A. 7 yields $m_{j} \in \mathbb{R}_{*}$ and $m_{0}\left(E_{j}\right)=m_{j}$. The previous convexity argument implies $g^{\prime \prime}\left(q_{j}\right) \neq 0$ for any local extremum $q_{j}$, and hence $z_{0}^{\prime \prime}\left(m_{j}\right) \neq 0$. Taking $x \nearrow E_{j}$, continuity of $m_{0}$ implies $m_{0}(x) \rightarrow m_{j}$. As $z_{0}$ is analytic at $m_{j}$ and $z_{0}^{\prime}\left(m_{j}\right)=0$, a Taylor expansion yields, as $x \nearrow E_{j}$,

$$
x-E_{j}=z_{0}\left(m_{0}(x)\right)-z_{0}\left(m_{j}\right)=\frac{z_{0}^{\prime \prime}\left(m_{j}\right)}{2}(1+o(1))\left(m_{0}(x)-m_{j}\right)^{2}
$$

Since $\operatorname{Im} m_{0}(x)>0$ and $\operatorname{Im} m_{j}=0$, this yields

$$
m_{0}(x)-m_{j}=\sqrt{\frac{2}{z_{0}^{\prime \prime}\left(m_{j}\right)}\left(x-E_{j}\right)(1+o(1))}
$$

where we take the square root with branch cut on the positive real axis and having positive imaginary part. Taking imaginary parts and recalling $f_{0}(x)=(1 / \pi) \operatorname{Im} m_{0}(x)$ yields (d). The case of a left edge is similar.

## A. 2 Behavior of $m_{0}(z)$

First consider $z \in U_{\delta}=\left\{z \in \mathbb{C}: \operatorname{dist}\left(z, \operatorname{supp}\left(\mu_{0}\right)\right) \geq \delta\right\}$ for a constant $\delta>0$. We establish some basic bounds on $m_{0}$ and $\operatorname{Im} m_{0}$.

Proposition A.8. Suppose Assumption 3.1 holds. Fix any constant $\delta>0$. Then for some constant $c>0$, all $z \in U_{\delta}$, and each eigenvalue $t_{\alpha}$ of $T$,

$$
\left|1+t_{\alpha} m_{0}(z)\right|>c .
$$

Proof. Note that (2.11) implies $\left|m_{0}(z)\right| \leq 1 / \delta$. The result then holds for $\left|t_{\alpha}\right|<\delta / 2$. Since $\|T\|<C_{0}$ for a constant $C_{0}>0$, it also holds when $\left|m_{0}(z)\right|<1 /\left(2 C_{0}\right)$. Proposition A. 3 shows that $\operatorname{supp}\left(\mu_{0}\right)$ is uniformly bounded, so there is a constant $R>0$ such that $\left|m_{0}(z)\right|<1 /\left(2 C_{0}\right)$ when $|z|>R$. Thus
it remains to consider the case

$$
\begin{equation*}
\left|t_{\alpha}\right| \geq \delta / 2, \quad\left|m_{0}(z)\right| \geq 1 /\left(2 C_{0}\right), \quad|z| \leq R \tag{A.6}
\end{equation*}
$$

For this case, consider first $z \in U_{\delta} \cap \mathbb{R}$, so that $m_{0}(z) \in \mathbb{R}$. The result is immediate if $t_{\alpha} m_{0}(z)>0$. Otherwise, note that $\operatorname{sign}\left(m_{0}(z)\right)=\operatorname{sign}\left(-1 / t_{\alpha}\right)$. Since $z \notin \operatorname{supp}\left(\mu_{0}\right)$, Proposition A. 2 implies $z_{0}^{\prime}\left(m_{0}(z)\right)>0$. By the behavior of $z_{0}$ at its poles, there exists $m_{*} \in \mathbb{R}$ between $m_{0}(z)$ and $-1 / t_{\alpha}$ such that $z_{0}^{\prime}\left(m_{*}\right)=0$ and $z_{0}^{\prime}(m)>0$ for each $m$ between $m_{*}$ and $m_{0}(z)$. Note that $\left|1 / t_{\alpha}\right|>1 / C_{0}$, so $|m|>1 /\left(2 C_{0}\right)$ for each such $m$. Also, differentiating (3.11) yields $z_{0}^{\prime}(m) \leq 1 / m^{2}$. So $0<z_{0}^{\prime}(m)<4 C_{0}^{2}$ for each such $m$. Then, since $z=z_{0}\left(m_{0}(z)\right)$, we have

$$
\left|m_{0}(z)+1 / t_{\alpha}\right|>\left|m_{0}(z)-m_{*}\right|>\left|z-z_{0}\left(m_{*}\right)\right| /\left(4 C_{0}^{2}\right)
$$

Since $z_{0}\left(m_{*}\right)$ is a boundary of $\operatorname{supp}\left(\mu_{0}\right)$ and $z \in U_{\delta}$, we have $\left|z-z_{0}\left(m_{*}\right)\right|>\delta$. Multiplying by $\left|t_{\alpha}\right|$ and applying $\left|t_{\alpha}\right| \geq \delta / 2$ yields the result when $z \in U_{\delta} \cap \mathbb{R}$.

To extend to all $z \in U_{\delta}$ satisfying (A.6), note that for any $z, z^{\prime} \in U_{\delta / 2}$, we have by (2.11)

$$
\left|m_{0}(z)-m_{0}\left(z^{\prime}\right)\right| \leq \int\left|\frac{1}{x-z}-\frac{1}{x-z^{\prime}}\right| \mu_{0}(d x) \leq C\left|z-z^{\prime}\right|
$$

Thus $\left|1+t_{\alpha} m_{0}(z)\right|>c$ for all $z \in U_{\delta}$ in an $\varepsilon$-neighborhood of $U_{\delta / 2} \cap \mathbb{R}$, for a sufficiently small constant $\varepsilon>0$. For all other $z \in U_{\delta}$, we have $|\operatorname{Im} z|>\varepsilon$, so the bound $|z|<R$ in (A.6) implies

$$
\left|\operatorname{Im} m_{0}(z)\right|=\left|\int \frac{\operatorname{Im} z}{|x-z|^{2}} \mu_{0}(d x)\right|>c
$$

Then $\left|1+t_{\alpha} m_{0}(z)\right| \geq\left|t_{\alpha}\right| \cdot\left|\operatorname{Im} m_{0}(z)\right|>c$.
Proposition A.9. Suppose Assumption 3.1 holds. Fix $\delta, R>0$. Then there exist constants $C, c>0$ such that for all $z \in U_{\delta}$,

$$
\left|m_{0}(z)\right|<C, \quad\left|\operatorname{Im} m_{0}(z)\right| \leq C|\operatorname{Im} z|
$$

and for all $z \in U_{\delta}$ with $|z|<R$,

$$
\left|m_{0}(z)\right|>c, \quad\left|\operatorname{Im} m_{0}(z)\right| \geq c|\operatorname{Im} z|
$$

Proof. For each $z \in U_{\delta}$, we have

$$
\operatorname{Im} m_{0}(z)=\int \frac{\operatorname{Im} z}{|x-z|^{2}} \mu_{0}(d x), \quad\left|m_{0}(z)\right| \leq \int \frac{1}{|x-z|} \mu_{0}(d x) \leq \frac{1}{\delta}
$$

This yields both bounds on $\operatorname{Im} m_{0}(z)$ and the upper bound on $\left|m_{0}(z)\right|$. The lower bound on $\left|m_{0}(z)\right|$ follows from (3.8) together with $|z|<R,\left|t_{\alpha}\right|<C$, and $\left|1+t_{\alpha} m_{0}(z)\right|>c$.

We now turn to the implications of edge regularity, and prove Propositions 3.6, 3.12, and 3.13. The arguments are similar to those of [KY17, Appendix A]. We first quantify continuity of $m_{0}$, uniformly in $N$, near a regular edge $E_{*}$. In particular this implies that when $\left|z-E_{*}\right|$ is small, $\left|m_{0}(z)-m_{*}\right|$ is also small.

Lemma A.10. Suppose Assumption 3.1 holds and $E_{*}$ is a regular edge with $m$-value $m_{*}$. Then there exist constants $C, \delta>0$ such that

$$
\left(E_{*}-\delta, E_{*}+\delta\right) \subset \mathbb{R}_{*},
$$

and for every $z \in \overline{\mathbb{C}^{+}}$with $\left|z-E_{*}\right|<\delta$,

$$
\left|m_{0}(z)-m_{*}\right|^{2}<C\left|z-E_{*}\right|
$$

Proof. Applying Proposition 3.11, take a constant $\nu>0$ such that $\left|m_{*}\right|>\nu$. Fix a constant $c<$ $\min (\nu, \tau)$ to be determined later, and define

$$
\delta_{N}=\min \left(c, \inf \left(\delta>0:\left|m_{0}(z)-m_{*}\right|<c \text { for all } z \in \mathbb{C}^{+} \cup \mathbb{R}_{*} \text { such that }\left|z-E_{*}\right| \leq \delta\right)\right)
$$

As $m_{0}\left(E_{*}\right)=m_{*}$, continuity of $m_{0}$ at $E_{*}$ implies $\delta_{N}>0$. Furthermore, if $\operatorname{rank}(T) \leq N$ so that $0 \notin \mathbb{R}_{*}$, then the divergence of $m_{0}$ at 0 from Proposition A. 6 implies $\left(E_{*}-\delta_{N}, E_{*}+\delta_{N}\right) \subset \mathbb{R}_{*}$. A priori, $\delta_{N}$ may depend on $N$. We will first establish that $\left|m_{0}(z)-m_{*}\right|^{2}<C\left|z-E_{*}\right|$ when $\left|z-E_{*}\right| \leq \delta_{N}$. This will then imply that $\delta_{N}$ is bounded below by a constant $\delta$.

Consider $z \in \overline{\mathbb{C}^{+}}$with $\left|z-E_{*}\right| \leq \delta_{N}$. Let us write as shorthand $m=m_{0}(z)$. Then

$$
\begin{align*}
\left|z-E_{*}\right| & =\left|z_{0}(m)-z_{0}\left(m_{*}\right)\right| \\
& =\left|m-m_{*}\right|\left|-\frac{1}{m m_{*}}+\frac{1}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}^{2}}{\left(1+t_{\alpha} m\right)\left(1+t_{\alpha} m_{*}\right)}\right| \\
& =\left|m-m_{*}\right|^{2}\left|-\frac{1}{m m_{*}^{2}}+\frac{1}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}^{3}}{\left(1+t_{\alpha} m\right)\left(1+t_{\alpha} m_{*}\right)^{2}}\right| \tag{A.7}
\end{align*}
$$

where the last line adds to the quantity inside the modulus

$$
0=z_{0}^{\prime}\left(m_{*}\right)=\frac{1}{m_{*}^{2}}-\frac{1}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}^{2}}{\left(1+t_{\alpha} m_{*}\right)^{2}}
$$

As $\left|m-m_{*}\right|<c$ by definition of $\delta_{N}$, we have for each non-zero $t_{\alpha}$

$$
\left|\frac{1}{m}-\frac{1}{m_{*}}\right|<\frac{c}{\nu(\nu-c)}, \quad\left|\frac{1}{m+t_{\alpha}^{-1}}-\frac{1}{m_{*}+t_{\alpha}^{-1}}\right|<\frac{c}{\tau(\tau-c)}
$$

Applying this to (A.7) and recalling $\gamma^{-2}=\left|z_{0}^{\prime \prime}\left(m_{*}\right)\right| / 2$ yields

$$
\left|z-E_{*}\right|>\left|m-m_{*}\right|^{2}\left(\gamma^{-2}-\frac{c}{\nu^{3}(\nu-c)}-\frac{M}{N} \frac{c}{\tau^{3}(\tau-c)}\right)
$$

As $\gamma^{-2}>\tau^{2}$, this implies $\left|m_{0}(z)-m_{*}\right|^{2}<C\left|z-E_{*}\right|$ when $c$ is chosen sufficiently small, as desired.
By continuity of $m_{0}$ and definition of $\delta_{N}$, either $\delta_{N}=c$ or there must exist $z \in \overline{\mathbb{C}^{+}}$such that $\left|z-E_{*}\right|=\delta_{N}$ and $\left|m_{0}(z)-m_{*}\right|=c$. In the latter case, for this $z$ we have $c^{2}=\left|m_{0}(z)-m_{*}\right|^{2}<$ $C\left|z-E_{*}\right|=C \delta_{N}$, implying $\delta_{N}>c^{2} / C$. Thus in both cases $\delta_{N}$ is bounded below by a constant, yielding the lemma.

Next we bound the third derivative of $z_{0}$ near the $m$-value of a regular edge.
Lemma A.11. Suppose Assumption 3.1 holds and $E_{*}$ is a regular edge with $m$-value $m_{*}$. Then there exist constants $C, \delta>0$ such that $z_{0}$ is analytic on the disk $\left\{m \in \mathbb{C}:\left|m-m_{*}\right|<\delta\right\}$, and for every $m$ in this disk,

$$
\left|z_{0}^{\prime \prime \prime}(m)\right|<C
$$

Proof. Proposition 3.11 ensures $\left|m_{*}\right|>\nu$ for a constant $\nu>0$. Taking $\delta<\min (\nu, \tau)$, the disk $D=\left\{m \in \mathbb{C}:\left|m-m_{*}\right|<\delta\right\}$ does not contain any pole of $z_{0}$, and hence $z_{0}$ is analytic on $D$. We compute

$$
z_{0}^{\prime \prime \prime}(m)=\frac{6}{m^{4}}-\frac{1}{N} \sum_{\alpha: t_{\alpha} \neq 0} \frac{6}{\left(t_{\alpha}^{-1}+m\right)^{4}}
$$

so $\left|z_{0}^{\prime \prime \prime}(m)\right|<C$ for $m \in D$ and sufficiently small $\delta$ by the bounds $\left|m_{*}\right|>\nu$ and $\left|m_{*}+t_{\alpha}^{-1}\right|>\tau$.
Propositions 3.6, 3.12, and 3.13 now follow:
Proof of Proposition 3.12. This follows from Taylor expansion of $z_{0}^{\prime \prime}$ at $m_{*}$, the condition $\left|z_{0}^{\prime \prime}\left(m_{*}\right)\right|=$ $2 \gamma^{-2}>2 \tau^{2}$ implied by regularity, and Lemma A.11.

Proof of Proposition 3.6(a). Let $C, \delta>0$ be as in Lemma A.10. Reducing $\delta$ as necessary and applying Lemma A.11, we may assume $z_{0}$ is analytic with $\left|z_{0}^{\prime \prime \prime}(m)\right|<C^{\prime}$ over the disk

$$
D=\left\{m \in \mathbb{C}:\left|m-m_{*}\right|<\sqrt{C \delta}\right\}
$$

for a constant $C^{\prime}>0$.
Let $E^{*}$ be the closest other edge to $E_{*}$, and suppose $E^{*} \in\left(E_{*}-\delta, E_{*}+\delta\right)$. Let $m^{*}$ be the $m$-value for $E^{*}$. Then Lemma A. 10 implies $m^{*} \in D$. Applying a Taylor expansion of $z_{0}^{\prime}$,

$$
z_{0}^{\prime}\left(m^{*}\right)=z_{0}^{\prime}\left(m_{*}\right)+z_{0}^{\prime \prime}\left(m_{*}\right)\left(m^{*}-m_{*}\right)+\frac{z_{0}^{\prime \prime \prime}(m)}{2}\left(m^{*}-m_{*}\right)^{2}
$$

for some $m$ between $m_{*}$ and $m^{*}$. Applying $0=z_{0}^{\prime}\left(m^{*}\right)=z_{0}^{\prime}\left(m_{*}\right),\left|z_{0}^{\prime \prime}\left(m_{*}\right)\right|=2 \gamma^{-2}>2 \tau^{2}$, and $\left|z_{0}^{\prime \prime \prime}(m)\right|<C^{\prime}$, we obtain $\left|m^{*}-m_{*}\right|>4 \tau^{2} / C^{\prime}$. Then Lemma A. 10 yields $\left|E^{*}-E_{*}\right|>c$ for a constant $c>0$. Reducing $\delta$ to $c$ if necessary, we ensure $\left(E_{*}-\delta, E_{*}+\delta\right)$ contains no other edge $E^{*}$. The condition $\left(E_{*}-\delta, E_{*}+\delta\right) \subset \mathbb{R}_{*}$ was established in Lemma A.10.

Proof of Propositions 3.13 and 3.6(b). For any constant $\delta>0$, if $\eta=\operatorname{Im} z \geq \delta$, then all claims follow from Propositions A. 8 and A.9. Hence let us consider $\eta=\operatorname{Im} z<\delta$.

Taking $\delta$ sufficiently small, Lemma A. 10 implies $\left|m_{0}(z)-m_{*}\right|<\sqrt{C \delta}$ for all $z \in \mathbf{D}_{0}$. Then $\left|m_{0}(z)\right| \asymp 1$ and $\left|1+t_{\alpha} m_{0}(z)\right| \asymp 1$ by Proposition 3.11. Reducing $\delta$ if necessary, by Lemma A. 11 we may also ensure $z_{0}$ is analytic with $\left|z_{0}^{\prime \prime \prime}(m)\right|<C^{\prime}$ on

$$
D=\left\{m \in \mathbb{C}:\left|m-m^{*}\right|<\sqrt{C \delta}\right\} .
$$

Note $z=z_{0}\left(m_{0}(z)\right)$ by (3.8) while $E_{*}=z_{0}\left(m_{*}\right)$. Then taking a Taylor expansion of $z_{0}$ and applying the conditions $z_{0}^{\prime}\left(m_{*}\right)=0, z_{0}^{\prime \prime}\left(m_{*}\right)=2 \gamma^{-2}$, and $\left|z_{0}^{\prime \prime \prime}(\tilde{m})\right|<C^{\prime}$ for all $\tilde{m} \in D$, we have

$$
\begin{equation*}
z-E_{*}=z_{0}\left(m_{0}(z)\right)-z_{0}\left(m_{*}\right)=\left(\gamma^{-2}+r(z)\right)\left(m_{0}(z)-m_{*}\right)^{2} \tag{A.8}
\end{equation*}
$$

where $|r(z)|<C^{\prime} \sqrt{C \delta} / 6$. Taking $\delta$ sufficiently small, we ensure

$$
\begin{equation*}
\left|\gamma^{-2}+r(z)\right| \asymp 1, \quad \arg \left(\gamma^{-2}+r(z)\right) \in(-\varepsilon, \varepsilon) \tag{A.9}
\end{equation*}
$$

for an arbitrarily small constant $\varepsilon>0$, where $\arg (z)$ denotes the complex argument. Taking the modulus of (A.8) on both sides yields $\left|m_{0}(z)-m_{*}\right| \asymp \sqrt{\left|z-E_{*}\right|} \asymp \sqrt{\kappa+\eta}$.

For $\operatorname{Im} m_{0}(z)$, suppose $E_{*}$ is a right edge. (The case of a left edge is similar.) By Proposition 3.6(a), we may assume $\left(E_{*}-\delta, E_{*}\right) \subset \operatorname{supp}\left(\mu_{0}\right)$ and $\left(E_{*}, E_{*}+\delta\right) \subset \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$. First suppose $\operatorname{Im} z>0$ and $E \equiv \operatorname{Re} z \leq E_{*}$. As $\operatorname{Im} m_{0}(z)>0$ by definition, (A.8) yields

$$
m_{0}(z)-m_{*}=\sqrt{\left(z-E_{*}\right) /\left(\gamma^{-2}+r(z)\right)}
$$

where the square-root has branch cut on the positive real axis and positive imaginary part. Applying $\arg \left(z-E_{*}\right) \in[\pi / 2, \pi)$ and (A.9), we have $\operatorname{Im} m_{0}(z) \asymp \operatorname{Im} \sqrt{z-E_{*}} \asymp\left|\sqrt{z-E_{*}}\right| \asymp \sqrt{\kappa+\eta}$. By continuity of $m_{0}$, this extends to $z \in\left(E_{*}-\delta, E_{*}\right)$ on the real axis. Hence Proposition 3.6(b) also follows, as $f_{0}(x)=\pi^{-1} \operatorname{Im} m_{0}(x)$.

Now, suppose $E \equiv \operatorname{Re} z>E_{*}$. Let us write

$$
\operatorname{Im} m_{0}(z)=\int_{\left|\lambda-E_{*}\right|<\delta} \frac{\eta}{(\lambda-E)^{2}+\eta^{2}} \mu_{0}(d \lambda)+\int_{\left|\lambda-E_{*}\right| \geq \delta} \frac{\eta}{(\lambda-E)^{2}+\eta^{2}} \mu_{0}(d \lambda) \equiv \mathrm{I}+\mathrm{II} .
$$

Reducing $\delta$ to $\delta / 2$, we may assume the closest edge to $E$ is $E_{*}$. Then we have II $\in\left[0, \eta / \delta^{2}\right]$. For I,
as $\mu_{0}$ has density $f_{0}(x) \asymp \sqrt{E_{*}-x}$ for $x \in\left(E_{*}-\delta, E_{*}\right)$ while $\left(E_{*}, E_{*}+\delta\right) \subset \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$,

$$
\mathrm{I} \asymp \int_{E_{*}-\delta}^{E_{*}} \frac{\eta}{(\lambda-E)^{2}+\eta^{2}} \sqrt{E_{*}-\lambda} d \lambda=\int_{0}^{\delta} \frac{\eta}{\eta^{2}+(\kappa+x)^{2}} \sqrt{x} d x
$$

Considering separately the integral over $x \in[0, \kappa+\eta]$ and $x \in[\kappa+\eta, \delta]$, we obtain $\mathrm{I} \asymp \eta / \sqrt{\eta+\kappa}$. Then $\mathrm{II} \leq C \cdot \mathrm{I}$, and this yields $\operatorname{Im} m_{0}(z) \asymp \eta / \sqrt{\eta+\kappa}$.

## A. 3 Proof of local law

We verify that the proof of the entrywise local law in [KY17] does not require positive definite $T$. Indeed, Theorem A. 13 below, which is a slightly modified version of [KY17, Theorem 3.22], holds in our setting. We deduce from this Theorems 2.5, 3.7, and 3.16.

We use the following notion of stability, analogous to [KY17, Definition 5.4] and $\left[\mathrm{BEK}^{+} 14\right.$, Lemma 4.5].

Definition A.12. Fix a bounded set $S \subset \mathbb{R}$ and a constant $a>0$, and let

$$
\begin{equation*}
\mathbf{D}=\left\{z \in \mathbb{C}^{+}: \operatorname{Re} z \in S, \operatorname{Im} z \in\left[N^{-1+a}, 1\right]\right\} \tag{A.10}
\end{equation*}
$$

For $z=E+i \eta \in \mathbf{D}$, denote

$$
L(z)=\{z\} \cup\left\{w \in \mathbf{D}: \operatorname{Re} w=E, \operatorname{Im} w \in[\eta, 1] \cap\left(N^{-5} \mathbb{N}\right)\right\}
$$

For a function $g: \mathbf{D} \rightarrow(0, \infty)$, the Marcenko-Pastur equation (3.8) is $\boldsymbol{g}$-stable on $\mathbf{D}$ if the following holds for some constant $C>0$ : Let $u: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$be the Stieltjes transform of any probability measure, and let $\Delta: \mathbf{D} \rightarrow(0, \infty)$ be any function satisfying

- (Boundedness) $\Delta(z) \in\left[N^{-2},(\log N)^{-1}\right]$ for all $z \in \mathbf{D}$,
- (Lipschitz) $|\Delta(z)-\Delta(w)| \leq N^{2}|z-w|$ for all $z, w \in \mathbf{D}$,
- (Monotonicity) $\eta \mapsto \Delta(E+i \eta)$ is non-increasing for each $E \in S$ and $\eta>0$.

If $z \in \mathbf{D}$ is such that $\left|z_{0}(u(w))-w\right| \leq \Delta(w)$ for all $w \in L(z)$, then

$$
\begin{equation*}
\left|u(z)-m_{0}(z)\right| \leq \frac{C \Delta(z)}{g(z)+\sqrt{\Delta(z)}} \tag{A.11}
\end{equation*}
$$

Theorem A. 13 (Abstract local law). Suppose Assumption 3.1 holds. Fix a bounded set $S \subset \mathbb{R}$ and a constant $a>0$, and define $\mathbf{D}$ by (A.10). Suppose, for some constants $C, c>0$ and a bounded
function $g: \mathbf{D} \rightarrow(0, C)$, that (3.8) is $g$-stable on $\mathbf{D}$, and furthermore

$$
c<\left|m_{0}(z)\right|<C, \quad c \eta<\operatorname{Im} m_{0}(z)<C g(z), \quad\left|1+t_{\alpha} m_{0}(z)\right|>c
$$

for all $z=E+i \eta \in \mathbf{D}$ and all $\alpha \in \mathcal{I}_{M}$. Then, letting $m_{N}(z), G(z), \Pi(z)$ be as in (3.16), (3.17), and (3.19), and denoting

$$
\Psi(z)=\sqrt{\frac{\operatorname{Im} m_{0}(z)}{N \eta}}+\frac{1}{N \eta}
$$

(a) (Entrywise law) For all $z \in \mathbf{D}$ and $A, B \in \mathcal{I}$,

$$
\frac{G_{A B}(z)-\Pi_{A B}(z)}{t_{A} t_{B}} \prec_{a} \Psi(z)
$$

(b) (Averaged law) For all $z \in \mathbf{D}$,

$$
m_{N}(z)-m_{0}(z) \prec_{a} \min \left(\frac{1}{N \eta}, \frac{\Psi(z)^{2}}{g(z)}\right) .
$$

Proof. The proof is the same as for [KY17, Theorem 3.22], with only cosmetic differences which we indicate here. The notational identification with [KY17] is $T \leftrightarrow \Sigma$ and $t_{\alpha} \leftrightarrow \sigma_{i}$. (We continue to use Greek indices for $\mathcal{I}_{M}$ and Roman indices for $\mathcal{I}_{N}$, although this is reversed from the convention in [KY17].) As in [KY17], we may assume $T$ is invertible. The non-invertible case follows by continuity.

We follow [KY17, Section 5], which in turn is based on $\left[\mathrm{BEK}^{+} 14\right]$. Define

$$
\begin{gathered}
Z_{i}=\sum_{\alpha, \beta \in \mathcal{I}_{M}} G_{\alpha \beta}^{(i)} X_{\alpha i} X_{\beta i}-N^{-1} \operatorname{Tr} G_{M}^{(i)}, \quad Z_{\alpha}=\sum_{i, j \in \mathcal{I}_{N}} G_{i j}^{(\alpha)} X_{\alpha i} X_{\alpha j}-N^{-1} \operatorname{Tr} G_{N}^{(\alpha)} \\
{[Z]=\frac{1}{N}\left(\sum_{i \in I_{N}} Z_{i}+\sum_{\alpha \in \mathcal{I}_{M}} \frac{t_{\alpha}^{2}}{\left(1+t_{\alpha} m_{0}\right)^{2}} Z_{\alpha}\right)} \\
\Theta=N^{-1}\left|\sum_{i \in \mathcal{I}_{N}}(G-\Pi)_{i i}\right|+M^{-1}\left|\sum_{\alpha \in \mathcal{I}_{M}}(G-\Pi)_{\alpha \alpha}\right|, \quad \Psi_{\Theta}=\sqrt{\frac{\operatorname{Im} m_{0}+\Theta}{N \eta}} \\
\Lambda_{o}=\max _{A \neq B \in \mathcal{I}} \frac{\left|G_{A B}\right|}{\left|t_{A} t_{B}\right|}, \quad \Lambda=\max _{A, B \in \mathcal{I}} \frac{\left|(G-\Pi)_{A B}\right|}{\left|t_{A} t_{B}\right|}, \quad \Xi=\left\{\Lambda \leq(\log N)^{-1}\right\}
\end{gathered}
$$

These all implicitly depend on an argument $z \in \mathbf{D}$. Then the same steps as in [KY17, Section 5] yield, either for $\eta=1$ or on the event $\Xi$, for all $z \in \mathbf{D}$ and $A \in \mathcal{I}$,

$$
\begin{align*}
\left|Z_{A}\right|, \Lambda_{o} & \prec \Psi_{\Theta}  \tag{A.12}\\
z_{0}\left(m_{N}(z)\right)-z-[Z] & \prec \Psi_{\Theta}^{2} \prec(N \eta)^{-1} \tag{A.13}
\end{align*}
$$

(In the argument for $\eta=1$, the use of [KY17, Eq. (4.16)] may be replaced by [KY17, Lemmas 4.8 and 4.9]. Various bounds using $\sigma_{i}$, for example [KY17, Eqs. (5.4), (5.11)], may be replaced by ones using the positive quantity $\left|t_{\alpha}\right|$.) Applying (A.12) and the resolvent identities for $G_{i i}$ and $G_{\alpha \alpha}$, we may also obtain on the event $\Xi$

$$
\begin{equation*}
\Theta \prec\left|m_{N}-m_{0}\right|+|[Z]|+(N \eta)^{-1}, \quad \Lambda \prec\left|m_{N}-m_{0}\right|+\Psi_{\Theta} . \tag{A.14}
\end{equation*}
$$

The bound (A.12) yields the initial estimate $[Z] \prec \Psi_{\Theta} \prec(N \eta)^{-1 / 2}$ on $\Xi$. The conditions of Definition A. 12 hold for $\Delta=(N \eta)^{-1 / 2}$, so (A.13), the assumed stability of (3.8), and the stochastic continuity argument of $\left[\right.$ BEK $^{+} 14$, Section 4.1$]$ yield that $\Xi$ holds with high probability (i.e. $1 \prec \mathbb{1}\{\Xi\}$ ) and $\Lambda \prec(N \eta)^{-1 / 4}$ on all of $\mathbf{D}$. Next, applying the fluctuation averaging result of [KY17, Lemma 5.6], we obtain for any $c \in(0,1]$ the implications

$$
\Theta \prec(N \eta)^{-c} \Rightarrow \Psi_{\Theta} \prec \sqrt{\frac{\operatorname{Im} m_{0}+(N \eta)^{-c}}{N \eta}} \Rightarrow[Z] \prec \frac{\operatorname{Im} m_{0}+(N \eta)^{-c}}{N \eta} \equiv \Delta(z) .
$$

The conditions of Definition A. 12 hold for this $\Delta(z)$, so applying (A.13), stability of (3.8), and $1 \prec \mathbb{1}\{\Xi\}$, we have the implications

$$
\begin{equation*}
\Theta \prec(N \eta)^{-c} \Rightarrow\left|m_{N}-m_{0}\right| \prec \frac{\Delta(z)}{g(z)+\sqrt{\Delta(z)}} \Rightarrow \Theta \prec \frac{\Delta(z)}{g(z)+\sqrt{\Delta(z)}}+\Delta(z)+(N \eta)^{-1} . \tag{A.15}
\end{equation*}
$$

We bound $\Delta(z) \leq C(N \eta)^{-1}$ and

$$
\frac{\Delta(z)}{g(z)+\sqrt{\Delta(z)}} \leq \frac{\operatorname{Im} m_{0}(z)}{N \eta g(z)}+(N \eta)^{-(1+c) / 2}<C(N \eta)^{-1}+(N \eta)^{-(1+c) / 2},
$$

where this applies $\operatorname{Im} m_{0}(z)<C g(z)$. Hence

$$
\Theta \prec(N \eta)^{-c} \Rightarrow \Theta \prec(N \eta)^{-(1+c) / 2} .
$$

Initializing to $c=1 / 4$ and iterating, we obtain $\Theta \prec(N \eta)^{-1+\varepsilon}$ for any $\varepsilon>0$, so $\left|m_{N}-m_{0}\right| \leq \Theta \prec$ $(N \eta)^{-1}$. Applying (A.15) once more with $c=1$, we have for $c=1$ that $\Delta(z) \leq \Psi(z)^{2}$ and hence also $\left|m_{N}-m_{0}\right| \prec \Psi^{2} / g$. This yields both bounds in the averaged law. The entrywise law $\Lambda \prec \Psi$ follows from (A.14).

We now verify the stability condition in Definition A. 12 near a regular edge and outside the spectrum. The proofs are the same as [KY17, Lemmas A. 5 and A. 8$]$, which are based on $\left[\mathrm{BEK}^{+} 14\right.$, Lemma 4.5]. For convenience, we reproduce the argument here.

Lemma A.14. Suppose Assumption 3.1 holds.
(a) Fix any constants $\delta, a, C_{0}>0$, and let

$$
\mathbf{D}=\left\{z \in \mathbb{C}^{+}: \operatorname{Re} z \in\left[-C_{0}, C_{0}\right] \backslash \operatorname{supp}\left(\mu_{0}\right)_{\delta}, \operatorname{Im} z \in\left[N^{-1+a}, 1\right]\right\}
$$

Then (3.8) is $g$-stable on $\mathbf{D}$ for $g(z) \equiv 1$.
(b) Let $E_{*}$ be a regular edge, and let $\mathbf{D}$ be the domain (3.18), depending on constants $\delta, a>0$. For $z=E+i \eta \in \mathbf{D}$, denote $\kappa=\left|E-E_{*}\right|$ and let $g(z)=\sqrt{\kappa+\eta}$. Then, for any constant $a>0$ and any constant $\delta>0$ sufficiently small, (3.8) is $g$-stable on $\mathbf{D}$.

Proof. Writing $u=u(z), m=m_{0}(z)$, and $\Delta_{0}=\Delta_{0}(z)=z_{0}(u(z))-z$, we have

$$
\begin{aligned}
\Delta_{0}=z_{0}(u)-z_{0}(m) & =\frac{m-u}{u m}\left(-1+\frac{1}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}^{2} u m}{\left(1+t_{\alpha} u\right)\left(1+t_{\alpha} m\right)}\right) \\
& =\alpha(z)(m-u)^{2}+\beta(z)(m-u)
\end{aligned}
$$

for

$$
\begin{gathered}
\alpha(z)=-\frac{1}{u} \cdot \frac{1}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}^{2}}{\left(1+t_{\alpha} u\right)\left(1+t_{\alpha} m\right)^{2}} \\
\beta(z)=\frac{1}{u m}\left(-1+\frac{1}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}^{2} m^{2}}{\left(1+t_{\alpha} m\right)^{2}}\right)=-\frac{m}{u} z_{0}^{\prime}(m) .
\end{gathered}
$$

Viewing this a quadratic equation in $m-u$ and denoting the two roots

$$
\begin{equation*}
R_{1}(z), R_{2}(z)=\frac{-\beta(z) \pm \sqrt{\beta(z)^{2}+4 \alpha(z) \Delta_{0}(z)}}{2 \alpha(z)} \tag{A.16}
\end{equation*}
$$

we obtain $m_{0}(z)-u(z) \in\left\{R_{1}(z), R_{2}(z)\right\}$ for each $z \in \mathbf{D}$. Note that (A.16) implies

$$
\begin{equation*}
\left|R_{1}(z)-R_{2}(z)\right|=\frac{\sqrt{\left|\beta(z)^{2}+4 \alpha(z) \Delta_{0}(z)\right|}}{|\alpha(z)|} \tag{A.17}
\end{equation*}
$$

Also, we have $\left|R_{1} R_{2}\right|=\left|\Delta_{0} / \alpha\right|$ and $\left|R_{1}+R_{2}\right|=|\beta / \alpha|$. The first statement yields $\min \left(\left|R_{1}\right|,\left|R_{2}\right|\right) \leq$ $\sqrt{\left|\Delta_{0} / \alpha\right|}=2\left|\Delta_{0}\right| / \sqrt{4\left|\alpha \Delta_{0}\right|}$. The second yields $\max \left(\left|R_{1}\right|,\left|R_{2}\right|\right) \geq|\beta /(2 \alpha)|$, so the first then yields $\min \left(\left|R_{1}\right|,\left|R_{2}\right|\right) \leq 2\left|\Delta_{0}\right| /|\beta|$. Combining these,

$$
\begin{equation*}
\min \left(\left|R_{1}(z)\right|,\left|R_{2}(z)\right|\right) \leq \frac{4\left|\Delta_{0}(z)\right|}{|\beta(z)|+\sqrt{4\left|\alpha(z) \Delta_{0}(z)\right|}} \tag{A.18}
\end{equation*}
$$

We first show part (a). Let $\Delta(z)$ satisfy the conditions of Definition A.12. We claim that for any constant $\nu>0$, there exist constants $C_{0}, c>0$ such that

1. If $\operatorname{Im} z \geq \nu$ and $\left|\Delta_{0}(z)\right| \leq \Delta(z)$, then

$$
\begin{equation*}
\left|m_{0}(z)-u(z)\right| \leq C_{0} \Delta(z) \tag{A.19}
\end{equation*}
$$

2. If $\left|\Delta_{0}(z)\right| \leq \Delta(z)$ and $\left|m_{0}(z)-u(z)\right|<(\log N)^{-1 / 2}$, then

$$
\begin{equation*}
\min \left(\left|R_{1}(z)\right|,\left|R_{2}(z)\right|\right) \leq C_{0} \Delta(z), \quad\left|R_{1}(z)-R_{2}(z)\right| \geq c \tag{A.20}
\end{equation*}
$$

Indeed, if $\operatorname{Im} z \geq \nu$ and $\left|\Delta_{0}(z)\right| \leq \Delta(z) \leq(\log N)^{-1}$, then $\operatorname{Im} z_{0}(u(z)) \geq \nu / 2$. In particular $z_{0}(u(z)) \in$ $\mathbb{C}^{+}$, so $m_{0}\left(z_{0}(u(z))\right)=u(z)$ as Theorem 2.4 guarantees this is the unique root $m \in \mathbb{C}^{+}$to the equation $z_{0}(m)=z_{0}(u(z))$. Applying $\left|m_{0}^{\prime}(z)\right| \leq 1 /(\operatorname{Im} z)^{2}$, we obtain

$$
\left|m_{0}(z)-u(z)\right|=\left|m_{0}(z)-m_{0}\left(z_{0}(u(z))\right)\right| \leq\left(4 / \nu^{2}\right)\left|\Delta_{0}(z)\right| \leq\left(4 / \nu^{2}\right) \Delta(z)
$$

and hence (A.19) holds for $C_{0}=4 / \nu^{2}$. On the other hand, if $\left|m_{0}(z)-u(z)\right|<(\log N)^{-1 / 2}$, then Propositions A. 9 and A. 8 imply $|\alpha(z)|<C$ and $|\beta(z)|<C$. Taking imaginary parts of (3.8) as in (A.3), we also have $|u(z) m(z) \beta(z)| \geq(\operatorname{Im} z)\left|m_{0}(z)\right|^{2} / \operatorname{Im} m_{0}(z)>c$, so $|\beta(z)|>c$. Applying this to (A.17) and (A.18), and increasing $C_{0}$ if necessary, we obtain (A.20).

A continuity argument now concludes the proof of part (a): Consider any $z \in \mathbf{D}$ with $\left|\Delta_{0}(w)\right| \leq$ $\Delta(w)$ for all $w \in L(z)$. If $\operatorname{Im} z \geq \nu$, the result follows from (A.19). If $\operatorname{Im} z<\nu$, let $w \in L(z)$ be such that $\operatorname{Im} z<\operatorname{Im} w \leq \operatorname{Im} z+N^{-5}$. Suppose inductively that we have shown (A.19) holds at $w$. Applying $\left|u^{\prime}(z)\right| \leq 1 /(\operatorname{Im} z)^{2} \leq N^{2}$ for any Stieltjes transform $u(z)$ and $z \in \mathbf{D}$, we obtain

$$
\left|m_{0}(z)-u(z)\right| \leq C_{0} \Delta(w)+2 N^{-3}<(\log N)^{-1 / 2}
$$

So (A.20) implies $\max \left(\left|R_{1}(z)\right|,\left|R_{2}(z)\right|\right)>c / 2$. Then $\left|m_{0}(z)-u(z)\right|=\min \left(\left|R_{1}(z)\right|,\left|R_{2}(z)\right|\right)$, so (A.20) also shows that (A.19) holds at $z$. Starting the induction at $\operatorname{Im} z \geq \nu$, we obtain (A.19) for all $w \in L(z)$, and in particular at $w=z$. This establishes part (a).

For part (b), let $g(z)=\sqrt{\kappa+\eta}$. We claim that when $\delta>0$ is sufficiently small, there exist constants $\nu, C_{0}, C_{1}>0$ such that

1. If $\operatorname{Im} z \geq \nu$ and $\left|\Delta_{0}(z)\right| \leq \Delta(z)$, then

$$
\begin{equation*}
\left|m_{0}(z)-u(z)\right| \leq \frac{C_{0} \Delta(z)}{g(z)+\sqrt{\Delta(z)}} \tag{A.21}
\end{equation*}
$$

2. If $\operatorname{Im} z<\nu,\left|\Delta_{0}(z)\right| \leq \Delta(z)$, and $\left|m_{0}(z)-u(z)\right|<(\log N)^{-1 / 3}$, then

$$
\begin{equation*}
\min \left(\left|R_{1}(z)\right|,\left|R_{2}(z)\right|\right) \leq \frac{C_{0} \Delta(z)}{g(z)+\sqrt{\Delta(z)}} \tag{A.22}
\end{equation*}
$$

$$
\begin{equation*}
C_{1}^{-1}(g(z)-\sqrt{\Delta(z)}) \leq\left|R_{1}(z)-R_{2}(z)\right| \leq C_{1}(g(z)+\sqrt{\Delta(z)}) \tag{A.23}
\end{equation*}
$$

We verify the second claim first: If $\operatorname{Im} z<\nu$ and $\left|m_{0}(z)-u(z)\right|<(\log N)^{-1 / 3}$, then for $\nu$ and $\delta$ sufficiently small, Lemma A. 10 implies

$$
\begin{equation*}
\left|m_{0}(z)-m_{*}\right|<C \sqrt{\nu+\delta}, \quad\left|u(z)-m_{*}\right|<C \sqrt{\nu+\delta} \tag{A.24}
\end{equation*}
$$

for a constant $C>0$ independent of $\nu, \delta$. We have

$$
\frac{m_{*} z_{0}^{\prime \prime}\left(m_{*}\right)}{2}=-\frac{1}{m_{*}^{2}}+\frac{1}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}^{3} m_{*}}{\left(1+t_{\alpha} m_{*}\right)^{3}}=-\frac{1}{N} \sum_{\alpha=1}^{M} \frac{t_{\alpha}^{2}}{\left(1+t_{\alpha} m_{*}\right)^{3}}
$$

where the second equality applies the identity $0=z_{0}^{\prime}\left(m_{*}\right)$. Comparing the right side with $u(z) \alpha(z)$, and applying (A.24) together with the bounds $\left|m_{*}\right| \asymp 1,\left|z_{0}^{\prime \prime}\left(m_{*}\right)\right| \asymp 1$, and $\left|1+t_{\alpha} m_{*}\right| \asymp 1$ from Proposition 3.11, we obtain $c<|\alpha(z)|<C$ for constants $C, c>0$ and sufficiently small $\nu, \delta$. Next, applying again $0=z_{0}^{\prime}\left(m_{*}\right)$, we have

$$
z_{0}^{\prime}(m)=\int_{m_{*}}^{m} z_{0}^{\prime \prime}(x) d x=\left(m-m_{*}\right) z_{0}^{\prime \prime}\left(m_{*}\right)+\int_{m_{*}}^{m} \int_{m_{*}}^{x} z_{0}^{\prime \prime \prime}(y) d y d x
$$

Applying (A.24), $\left|z_{0}^{\prime \prime}\left(m_{*}\right)\right| \asymp 1$ from Proposition 3.11, $\left|m_{0}(z)-m_{*}\right| \asymp \sqrt{\kappa+\eta}$ from Proposition 3.13, and $\left|z_{0}^{\prime \prime \prime}(y)\right|<C$ from Lemma A.11, we obtain $c g(z)<|\beta(z)|<C g(z)$ for $\nu, \delta$ sufficiently small. Applying these bounds and $\left|\Delta_{0}(z)\right| \leq \Delta(z)$ to (A.18) and (A.17) yields (A.22) and (A.23). Letting $\nu$ be small enough such that this holds, for $\operatorname{Im} z \geq \nu$, the same argument as in part (a) implies $\left|m_{0}(z)-u(z)\right| \leq\left(4 / \nu^{2}\right) \Delta(z)$. Noting $g(z) \geq \sqrt{\nu}$ and increasing $C_{0}$ if necessary, we obtain (A.21).

We again apply a continuity argument to conclude the proof: Consider any $z \in \mathbf{D}$ with $\left|\Delta_{0}(w)\right| \leq$ $\Delta(w)$ for all $w \in L(z)$. If $\operatorname{Im} z \geq \nu$, the result follows from (A.21). If $\operatorname{Im} z<\nu$, suppose first that

$$
\begin{equation*}
\frac{C_{0} \Delta(z)}{g(z)+\sqrt{\Delta(z)}}+2 N^{-3}<\left(2 C_{1}\right)^{-1}(g(z)-\sqrt{\Delta(z)}) \tag{A.25}
\end{equation*}
$$

Note that by monotonicity of $\Delta$, the left side is decreasing in $\operatorname{Im} z$ while the right side is increasing in $\operatorname{Im} z$. Thus if (A.25) holds at $z$, then it holds at all $w \in L(z)$. Let $w \in L(z)$ be such that $\operatorname{Im} z<\operatorname{Im} w \leq \operatorname{Im} z+N^{-5}$, and suppose inductively that we have established (A.21) at $w$. Then

$$
\left|m_{0}(z)-u(z)\right| \leq \frac{C_{0} \Delta(w)}{g(w)+\sqrt{\Delta(w)}}+2 N^{-3}<(\log N)^{-1 / 3}
$$

Then (A.23) and (A.25) imply $\left|m_{0}(z)-u(z)\right|=\min \left(\left|R_{1}(z)\right|,\left|R_{2}(z)\right|\right.$ ), so (A.22) implies (A.21) holds at $z$. Starting the induction at $\operatorname{Im} z \geq \nu$, this establishes (A.21) if $z$ satisfies (A.25).

If $z$ does not satisfy (A.25), then rearranging (A.25) and applying $\Delta(z)>N^{-3}$ yields $g(z)^{2} \leq$
$C \Delta(z)$ for a constant $C>0$. Then

$$
\frac{C_{0} \Delta(z)}{g(z)+\sqrt{\Delta(z)}}+C_{1}(g(z)+\sqrt{\Delta(z)}) \leq \frac{C_{2} \Delta(z)}{g(z)+\sqrt{\Delta(z)}}
$$

for a constant $C_{2}>0$. We claim

$$
\begin{equation*}
\left|m_{0}(z)-u(z)\right| \leq \frac{C_{2} \Delta(z)}{g(z)+\sqrt{\Delta(z)}} \tag{A.26}
\end{equation*}
$$

Indeed, let $w \in L(z)$ be such that $\operatorname{Im} z<\operatorname{Im} w \leq \operatorname{Im} z+N^{-5}$, and suppose inductively that we have established (A.26) at $w$. This implies in particular $\left|m_{0}(z)-u(z)\right|<(\log N)^{-1 / 3}$ as before, so (A.26) holds at $z$ by (A.22) and (A.23). Starting the induction at the value $w \in L(z)$ satisfying (A.25) which has the smallest imaginary part, this concludes the proof in all cases.

We now verify Theorems 2.5, 3.7, and 3.16.
Proof of Theorem 2.5. By the bound $\|\widehat{\Sigma}\| \leq\|T\|\|X\|^{2}$, we may take $C_{0}>0$ sufficiently large such that $\|\widehat{\Sigma}\| \leq C_{0}$ with probability at least $1-N^{-D}$. Define

$$
\mathbf{D}=\left\{z \in \mathbb{C}^{+}: \operatorname{Re} \in\left[-C_{0}, C_{0}\right] \backslash \operatorname{supp}\left(\mu_{0}\right)_{\delta}, \operatorname{Im} z \in\left[N^{-2 / 3}, 1\right]\right\}
$$

Then Propositions A.8, A.9, and Lemma A.14(a) check the conditions of Theorem A. 13 for $g(z) \equiv 1$ over D.

Applying the second bound of Theorem A.13(b), $\left|m_{N}(z)-m_{0}(z)\right| \prec \Psi(z)^{2} \asymp N^{-1}+(N \eta)^{-2}$ for any $z \in \mathbf{D}$. Taking $\eta=N^{-2 / 3}$ and applying also $\operatorname{Im} m_{0}(z) \asymp \eta$, we obtain $\operatorname{Im} m_{N}(z) \prec N^{-2 / 3}<$ $1 /(2 N \eta)$. As the number of eigenvalues of $\widehat{\Sigma}$ in $[E-\eta, E+\eta]$ is at most $2 N \eta \cdot \operatorname{Im} m_{N}(z)$, this implies $\widehat{\Sigma}$ has no eigenvalues in this interval with probability $1-N^{-D}$ for all $N \geq N_{0}(D)$. The result follows from a union bound over a grid of values $E \in\left[-C_{0}, C_{0}\right] \backslash \operatorname{supp}\left(\mu_{0}\right)_{\delta}$ of cardinality at most $C N^{2 / 3}$, together with the bound $\|\widehat{\Sigma}\| \leq C_{0}$.

Proof of Theorem 3.7. The argument follows [PY14, Eq. (3.4)]. Consider the case of a right edge $E_{*}$. (A left edge is analogous.) For each $E \in\left[E_{*}+N^{-2 / 3+\varepsilon}, E_{*}+\delta\right]$, denoting $\kappa=E-E_{*}$, consider $z=E+i \eta$ for

$$
\eta=N^{-1 / 2-\varepsilon / 4} \kappa^{1 / 4} \in\left[N^{-2 / 3}, 1\right]
$$

where the inclusion holds for all large $N$ because $\kappa \in\left[N^{-2 / 3+\varepsilon}, \delta\right]$. Proposition 3.13 implies

$$
\operatorname{Im} m_{0}(z) \leq \frac{C \eta}{\sqrt{\kappa+\eta}} \leq \frac{C \eta}{\sqrt{\kappa}}=C(N \eta)^{-1} N^{-\varepsilon / 2}
$$

Also by Proposition 3.13 and Lemma A.14(b), we may apply Theorem A. 13 with $g(z)=\sqrt{\kappa+\eta}$.

The above bound on $\operatorname{Im} m_{0}(z)$ yields $\Psi(z)^{2} \leq C /(N \eta)^{2}$, and hence Theorem A.13(b) implies

$$
\left|m_{N}(z)-m_{0}(z)\right| \prec \frac{1}{(N \eta)^{2} \sqrt{\kappa+\eta}} \leq \frac{1}{(N \eta)^{2} \sqrt{\kappa}}=\frac{1}{N^{3+\varepsilon / 2} \eta^{4}} \leq(N \eta)^{-1} N^{-\varepsilon / 2}
$$

where the last bound uses $\eta \geq N^{-2 / 3}$. Thus we obtain

$$
\operatorname{Im} m_{N}(z) \prec C(N \eta)^{-1} N^{-\varepsilon / 2}
$$

Then $\widehat{\Sigma}$ has no eigenvalues in $[E-\eta, E+\eta]$ with probability $1-N^{-D}$ for all $N \geq N_{0}(D)$, and the result follows from a union bound over a grid of such values $E$.

Proof of Theorem 3.16. This follows from Theorem A. 13 applied with $g(z)=\sqrt{\kappa+\eta}$, and Proposition 3.13 and Lemma A.14(b).

## Appendix B

## Free deterministic equivalents

In this appendix, we prove the asymptotic freeness results of Chapter 5 and establish the existence of the approximating free deterministic equivalent model.

## B. 1 Proof of asymptotic freeness

We prove Theorem 5.9 and Corollary 5.10. To ease subscript notation, throughout this section we denote by $M[i, j]$ the $(i, j)$ entry of a matrix $M$.

Let $Q$ be a $*$-polynomial in $\left(x_{i}\right)_{i \in \mathcal{I}_{j}, j \in\{1, \ldots, J\}}$ with coefficients in $\left\langle P_{1}, \ldots, P_{d}\right\rangle$, and let $q$ denote the corresponding $*$-polynomial with coefficients in $\left\langle p_{1}, \ldots, p_{d}\right\rangle$. For Theorem 5.9, we wish to show for any $r$, almost surely as $N \rightarrow \infty$,

$$
\begin{equation*}
\left|N_{r}^{-1} \operatorname{Tr}_{r} Q\left(H_{i}: i \in \mathcal{I}_{j}, j \in\{1, \ldots, J\}\right)-\tau_{r}\left(q\left(h_{i}: i \in \mathcal{I}_{j}, j \in\{1, \ldots, J\}\right)\right)\right| \rightarrow 0 \tag{B.1}
\end{equation*}
$$

The high-level strategy of the proof is the same as [BG09, Theorem 1.6], and follows these steps:

1. By applying linearity of $\operatorname{Tr}$ and $\tau$, we may reduce to the case $Q=\prod_{k=1}^{K} Q_{k}$, where each $Q_{k}$ is a simple-valued polynomial of a single family $\left(H_{i}: i \in \mathcal{I}_{j_{k}}\right)$.
2. By "centering" each $Q_{k}$ and inducting on $K$, it suffices to consider the case where $j_{1} \neq j_{2}, j_{2} \neq$ $j_{3}, \ldots, j_{K} \neq j_{1}$ and each $Q_{k}$ satisfies $\operatorname{Tr} Q_{k}\left(H_{i}: i \in \mathcal{I}_{j_{k}}\right)=0$.
3. The main technical ingredient is Lemma B. 2 below, which establishes the result for such $Q$. We use orthogonal invariance in law of $\left(H_{i}: i \in \mathcal{I}_{j_{k}}\right)$ to introduce independently random block-orthogonal matrices, and then condition on the $H_{i}$ 's to reduce to a statement about Haar-orthogonal and deterministic matrices.

The last step above uses an explicit computation of the trace, together with basic properties of the joint moments of Haar-orthogonal matrices. We follow an approach inspired by [HP00, Theorem
2.1], but which (we believe) fills in an omission in the proof and also extends the combinatorial argument to deal with rectangular matrices and the orthogonal (rather than unitary) case.

Proof of Theorem 5.9. To show (B.1), by linearity of $\operatorname{Tr}$ and $\tau$, it suffices to consider the case where $Q$ is a $*$-monomial, which we may always write as a product of $Q_{1}, \ldots, Q_{K}$ where each $Q_{k}$ depends only on the variables of a single family $\mathcal{I}_{j_{k}}$. Writing $Q_{k}=\left(P_{1}+\ldots+P_{d}\right) Q_{k}\left(P_{1}+\ldots+P_{d}\right)$ and again applying linearity of $\operatorname{Tr}$ and $\tau$, it suffices to consider the case where each $Q_{k}$ is simple-valued, i.e. $P_{r_{k}} Q_{k} P_{s_{k}}=Q_{k}$ for some $r_{k}, s_{k} \in\{1, \ldots, d\}$. If $s_{k} \neq r_{k+1}$ for any $k$ (with the cyclic identification $r_{K+1}=r_{1}$ ), then (B.1) is trivial as both quantities on the left are 0 . If $s_{k}=r_{k+1}$ for all $k$, then it suffices to consider $r=r_{1}$ and to replace $N_{r}^{-1} \operatorname{Tr}_{r}$ by $N^{-1} \operatorname{Tr}$ and $\tau_{r}$ by $\tau$. The result then follows from Lemma B. 1 below.

Lemma B.1. Under the assumptions of Theorem 5.9 , fix $K \geq 1, j_{1}, \ldots, j_{K} \in\{1, \ldots, J\}$, and $r_{1}, \ldots, r_{K} \in\{1, \ldots, d\}$. For each $k=1, \ldots, K$, let $Q_{k}$ be a $*$-polynomial with coefficients in $\left\langle P_{1}, \ldots, P_{d}\right\rangle$ of the variables $\left(x_{i}\right)_{i \in \mathcal{I}_{j_{k}}}$ of the single family $\mathcal{I}_{j_{k}}$, such that $P_{r_{k}} Q_{k} P_{r_{k+1}}=Q_{k}$ (with the identification $r_{K+1}:=r_{1}$ ). Let $q_{1}, \ldots, q_{K}$ denote the corresponding $*$-polynomials with coefficients in $\left\langle p_{1}, \ldots, p_{d}\right\rangle$. Then, almost surely as $N \rightarrow \infty$,

$$
\begin{equation*}
\left|\frac{1}{N} \operatorname{Tr} \prod_{k=1}^{K} Q_{k}\left(H_{i}: i \in \mathcal{I}_{j_{k}}\right)-\tau\left(\prod_{k=1}^{K} q_{k}\left(h_{i}: i \in \mathcal{I}_{j_{k}}\right)\right)\right| \rightarrow 0 \tag{B.2}
\end{equation*}
$$

Proof. We induct on $K$. For $K=1$, (B.2) holds by the assumption that $\left(h_{i}\right)_{i \in \mathcal{I}_{j_{1}}}$ and $\left(H_{i}\right)_{i \in \mathcal{I}_{j_{1}}}$ are asymptotically equal in $\mathcal{D}$-law a.s.

For $K \geq 2$, assume inductively that (B.2) holds for each value $1, \ldots, K-1$ in place of $K$. Let

$$
t_{k}=\frac{1}{\tau\left(p_{r_{k}}\right)} \tau\left(q_{k}\left(h_{i}: i \in \mathcal{I}_{j_{k}}\right)\right),
$$

and define the "centered" *-polynomials

$$
D_{k}=Q_{k}-t_{k} P_{r_{k}}, \quad d_{k}=q_{k}-t_{k} p_{r_{k}}
$$

We clarify that $t_{k} \in \mathbb{C}$ is a fixed constant (evaluated at the $h_{i}$ 's, not at the arguments $x_{i}$ 's of these $*$-polynomials), and thus $D_{k}$ and $d_{k}$ are still $*$-polynomials of $\left(x_{i}\right)_{i \in \mathcal{I}_{j_{k}}}$ with coefficients in $\left\langle P_{1}, \ldots, P_{d}\right\rangle$ and $\left\langle p_{1}, \ldots, p_{d}\right\rangle$. We have $t_{k}=0$ if $r_{k} \neq r_{k+1}$, because $q_{k}$ is simple. Denoting by $\mathcal{S}_{K}$ the collection of all subsets of $\left\{k: r_{k}=r_{k+1}\right\}$ and applying a binomial expansion,

$$
\frac{1}{N} \operatorname{Tr} \prod_{k=1}^{K} Q_{k}\left(H_{i}: i \in \mathcal{I}_{j_{k}}\right)=\sum_{S \in \mathcal{S}_{K}} Q(S)
$$

where

$$
Q(S):=\prod_{k \in S} t_{k} \cdot \frac{1}{N} \operatorname{Tr} \prod_{k \in\{1, \ldots, K\} \backslash S} D_{k}\left(H_{i}: i \in \mathcal{I}_{j_{k}}\right)
$$

Each $D_{k}$ still satisfies $P_{r_{k}} D_{k} P_{r_{k+1}}=D_{k}$. Hence, for every $S \neq \emptyset$, applying the induction hypothesis,

$$
\begin{equation*}
\left|Q(S)-\prod_{k \in S} t_{k} \cdot \tau\left(\prod_{k \in\{1, \ldots, K\} \backslash S} d_{k}\left(h_{i}: i \in \mathcal{I}_{j_{k}}\right)\right)\right| \rightarrow 0 . \tag{B.3}
\end{equation*}
$$

For $S=\emptyset$, if $j_{k}=j_{k+1}$ for some $k \in\{1, \ldots, K\}$ (or $j_{K}=j_{1}$ ), then combining $D_{k} D_{k+1}$ into a single polynomial (and applying cyclic invariance of $\operatorname{Tr}$ and $\tau$ if $j_{K}=j_{1}$ ), the induction hypothesis still yields (B.3).

The remaining case is when $S=\emptyset$ and $j_{k} \neq j_{k+1}$ for each $k=1, \ldots, K$. Note, by definition of $d_{k}$, that

$$
\tau\left(p_{r} d_{k}\left(h_{i}: i \in \mathcal{I}_{j_{k}}\right) p_{r}\right)=0
$$

for each $r$ and $k$, so by freeness of $\left(h_{i}\right)_{i \in \mathcal{I}_{1}}, \ldots,\left(h_{i}\right)_{i \in \mathcal{I}_{k}}$ with amalgamation over $\left\langle p_{1}, \ldots, p_{d}\right\rangle$,

$$
\tau\left(\prod_{k=1}^{K} d_{k}\left(h_{i}: i \in \mathcal{I}_{j_{k}}\right)\right)=0
$$

Thus, it remains to show that $Q(\emptyset) \rightarrow 0$. Note first that the definition of the free deterministic equivalent and the condition $N_{r} / N>c$ imply, almost surely as $N \rightarrow \infty$,

$$
\left|\frac{N}{N_{r_{k}}}-\frac{1}{\tau\left(p_{r_{k}}\right)}\right| \rightarrow 0, \quad\left|\frac{1}{N} \operatorname{Tr}\left(Q_{k}\left(H_{i}: i \in \mathcal{I}_{j_{k}}\right)\right)-\tau\left(q_{k}\left(h_{i}: i \in \mathcal{I}_{j_{k}}\right)\right)\right| \rightarrow 0 .
$$

Hence $\left|t_{k}-T_{k}\right| \rightarrow 0$ a.s. for

$$
T_{k}=\frac{1}{N_{r_{k}}} \operatorname{Tr} Q_{k}\left(H_{i}: i \in \mathcal{I}_{j_{k}}\right) .
$$

Then it suffices to show

$$
M(\emptyset):=\frac{1}{N} \operatorname{Tr} \prod_{k=1}^{K} M_{k} \rightarrow 0
$$

for the matrices

$$
M_{k}=Q_{k}\left(H_{i}: i \in \mathcal{I}_{j_{k}}\right)-T_{k} P_{r_{k}},
$$

as we may replace in $Q(\emptyset)$ each $t_{k}$ by $T_{k}$ and bound the remainders using the operator norm.
Finally, let us introduce random matrices $\left(O_{j, r}\right)_{j \in \mathcal{N}, r \in\{1, \ldots, d\}}$ that are independent of each other and of the $H_{i}$ 's, such that each $O_{j, r}$ is orthogonal and Haar-distributed in $\mathbb{R}^{N_{r} \times N_{r}}$. For each $j \in \mathcal{N}$, define the block diagonal matrix $O_{j}=\operatorname{diag}\left(O_{j, 1}, \ldots, O_{j, d}\right)$. By orthogonal invariance in law of
$\left(H_{i}\right)_{i \in \mathcal{I}_{j_{k}}}$, we have the equality in law

$$
M(\emptyset) \stackrel{L}{=} \frac{1}{N} \operatorname{Tr} \prod_{k=1}^{K} O_{j_{k}} M_{k} O_{j_{k}}^{-1}
$$

Write $\check{M}_{k} \in \mathbb{R}^{N_{r_{k}} \times N_{r_{k+1}}}$ as the non-zero block of $M_{k}$. Then the above may be written as

$$
\begin{equation*}
M(\emptyset) \stackrel{L}{=} \frac{1}{N} \operatorname{Tr} \prod_{k=1}^{K} O_{j_{k}, r_{k}} \check{M}_{k} O_{j_{k}, r_{k+1}}^{-1} \operatorname{Id}_{N_{r_{k+1}}} \tag{B.4}
\end{equation*}
$$

Conditional on the $H_{i}$ 's, $\check{M}_{k}$ are deterministic matrices satisfying $\left\|\check{M}_{k}\right\| \leq C$ for some constant $C>0$ and all large $N$ a.s., and if $r_{k}=r_{k+1}$ then $\operatorname{Tr} \check{M}_{k}=\operatorname{Tr} M_{k}=0$ by definition of $T_{k}$. Furthermore, recall that we are in the case $j_{k} \neq j_{k+1}$ for each $k$.

The claim $M(\emptyset) \rightarrow 0$ follows from the following lemma:
Lemma B.2. Fix $d, K \geq 1, l_{1}, \ldots, l_{K} \in \mathcal{N}, r_{1}, \ldots, r_{K} \in\{1, \ldots, d\}$, and $e_{1}, \ldots, e_{K} \in\{-1,1\}$. For $N_{1}, \ldots, N_{d} \geq 1$, let $\left\{O_{l, r}\right\}_{l \in \mathcal{N}, r \in\{1, \ldots, d\}}$ be independent random matrices such that each $O_{l, r}$ is a Haar-distributed orthogonal matrix in $\mathbb{R}^{N_{r} \times N_{r}}$. Let $D_{1} \in \mathbb{C}^{N_{r_{1}} \times N_{r_{2}}}, D_{2} \in \mathbb{C}^{N_{r_{2}} \times N_{r_{3}}}, \ldots, D_{K} \in$ $\mathbb{C}^{N_{r_{K}}} \times N_{r_{1}}$ be deterministic matrices such that, for each $k=1, \ldots, K$ (and cyclically identifying $l_{K+1}:=l_{1}$, etc.), if $\left(l_{k}, r_{k}, e_{k}\right)=\left(l_{k+1}, r_{k+1},-e_{k+1}\right)$, then $\operatorname{Tr} D_{k}=0$.

Let $N=N_{1}+\ldots+N_{d}$, and suppose there exist constants $C, c>0$ such that, as $N \rightarrow \infty$, $N_{r} / N>c$ for each $r=1, \ldots, d$ and $\left\|D_{k}\right\|<C$ for each $k=1, \ldots, K$. Then, almost surely,

$$
N^{-1} \operatorname{Tr}\left(O_{l_{1}, r_{1}}^{e_{1}} D_{1} O_{l_{2}, r_{2}}^{e_{2}} D_{2} \ldots O_{l_{K}, r_{K}}^{e_{K}} D_{K}\right) \rightarrow 0
$$

(We emphasize that the matrices $O_{l, r}$ and $D_{k}$ are $N$-dependent, while $\left(l_{k}, r_{k}, e_{k}, k=1, \ldots, K\right)$ remain fixed as $N$ grows.)

Assuming this lemma for now, write the right side of (B.4) in the form

$$
N^{-1} \operatorname{Tr}\left(O_{l_{1}, r_{1}}^{e_{1}} D_{1} O_{l_{2}, r_{2}}^{e_{2}} D_{2} \ldots O_{l_{2 K}, r_{2 K}}^{e_{2 K}} D_{2 K}\right)
$$

by making the identifications

$$
\begin{aligned}
\left(l_{2 k-1}, r_{2 k-1}, e_{2 k-1}, D_{2 k-1}\right) & \leftarrow\left(j_{k}, r_{k}, 1, \check{M}_{k}\right) \\
\left(l_{2 k}, r_{2 k}, e_{2 k}, D_{2 k}\right) & \leftarrow\left(j_{k}, r_{k+1},-1, \operatorname{Id}_{N_{r_{k+1}}}\right) .
\end{aligned}
$$

Then Lemma B. 2 implies $M(\emptyset) \rightarrow 0$ a.s. conditional on the $H_{i}$ 's, and hence unconditionally as well. Thus (B.3) holds for all $S \in \mathcal{S}_{K}$.

Finally, reversing the binomial expansion,

$$
\sum_{S \in \mathcal{S}_{K}} \prod_{k \in S} t_{k} \cdot \tau\left(\prod_{k \in\{1, \ldots, K\} \backslash S} d_{k}\left(h_{i}: i \in \mathcal{I}_{j_{k}}\right)\right)=\tau\left(\prod_{k=1}^{K} q_{k}\left(h_{i}: i \in \mathcal{I}_{j_{k}}\right)\right) .
$$

This establishes (B.2), completing the induction.
To conclude the proof of Theorem 5.9, it remains to establish the above Lemma B.2. We require the following fact about joint moments of entries of Haar-orthogonal matrices:

Lemma B.3. Let $O \in \mathbb{R}^{N \times N}$ be a random Haar-distributed real orthogonal matrix, let $K \geq 1$ be any positive integer, and let $i_{1}, j_{1}, \ldots, i_{K}, j_{K} \in\{1, \ldots, N\}$. Then:
(a) There exists a constant $C:=C_{K}>0$ such that

$$
\mathbb{E}\left[\left|O\left[i_{1}, j_{1}\right] O\left[i_{2}, j_{2}\right] \ldots O\left[i_{K}, j_{K}\right]\right|\right] \leq C N^{-K / 2}
$$

(b) If there exists $i \in\{1, \ldots, N\}$ such that $i_{k}=i$ for an odd number of indices $k \in\{1, \ldots, K\}$ or $j_{k}=i$ for an odd number of indices $k \in\{1, \ldots, K\}$, then $\mathbb{E}\left[O\left[i_{1}, j_{1}\right] \ldots O\left[i_{K}, j_{K}\right]\right]=0$.

Proof. [CŚ06, Eq. (21) and Theorem 3.13] imply $\mathbb{E}\left[O\left[i_{1}, j_{1}\right]^{2} \ldots O\left[i_{K}, j_{K}\right]^{2}\right] \leq C N^{-K}$ for a constant $C:=C_{K}>0$. Part (a) then follows by Cauchy-Schwarz. Part (b) follows from the fact that the distribution of $O$ is invariant to multiplication of row $i$ or column $i$ by -1 , hence if $i_{k}=i$ or $j_{k}=i$ for an odd number of indices $k$, then $\mathbb{E}\left[O\left[i_{1}, j_{1}\right] \ldots O\left[i_{K}, j_{K}\right]\right]=-\mathbb{E}\left[O\left[i_{1}, j_{1}\right] \ldots O\left[i_{K}, j_{K}\right]\right]$.

Proof of Lemma B.2. Define $V_{k}=O_{l_{k}, r_{k}}^{e_{k}}$ (which is $O_{l_{k}, r_{k}}^{\prime}$ if $e_{k}=-1$ ). Expanding the trace,

$$
\begin{equation*}
\operatorname{Tr}\left[\prod_{k=1}^{K} V_{k} D_{k}\right]=\sum_{\mathbf{i}, \mathbf{j}} V(\mathbf{i}, \mathbf{j}) D(\mathbf{i}, \mathbf{j}) \tag{B.5}
\end{equation*}
$$

where the summation is over all tuples $(\mathbf{i}, \mathbf{j}):=\left(i_{1}, j_{1}, i_{2}, j_{2}, \ldots, i_{K}, j_{K}\right)$ satisfying

$$
\begin{equation*}
1 \leq i_{k}, j_{k} \leq N_{r_{k}} \tag{B.6}
\end{equation*}
$$

for each $k=1, \ldots, K$, and where we have defined (with the identification $i_{K+1}:=i_{1}$ )

$$
V(\mathbf{i}, \mathbf{j})=\prod_{k=1}^{K} V_{k}\left[i_{k}, j_{k}\right], \quad D(\mathbf{i}, \mathbf{j})=\prod_{k=1}^{K} D_{k}\left[j_{k}, i_{k+1}\right]
$$

Denote

$$
\begin{equation*}
\mathcal{E}=\mathbb{E}\left[\left|N^{-1} \operatorname{Tr}\left(\prod_{k=1}^{K} V_{k} D_{k}\right)\right|^{2}\right]=N^{-2} \sum_{\mathbf{i}, \mathbf{j}} \sum_{\mathbf{i}^{\prime}, \mathbf{j}^{\prime}} D(\mathbf{i}, \mathbf{j}) \overline{D\left(\mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)} \mathbb{E}\left[V(\mathbf{i}, \mathbf{j}) V\left(\mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)\right] \tag{B.7}
\end{equation*}
$$

where the second equality uses that each $V_{k}$ is real and each $D_{k}$ is deterministic. By the BorelCantelli lemma, it suffices to show $\mathcal{E} \leq C N^{-2}$ for some constant $C:=C_{K}>0$.

Let $\mathcal{R}$ be the set of distinct pairs among $\left(l_{k}, r_{k}\right)$ for $k=1, \ldots, K$, corresponding to the set of distinct matrices $O_{l, r}$ that appear in (B.5). By independence of the matrices $O_{l, r}$,

$$
\begin{equation*}
\mathbb{E}\left[V(\mathbf{i}, \mathbf{j}) V\left(\mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)\right]=\prod_{(l, r) \in \mathcal{R}} \mathbb{E}\left[\prod_{k:\left(l_{k}, r_{k}\right)=(l, r)} V_{k}\left[i_{k}, j_{k}\right] V_{k}\left[i_{k}^{\prime}, j_{k}^{\prime}\right]\right] \tag{B.8}
\end{equation*}
$$

Since $O_{l, r}$ is invariant in law under permutations of rows and columns, each expectation on the right side above depends only on which indices are equal, and not on the actual index values. (For example, denoting $O:=O_{l, r}$,

$$
\begin{equation*}
O[1,2] O^{-1}[2,3] O[1,4] O^{-1}[3,3] \stackrel{L}{=} O[8,7] O^{-1}[7,6] O[8,5] O^{-1}[6,6] \tag{B.9}
\end{equation*}
$$

where the equality in law holds by permutation of both the rows and the columns of $O$.) We therefore analyse $\mathcal{E}$ by decomposing the sum in (B.7) over the different relevant partitions of (i, $\left.\mathbf{j}, \mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)$ specifying which indices are equal.

More precisely, let

$$
\mathcal{I}=\left(i_{k}, j_{k}, i_{k}^{\prime}, j_{k}^{\prime}: k=1, \ldots, K\right)
$$

be the collection of all indices, with cardinality $|\mathcal{I}|=4 K$. For each $(l, r) \in \mathcal{R}$, let

$$
\mathcal{I}(l, r)=\left(i_{k}, j_{k}, i_{k}^{\prime}, j_{k}^{\prime}: k \text { such that } l_{k}=l, r_{k}=r\right)
$$

These sets $\mathcal{I}(l, r)$ form a fixed partition of $\mathcal{I}$. For each $(l, r)$, denote by $\mathcal{Q}(l, r)$ any further partition of the indices in $\mathcal{I}(l, r)$, and let

$$
\begin{equation*}
\mathcal{Q}=\bigsqcup_{(l, r) \in \mathcal{R}} \mathcal{Q}(l, r) \tag{B.10}
\end{equation*}
$$

be their combined partition of $\mathcal{I}$. Denoting by $Q_{l, r}=|\mathcal{Q}(l, r)|$ the number of elements of $\mathcal{Q}$ that partition $\mathcal{I}(l, r)$, we may identify

$$
\mathcal{Q} \equiv\left\{(l, r, q):(l, r) \in \mathcal{R}, q \in\left\{1, \ldots, Q_{l, r}\right\}\right\}
$$

We say that $\left(\mathbf{i}, \mathbf{j}, \mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)$ induces $\mathcal{Q}$ if, for every two indices belonging to the same set $\mathcal{I}(l, r)$, they are equal in value if and only if they belong to the same element of $\mathcal{Q} .{ }^{1}$ Then $\mathbb{E}\left[V(\mathbf{i}, \mathbf{j}) V\left(\mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)\right]$ is the same for all $\left(\mathbf{i}, \mathbf{j}, \mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)$ that induce the same partition $\mathcal{Q}$. Thus we may define $E(\mathcal{Q})=\mathbb{E}\left[V(\mathbf{i}, \mathbf{j}) V\left(\mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)\right]$

[^1]for any such $\left(\mathbf{i}, \mathbf{j}, \mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)$ and write
$$
\mathcal{E}=N^{-2} \sum_{\mathcal{Q}} E(\mathcal{Q}) \sum_{\mathbf{i}, \mathbf{j}, \mathbf{i}^{\prime}, \mathbf{j}^{\prime} \mid \mathcal{Q}} D(\mathbf{i}, \mathbf{j}) \overline{D\left(\mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)}
$$
where the first sum is over all partitions $\mathcal{Q}$ of the form (B.10), and the second is over all ( $\left.\mathbf{i}, \mathbf{j}, \mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)$ satisfying (B.6) and inducing $\mathcal{Q}$.

Applying Lemma B.3(a) and the bound $N_{r} / N>c$ to (B.8), we have $|E(\mathcal{Q})| \leq C N^{-K}$ for a constant $C:=C_{K}>0$ and all partitions $\mathcal{Q}$. Thus

$$
\begin{equation*}
\mathcal{E} \leq C N^{-2-K} \sum_{\mathcal{Q}: E(\mathcal{Q}) \neq 0}|D(\mathcal{Q})| \tag{B.11}
\end{equation*}
$$

where

$$
D(\mathcal{Q}):=\sum_{\mathbf{i}, \mathbf{j}, \mathbf{i}^{\prime}, \mathbf{j}^{\prime} \mid \mathcal{Q}} D(\mathbf{i}, \mathbf{j}) \overline{D\left(\mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right)}=\sum_{\mathbf{i}, \mathbf{j}, \mathbf{i}^{\prime}, \mathbf{j}^{\prime} \mid \mathcal{Q}} \prod_{k=1}^{K} D_{k}\left[j_{k}, i_{k+1}\right] \prod_{k=1}^{K} \overline{D_{k}}\left[j_{k}^{\prime}, i_{k+1}^{\prime}\right]
$$

For fixed $\mathcal{Q}$, we may rewrite $D(\mathcal{Q})$ as follows: Denote $L=2 K, M_{k}=D_{k}$, and $M_{K+k}=\overline{D_{k}}$. Let $\mathfrak{q}, \mathfrak{q}^{\prime}:\{1, \ldots, L\} \rightarrow \mathcal{Q}$ be the maps such that $\mathfrak{q}(k), \mathfrak{q}^{\prime}(k), \mathfrak{q}(K+k), \mathfrak{q}^{\prime}(K+k)$ are the elements of $\mathcal{Q}$ containing $j_{k}, i_{k+1}, j_{k}^{\prime}, i_{k+1}^{\prime}$, respectively. Then

$$
D(\mathcal{Q})=\sum_{\alpha} \prod_{\ell=1}^{L} M_{\ell}\left[\alpha_{\mathfrak{q}(\ell)}, \alpha_{\mathfrak{q}^{\prime}(\ell)}\right]
$$

where $\sum_{\alpha}$ denotes the summation over all maps $\alpha: \mathcal{Q} \rightarrow \mathcal{N}$ such that $\alpha(l, r, q) \in\left\{1, \ldots, N_{r}\right\}$ for each $(l, r, q) \in \mathcal{Q}$ and $\alpha(l, r, q) \neq \alpha\left(l, r, q^{\prime}\right)$ whenever $q \neq q^{\prime}$. (So $\alpha$ gives the index values, which must be distinct for elements of $\mathcal{Q}$ corresponding to the same $(l, r) \in \mathcal{R}$.)

We may simplify this condition on $\alpha$ by considering the following embedding: Let

$$
\tilde{N}=\sum_{(l, r) \in \mathcal{R}} N_{r},
$$

and consider the corresponding block decomposition of $\mathbb{C}^{\tilde{N}}$ with blocks indexed by $\mathcal{R}$. (So the $(l, r)$ block has size $N_{r}$.) For each $\ell=1, \ldots, L$, if $\mathfrak{q}(\ell)=(l, r, q)$ and $\mathfrak{q}^{\prime}(\ell)=\left(l^{\prime}, r^{\prime}, q^{\prime}\right)$, then note that $M_{\ell}$ is of size $N_{r} \times N_{r^{\prime}}$. Let $\tilde{M}_{\ell} \in \mathbb{C}^{\tilde{N} \times \tilde{N}}$ be its embedding whose $(l, r) \times\left(l^{\prime}, r^{\prime}\right)$ block equals $M_{\ell}$ and whose remaining blocks equal 0 . Then

$$
D(\mathcal{Q})=\sum_{\alpha} \prod_{\ell=1}^{L} \tilde{M}_{\ell}\left[\alpha_{\mathfrak{q}(\ell)}, \alpha_{\mathfrak{q}^{\prime}(\ell)}\right]
$$

where $\sum_{\alpha}$ now denotes the summation over all maps $\alpha: \mathcal{Q} \rightarrow\{1, \ldots, \tilde{N}\}$ such that each $\alpha(l, r, q)$
belongs to the $(l, r)$ block of $\{1, \ldots, \tilde{N}\}$, and the values $\alpha(l, r, q)$ are distinct across all $(l, r, q) \in \mathcal{Q}$. Extending the range of summation of each $\alpha(l, r, q)$ to all of $\{1, \ldots, \tilde{N}\}$ simply adds 0 by the definition of $\tilde{M}_{\ell}$, so we finally obtain

$$
\begin{equation*}
D(\mathcal{Q})=\sum_{\alpha_{1}, \ldots, \alpha_{Q}}^{*} \prod_{\ell=1}^{L} \tilde{M}_{\ell}\left[\alpha_{\mathfrak{q}(\ell)}, \alpha_{\mathfrak{q}^{\prime}(\ell)}\right] \tag{B.12}
\end{equation*}
$$

where $Q=|\mathcal{Q}|$ and the sum is over all tuples of $Q$ distinct indices in $\{1, \ldots, \tilde{N}\}$.
We must bound $|D(\mathcal{Q})|$ for any $\mathcal{Q}$ such that $E(\mathcal{Q}) \neq 0$. By Lemma B.3(b) and the expression (B.8) for $E(\mathcal{Q})$, if $E(\mathcal{Q}) \neq 0$, then for each $(l, r) \in \mathcal{R}$ and each index value $i \in\left\{1, \ldots, N_{r}\right\}$, there must be an even number of indices in $\mathcal{I}(l, r)$ equal in value to $i$, i.e. each element $S \in \mathcal{Q}$ must have even cardinality. Furthermore, if exactly two indices in $\mathcal{I}(l, r)$ equal $i$, then they must both be row indices or both be column indices for $O_{l, r}$. In particular, if $S \in \mathcal{Q}$ has cardinality $|S|=2$, and if $S=\left\{j_{k}, i_{k+1}\right\}$ or $S=\left\{j_{k}^{\prime}, i_{k+1}^{\prime}\right\}$, then this implies $\left(l_{k}, r_{k}, e_{k}\right)=\left(l_{k+1}, r_{k+1},-e_{k+1}\right)$. The condition of the lemma ensures in this case that $\operatorname{Tr} D_{k}=0$, so also $\operatorname{Tr} \tilde{M}_{k}=\operatorname{Tr} \tilde{M}_{K+k}=0$.

We pause to formulate a lemma which provides the bound for $|D(\mathcal{Q})|$ that we need.
Lemma B.4. Fix integers $L, Q \geq 1$ and a constant $B>0$. Let $\mathbf{i}, \mathbf{j}:\{1, \ldots, L\} \rightarrow\{1, \ldots, Q\}$ be two fixed maps. Let $M_{1}, \ldots, M_{L} \in \mathbb{C}^{N \times N}$ be such that $\left\|M_{l}\right\| \leq B$ for all $l$. Call an index $q \in\{1, \ldots, Q\}$ "good" if both of the following hold:

- Exactly two of $\mathbf{i}(1), \ldots, \mathbf{i}(L), \mathbf{j}(1), \ldots, \mathbf{j}(L)$ are equal to $q$.
- If $\mathbf{i}(\ell)=\mathbf{j}(\ell)=q$ for some $\ell$, then $\operatorname{Tr} M_{\ell}=0$.

Let $T$ be the number of good indices $q \in Q$.
Denote by $\sum_{\alpha_{1}, \ldots, \alpha_{Q}}^{*}$ the sum over all tuples of $Q$ indices $\alpha_{1}, \ldots, \alpha_{Q} \in\{1, \ldots, N\}$ with all values distinct. Then, for some constant $C:=C(L, Q, B)>0$,

$$
\begin{equation*}
\left|\sum_{\alpha_{1}, \ldots, \alpha_{Q}}^{*} \prod_{\ell=1}^{L} M_{\ell}\left[\alpha_{\mathbf{i}(\ell)}, \alpha_{\mathfrak{q}^{\prime}(\ell)}\right]\right| \leq C N^{Q-T / 2} \tag{B.13}
\end{equation*}
$$

Assuming this lemma for now, we can complete the proof of Lemma B.2. We saw that any $S \in \mathcal{Q}$ of cardinality $|S|=2$ is good, for if $S=\left\{\mathfrak{q}(\ell), \mathfrak{q}^{\prime}(\ell)\right\}$, then either $S=\left\{j_{k}, i_{k+1}\right\}$ or $S=\left\{j_{k}^{\prime}, i_{k+1}^{\prime}\right\}$ and so $\operatorname{Tr} \tilde{M}_{\ell}=0$. Letting $T$ be the number of elements of $\mathcal{Q}$ with cardinality 2 , we have $2 T+4(Q-T) \leq$ $4 K$. But $T$ is also the number of good indices $q$, so Lemma (B.13) implies

$$
\begin{equation*}
|D(\mathcal{Q})| \leq C \tilde{N}^{Q-T / 2} \leq C \tilde{N}^{K} \tag{B.14}
\end{equation*}
$$

Noting that $\tilde{N} / N$ and the number of distinct partitions $\mathcal{Q}$ are also both bounded by a $K$-dependent constant, and combining with (B.11), we obtain $\mathcal{E} \leq C N^{-2}$ as desired, and hence Lemma B.2.

Proof of Lemma B.4. Denote $[L]=\{1, \ldots, L\}$ and $[Q]=\{1, \ldots, Q\}$. We will show the following claim by induction on $t$ : For any $L, Q \geq 1$ and $B>0$, if the number of good indices $T$ satisfies $T \geq t$, then there exists a constant $C:=C(L, Q, B, t)>0$ for which

$$
\begin{equation*}
\left|\sum_{\alpha_{1}, \ldots, \alpha_{Q}}^{*} \prod_{l=1}^{L} M_{l}\left[\alpha_{\mathfrak{q}(l)}, \alpha_{\mathfrak{q}^{\prime}(l)}\right]\right| \leq C N^{Q-t / 2} . \tag{B.15}
\end{equation*}
$$

The desired result follows from this claim applied with $t=T$ and $C=\max _{t=0}^{Q} C(L, Q, B, t)$.
For the base case $t=0$, the left side of (B.15) is bounded by $C N^{Q}$ for $C=B^{L}$, regardless of $T$, as each entry of $M_{l}$ is bounded by $B$.

For the inductive step, let $t \geq 1$, suppose the number $T$ of good indices satisfies $T \geq t$, and suppose the inductive claim holds for $t-1, t-2, \ldots, 0$. We consider two cases corresponding to the two possibilities for goodness of an index $q$ :

Case 1: There exists a good index $q$ and some $l \in[L]$ such that $\mathfrak{q}(l)=\mathfrak{q}^{\prime}(l)=q$ and $\operatorname{Tr} M_{l}=0$. For notational convenience, assume without loss of generality that $q=Q$ and $l=L$. Summing first over $\alpha_{1}, \ldots, \alpha_{Q-1}$ and then over $\alpha_{Q}$, and noting that no other $\mathfrak{q}(l)$ or $\mathfrak{q}^{\prime}(l)$ equals $Q$ for $l \leq L-1$ because $Q$ is good, the left side of (B.15) may be written as

$$
\text { LS }:=\left|\sum_{\alpha_{1}, \ldots, \alpha_{Q-1}}^{*}\left(\prod_{l=1}^{L-1} M_{l}\left[\alpha_{\mathfrak{q}(l)}, \alpha_{\mathfrak{q}^{\prime}(l)}\right]\right) \sum_{\substack{\alpha_{Q}=1 \\ \alpha_{Q} \notin\left\{\alpha_{1}, \ldots, \alpha_{Q-1}\right\}}}^{N} M_{L}\left[\alpha_{Q}, \alpha_{Q}\right]\right| .
$$

Then applying $\operatorname{Tr} M_{L}=0$, if $Q=1$, then LS vanishes and there is nothing further to do. If $Q>1$, we get

$$
\begin{aligned}
\mathrm{LS} & =\left|\sum_{\alpha_{1}, \ldots, \alpha_{Q-1}}^{*}\left(\prod_{l=1}^{L-1} M_{l}\left[\alpha_{\mathfrak{q}(l)}, \alpha_{\mathfrak{q}^{\prime}(l)}\right]\right) \sum_{\alpha_{Q} \in\left\{\alpha_{1}, \ldots, \alpha_{Q-1}\right\}} M_{L}\left[\alpha_{Q}, \alpha_{Q}\right]\right| \\
& \leq \sum_{k=1}^{Q-1}\left|\sum_{\alpha_{1}, \ldots, \alpha_{Q-1}}^{*}\left(\prod_{l=1}^{L-1} M_{l}\left[\alpha_{\mathfrak{q}(l)}, \alpha_{\mathfrak{q}^{\prime}(l)}\right]\right) M_{L}\left[\alpha_{k}, \alpha_{k}\right]\right| .
\end{aligned}
$$

We may apply the induction hypothesis to each of the $Q-1$ terms of the above sum: Define $\tilde{\mathfrak{q}}, \tilde{\mathfrak{q}}^{\prime}:[L] \rightarrow[Q-1]$ by $\tilde{\mathfrak{q}}(l)=\mathfrak{q}(l)$ and $\tilde{\mathfrak{q}}^{\prime}(l)=\mathfrak{q}^{\prime}(l)$ for $l \in[L-1]$ and $\tilde{\mathfrak{q}}(L)=\tilde{\mathfrak{q}}^{\prime}(L)=k$. Each $q \in[Q-1]$ that was good for $i, j$ remains good for $\tilde{i}, \tilde{j}$, except possibly $q=k$. Thus the number of good indices for $\tilde{\mathfrak{q}}, \tilde{\mathfrak{q}}^{\prime}$ is at least $\check{t}:=\max (t-2,0)$. The induction hypothesis implies

$$
\mathrm{LS} \leq(Q-1) \cdot C(L, Q-1, B, \check{t}) N^{Q-1-\check{t} / 2} \leq(Q-1) \cdot C(L, Q-1, B, \check{t}) N^{Q-t / 2} .
$$

Case 2: There exists a good index $q$ and distinct $l \neq l^{\prime} \in[L]$ such that one of $\mathfrak{q}(l), \mathfrak{q}^{\prime}(l)$ and
one of $\mathfrak{q}\left(l^{\prime}\right), \mathfrak{q}^{\prime}\left(l^{\prime}\right)$ equal $q$. For notational convenience, assume without loss of generality that $q=Q$, $l=L-1$, and $l^{\prime}=L$. By possibly replacing $M_{L-1}$ and/or $M_{L}$ by $M_{L-1}^{\prime}$ and/or $M_{L}^{\prime}$, we may further assume $\mathfrak{q}^{\prime}(L-1)=\mathfrak{q}(L)=Q$.

Summing first over $\alpha_{1}, \ldots, \alpha_{Q-1}$ and then over $\alpha_{Q}$ as in Case 1 , and noting that no $\mathfrak{q}(l)$ or $\mathfrak{q}^{\prime}(l)$ equals $Q$ for $l \leq L-2$ because $Q$ is good, the left side of (B.15) may be written as

$$
\text { LS }:=\left|\sum_{\alpha_{1}, \ldots, \alpha_{Q-1}}^{*}\left(\prod_{l=1}^{L-2} M_{l}\left[\alpha_{\mathfrak{q}(l)}, \alpha_{\mathfrak{q}^{\prime}(l)}\right]\right) \sum_{\substack{\alpha_{Q}=1 \\ \alpha_{Q} \notin\left\{\alpha_{1}, \ldots, \alpha_{Q-1}\right\}}}^{N} M_{L-1}\left[\alpha_{\mathfrak{q}(L-1)}, \alpha_{Q}\right] M_{L}\left[\alpha_{Q}, \alpha_{\mathfrak{q}^{\prime}(L)}\right]\right| .
$$

Define $M=M_{L-1} M_{L}$. Then $\|M\| \leq B^{2}$, and

$$
\begin{aligned}
& \mathrm{LS}= \mid \sum_{\alpha_{1}, \ldots, \alpha_{Q-1}}^{*}\left(\prod_{l=1}^{L-2} M_{l}\left[\alpha_{\mathfrak{q}(l)}, \alpha_{\mathfrak{q}^{\prime}(l)}\right]\right) \\
&\left.-\sum_{\alpha_{Q} \in\left\{\alpha_{1}, \ldots, \alpha_{Q-1}\right\}} M_{L-1}\left[\alpha_{\mathfrak{q}(L-1)}, \alpha_{Q}\right] M_{L}\left[\alpha_{Q}, \alpha_{\mathfrak{q}^{\prime}(L)}\right]\right) \mid \\
& \leq\left|\sum_{\alpha_{1}, \ldots, \alpha_{Q-1}}^{*}\left(\prod_{l=1}^{L-2} M_{l}\left[\alpha_{\mathfrak{q}(l)}, \alpha_{\mathfrak{q}^{\prime}(l)}\right]\right) M\left[\alpha_{\mathfrak{q}(L-1)}, \alpha_{\mathfrak{q}^{\prime}(L)}\right]\right| \\
& \quad+\sum_{k=1}^{Q-1}\left|\sum_{\alpha_{1}, \ldots, \alpha_{Q-1}}^{*}\left(\prod_{l=1}^{L-2} M_{l}\left[\alpha_{\mathfrak{q}(l)}, \alpha_{\mathfrak{q}^{\prime}(l)}\right]\right) M_{L-1}\left[\alpha_{\mathfrak{q}(L-1)}, \alpha_{k}\right] M_{L}\left[\alpha_{k}, \alpha_{\mathfrak{q}^{\prime}(L)}\right]\right| .
\end{aligned}
$$

We may again apply the induction hypothesis to each term of the above sum: For the first term, each original good index $q \in[Q-1]$ remains good, except possibly $k:=\mathfrak{q}(L-1)=\mathfrak{q}^{\prime}(L)$ if $k$ was originally good but now $\operatorname{Tr} M \neq 0$. Hence for this first term there are still at least $\check{t}:=\max (t-2,0)$ good indices. The other $Q-1$ terms are present only if $Q>1$. For each of these terms, each original good index $q \in[Q-1]$ remains good, except possibly $q=k$-hence there are also at least $\check{t}$ good indices. Then the induction hypothesis yields, similarly to Case 1,

$$
\mathrm{LS} \leq\left(C\left(L-1, Q-1, B^{2}, \check{t}\right)+(Q-1) \cdot C(L, Q-1, B, \check{t})\right) N^{Q-t / 2}
$$

This concludes the induction in both cases, upon setting $C(L, Q, B, t)=C\left(L-1, Q-1, B^{2}, \check{t}\right)+$ $(Q-1) \cdot C(L, Q-1, B, \check{t})$.

This concludes the proof of Theorem 5.9. Finally, we prove Corollary 5.10 which establishes the approximation at the level of Stieltjes transforms.

Proof of Corollary 5.10. Under the given conditions, there exists a constant $C_{0}>0$ such that $\left|\tau\left(w^{l}\right)\right| \leq C_{0}^{l}$ for all $N$ and $l \geq 0$, and also $\left|N^{-1} \operatorname{Tr} W^{l}\right| \leq\|W\|^{l} \leq C_{0}^{l}$ a.s. for all $l \geq 0$ and
all sufficiently large $N$. Fix $z \in \mathbb{C}^{+}$with $|z|>C_{0}$. Then $m_{w}(z)=-\sum_{l=0}^{\infty} z^{-(l+1)} \tau\left(w^{l}\right)$ and $m_{W}(z)=-N^{-1} \operatorname{Tr}(z-W)^{-1}=-\sum_{l=0}^{\infty} z^{-(l+1)} N^{-1} \operatorname{Tr} W^{l}$ define convergent series for all large $N$. For any $\varepsilon>0$, there exists $L$ such that

$$
\left|\sum_{l=L+1}^{\infty} z^{-(l+1)} N^{-1} \operatorname{Tr} W^{l}\right|<\varepsilon, \quad\left|\sum_{l=L+1}^{\infty} z^{-(l+1)} \tau\left(w^{l}\right)\right|<\varepsilon
$$

for all large $N$, while by Theorem 5.9 , as $N \rightarrow \infty$

$$
\left|\sum_{l=0}^{L} z^{-(l+1)} N^{-1} \operatorname{Tr} W^{l}-z^{-(l+1)} \tau\left(w^{l}\right)\right| \rightarrow 0
$$

Hence $\lim \sup _{N \rightarrow \infty}\left|m_{W}(z)-m_{w}(z)\right| \leq 2 \varepsilon$ a.s., and the result follows by taking $\varepsilon \rightarrow 0$.

## B. 2 Constructing free approximations

We construct the spaces $\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$ in Examples 5.5, 5.6, 5.7, and point the reader to the relevant references that establish Lemma 5.14.

Lemma B.5. Rectangular probability spaces $\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$ satisfying the properties of Examples $5.5,5.6$, and 5.7 exist, such that in each example, $\mathcal{A}$ is a von Neumann algebra and $\tau$ is a positive, normal, and faithful trace.

Proof. In Examples 5.5 and 5.6 , let $(\Omega, \mathbb{P})$ be a (classical) probability space and let $\mathcal{A}$ be the von Neumann algebra of $d \times d$ random matrices with entries in $L^{\infty}(\Omega, \mathbb{P})$, the bounded complex-valued random variables on $\Omega$. ( $\mathcal{A}$ acts on the Hilbert space $H$ of length- $d$ random vectors with elements in $L^{2}(\Omega, \mathbb{P})$, endowed with inner-product $v, w \mapsto \mathbb{E}\langle v, w\rangle$.) Defining $\tau(a)=N^{-1} \mathbb{E}\left[\sum_{r=1}^{d} N_{r} a_{r r}\right], \tau$ is a positive and faithful trace. As $a \mapsto \mathbb{E}\left[a_{r r}\right]$ is weakly continuous and hence $\sigma$-weakly continuous for each $r=1, \ldots, d, \tau$ is normal. Letting $p_{r} \in \mathcal{A}$ be the (deterministic) matrix with ( $r, r$ ) entry 1 and remaining entries $0,\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$ is a rectangular probability space, and $\tau\left(p_{r}\right)=N_{r} / N$ for each $r=1, \ldots, d$. For Example 5.5, the element $g \in \mathcal{A}$ may be realized as the random matrix with $(r, r)$ entry equal to $X$ and all other entries 0 , where $X \in L^{\infty}(\Omega, \mathbb{P})$ is a random variable with standard semi-circle distribution on $[-2,2]$. For Example 5.6, the element $g \in \mathcal{A}$ may be realized as the matrix with $\left(r_{1}, r_{2}\right)$ entry equal to $X$ and all other entries 0 , where $X \in L^{\infty}(\Omega, \mathbb{P})$ is the square root of a random variable having the Marcenko-Pastur distribution (5.7) with $\lambda=N_{r_{2}} / N_{r_{1}}$.

For Example 5.7, we may simply take $\left(\mathcal{A}, \tau, p_{1}, \ldots, p_{d}\right)$ to be the rectangular probability space of deterministic $N \times N$ matrices from Example 5.1. ( $\mathcal{A}$ is the space $B(H)$ for $H=\mathbb{C}^{N}$, and $\tau$ is clearly positive, faithful, and normal as $H$ is finite-dimensional.) We may take the elements $b_{1}, \ldots, b_{k} \in \mathcal{A}$ to be the original matrices $B_{1}, \ldots, B_{k}$.

The sub-*-algebras $\mathcal{D}$ in the three examples above are isomorphic. They are also finite-dimensional, hence $\sigma$-weakly closed, so each is a von Neumann sub-algebra of $\mathcal{A}$.

Proof of Lemma 5.14. For each $r=1, \ldots, k$, let $\left(\mathcal{A}^{(r)}, \tau^{(r)}, p_{0}, \ldots, p_{2 k}\right)$ be the space constructed as in Lemma B. 5 corresponding to Example 5.6 and containing the element $g_{r}$, satisfying conditions 1,2 , and 4. Let $\left(\mathcal{A}^{(k+1)}, \tau^{(k+1)}, p_{0}, \ldots, p_{2 k}\right)$ and $\left(\mathcal{A}^{(k+2)}, \tau^{(k+2)}, p_{0}, \ldots, p_{2 k}\right)$ be the spaces constructed as in Lemma B. 5 corresponding to Example 5.7 and containing the families $\left\{h_{r}\right\}$ and $\left\{f_{r s}\right\}$, respectively, satisfying conditions 1,2 , and $3 . \mathcal{D}=\left\langle p_{0}, \ldots, p_{2 k}\right\rangle$ is a common (up to isomorphism) $(2 k+1)$-dimensional von Neumann sub-algebra of each $\mathcal{A}^{(r)}$, and each $\tau^{(r)}$ restricts to the same trace on $\mathcal{D}$. Then the construction of the finite von Neumann amalgamated free product of $\left(\mathcal{A}^{(1)}, \tau^{(1)}\right), \ldots,\left(\mathcal{A}^{(k+2)}, \tau^{(k+2)}\right)$ with amalgamation over $\mathcal{D}$ [Voi85, Pop93] yields a von Neumann algebra $\mathcal{A}$ with a positive, faithful, and normal trace $\tau$ such that:

- $\mathcal{A}$ contains (as an isomorphically embedded von Neumann sub-algebra) each $\mathcal{A}^{(r)}$, where $\mathcal{A}^{(r)}$ contains the common sub-algebra $\mathcal{D}$.
- Letting $\mathbf{F}: \mathcal{A} \rightarrow \mathcal{D}$ and $\mathbf{F}^{(r)}: \mathcal{A}^{(r)} \rightarrow \mathcal{D}$ denote the $\tau$-invariant and $\tau^{(r)}$-invariant conditional expectations, $\left.\mathbf{F}\right|_{\mathcal{A}^{(r)}} \equiv \mathbf{F}^{(r)}$.
- $\tau=\tau^{(r)} \circ \mathbf{F}$ for any $r$, so in particular, $\left.\tau\right|_{\mathcal{A}^{(r)}}=\tau^{(r)}$.
- The sub-algebras $\mathcal{A}^{(1)}, \ldots, \mathcal{A}^{(k+2)}$ of $\mathcal{A}$ are free with amalgamation over $\mathcal{D}$ in the $\mathcal{D}$-valued probability space $(\mathcal{A}, \mathcal{D}, \mathbf{F})$.
(For more details about the amalgamated free product construction, see the Introduction of [Dyk95] and also Section 3.8 of [VDN92].) Since $\tau$ restricts to $\tau^{(r)}$ on each $\mathcal{A}^{(r)}$, conditions 1-4 continue to hold for the elements $p_{r}, f_{r s}, g_{r}, h_{r}$ in $\mathcal{A}$. The generated von Neumann algebra $\left\langle D, g_{r}\right\rangle_{W^{*}}$ is contained in $\mathcal{A}^{(r)}$ and similarly for $\left\langle D, h_{1}, \ldots, h_{k}\right\rangle_{W^{*}}$ and $\left\langle D, f_{11}, f_{12}, \ldots, f_{k k}\right\rangle_{W^{*}}$, so $\mathcal{D}$-freeness of these algebras is implied by the $\mathcal{D}$-freeness of the sub-algebras $\mathcal{A}^{(r)}$. The elements $f_{r s}, g_{r}, h_{r}$ have bounded norms in the original algebras $\mathcal{A}^{(1)}, \ldots, \mathcal{A}^{(k+2)}$ and hence also in the free product.
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[^0]:    ${ }^{1} m_{*} \in \overline{\mathbb{R}} \backslash P$ is a local minimum of $z_{0}$ if $z_{0}(m) \geq z_{0}\left(m_{*}\right)$ for all $m$ in a sufficiently small neighborhood of $m_{*}$, with the convention that $m_{*}=\infty$ is a local minimum if $z_{0}$ is positive over $(C, \infty) \cup(-\infty,-C)$ for some $C>0$. Local maxima are defined similarly.

[^1]:    ${ }^{1}$ For example, if $K=2$, in display (B.9), both $\left(i_{1}, j_{1}, i_{2}, j_{2}, i_{1}^{\prime}, j_{1}^{\prime}, i_{2}^{\prime}, j_{2}^{\prime}\right)=(1,2,2,3,1,4,3,3)$ and $(8,7,7,6,8,5,6,6)$ induce

    $$
    \mathcal{Q}(l, r)=\left\{\left\{i_{1}, i_{1}^{\prime}\right\},\left\{j_{1}, i_{2}\right\},\left\{j_{2}, i_{2}^{\prime}, j_{2}^{\prime}\right\},\left\{j_{1}^{\prime}\right\}\right\} \quad \text { with } \quad Q_{l, r}=4
    $$

